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Abstract. Most adults in industrialized countries now routinely check online
reviews before selecting a product or service such as lodging.  This reliance on
online reviews can entice some hotel managers to pay for fraudulent reviews –
either to boost their own property or to disparage their competitors. The detec-
tion of fraudulent reviews has been addressed by humans and by machine learn-
ing approaches yet remains a challenge. We conduct an empirical study in
which we create fake reviews, merge them with verified reviews and then em-
ploy four methods (Naïve Bayes, SVMs, human computation and hybrid hu-
man-machine approaches) to discriminate the genuine reviews from the false
ones.  We find that overall a hybrid human-machine method works better than
either human or machine-based methods for detecting fraud – provided the most
salient features are chosen. Our process has implications for fraud detection
across numerous domains, such as financial statements, insurance claims, and
reporting clinical trials.

Keywords: Crowdsourcing, Human Computation, Word of Mouth, Web 2.0,
Machine Learning, TripAdvisor, Review Spam.

1 Introduction

Consumers today have a vast amount of information at their fingertips when making a
purchase decision.  Despite the availability of a variety of resources, customers place
a significant emphasis on the advice and recommendations of their peers; 4 of every 5
adults in the U.S. adults indicate they use online customer reviews before purchasing
an item, with half of these (2 in 5) indicating they nearly always do [1].  Other indus-
trialized nations also rely heavily on peer-generated online reviews (also called elec-
tronic word of mouth, or eWOM) before purchases [2,3,4,5]. This translates into a
competitive advantage for retailers and service providers that maintain higher ratings
and better reviews than their competitors; indeed, a one-star increase in a restaurant’s
Yelp review score translates into a 5 to 9 percent increase in revenue [6].

These high stakes create opportunity; some unscrupulous retailers have recognized
an advantage to boost their own business or disparage their competitors, creating a
market for generating fraudulent reviews. As many as a third of online reviews may
be fraudulent [7,8], with an estimate of 16% for Yelp [9] and a similar percentage
estimated for unverified hotel review websites such as TripAdvisor [10].
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In this paper, we focus on evaluating fraud in lodging reviews (also called opinion
spam or review spam) on websites with unverified reviews. As with restaurant re-
views, hotel reviews represent a complex mix of a product-related and a service-
related good. Some websites contain only verified reviews; for example, Priceline and
Booking only allow customers that purchased lodging through their website to con-
tribute a review within a specified period (typically 28 days after the stay). Others,
such as TripAdvisor, do not verify identities or stays. However, TripAdvisor branded
sites make up the largest travel community in the world, reaching 350 million unique
monthly visitors, with more than 570 million reviews and opinions covering more
than 7.3 million accommodations, airlines, attractions, and restaurants [11].

A variety of methods have been employed in review spam detection.  TripAdvisor
claims to use a machine approach with 50 filters in its vetting process [12], but sever-
al recent, high-profile review spamming campaigns have demonstrated that their ap-
proach is not infallible.  Humans are well-established judges in online fraud detection
(e.g., [13, 14]), although they are considered poor at spotting deception [15]. Can a
hybrid human-machine interface can outperform either of these models? We address
this question in this paper.

The remainder of this article is organized as follows. In Section 2, we discuss relat-
ed work in review spam detection.  We describe our experiment methodology in Sec-
tion 3, results and analysis in Section 4.  We conclude and describe future research in
Section 5.

2 Related Work

Efforts to detect fraudulent advertising claims has existed for centuries, with humans
serving as the primary arbiters. The juries of many court systems worldwide are de-
signed around this paradigm.  In 2006 crowdsourcing gained prominence as a mecha-
nism to perform small focused tasks in which humans outperformed machines; detect-
ing fraudulent or misleading information using crowdworkers appeared to be a natural
extension. Few studies to date, however, have used crowdworkers to detect online
review spam (e.g. [16, 17]). Review spam detection provides an unusual scenario in
the assessment of human-created data, since machine-based methods have been
shown to outperform human judges. Review spam is created with the specific intent
of misleading customers and is therefore difficult for humans to detect [18].

With the advent of natural language processing (NLP), machine-based techniques
have been the primary focus in detecting review spam. These techniques can be di-
vided into three basic forms: supervised learning, unsupervised learning, and semi-
supervised learning. A comprehensive review of the various machine learning tech-
niques applied to review spam can be found in [19].

Supervised learning is a popular technique in which the machine uses labeled train-
ing data to learn the class label (i.e., either “fake” or “genuine” review). Primarily
using three types of learners – Logistic Regression (LR), Naïve Bayes (NB) and Sup-
port Vector Machine (SVM) – they make use of linguistic features in the review title
and text, such as parts of speech (POS), Linguistic Inquiry and Word Count (LIWC),
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and sentiment polarity. Ott et al. conducted a study of deceptive opinion spam limit-
ing their scope to n-gram based features and achieved an accuracy with an SVM of
88% using unigram and bigram term frequency features for reviews on 1- and 2- star
hotels [20] and 89% for bigrams for reviews on 4- and 5-star rated hotels [16].
Mukherjee et.al. was only able to achieve an accuracy of 68% on Yelp data using the
same approach [21]. Human judges were not able to outperform these classifiers on
these same datasets, with the best judge achieving an accuracy of only 65%.

Unsupervised learning occurs when learning is from a set of unlabeled data and is
often represented as clustering.  It involves finding unseen relationships in the data
that are not dependent on the class label. Few researchers to date have applied an
unsupervised approach; Lau et.al. achieved a true positive rate of 95% using an unsu-
pervised probabilistic language model to detect overlapping semantic content among
untruthful reviews on an Amazon review dataset [22], but their methods depend on
having a large sample of fake reviews from which to build a language model.

Semi-supervised learning is a hybrid approach, in which learning occurs from both
labeled and unlabeled data. It makes use of very little labeled data and a large amount
of unlabeled data to determine the class label. This is ideal for online review spam
because most data are unlabeled – in other words, there is rarely an oracle to tell if a
review is genuine or fake. Although little research has applied the use of semi-
supervised learning for review spam detection, results may yield better performance
than supervised learning while reducing the need to generate large labeled datasets.
To date, the best performer on review spam has been Li et.al., who used a co-training
algorithm and a two-view semi-supervised method to learn from a few positive exam-
ples and a set of unlabeled data [23]. They obtain a precision of 0.517, recall of 0.669
and an F-score of 0.583.

Little research to date in review spam has examined hybrid methods, in which the
output of machine learning methods is then evaluated by humans before a final deci-
sion is made. Harris looked at bodybuilding supplement reviews in [16], first by ex-
amining the linguistic qualities identified by Yoo and Gretzel in [24] and then asking
human evaluators to identify fake reviews. He found that human evaluators signifi-
cantly improved their decision making by comparing each review against the dataset’s
linguistic features. In this study, we take a comparable approach – provide human
evaluators with the linguistic qualities of the dataset, the machine recommendation,
and then asking the evaluators to classify the data as either a genuine or fake review.

3 Detecting Hotel Review Spam

We seek to compare three different methods of identifying review spam – by non-
expert human evaluation, by applying machine learning techniques, and by using a
hybrid approach.  We begin by constructing the dataset, describing the metrics, and
then discussing the various methods and features from which review spam is assessed.
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3.1 Dataset Construction

We wish to create a dataset containing a mix of genuine and fake reviews that appear
to be drawn from TripAdvisor. We construct the dataset by selecting hotels on
TripAdvisor from three markets: New York, London, and Hong Kong.  We select
these three markets as they have many international visitors which helps minimize
cultural differences in language usage.

We create two pools of hotels in each market: those with high TripAdvisor ratings
(a rating of four- and five- stars on TripAdvisor) and those with low TripAdvisor
ratings (one- and two-star ratings). We filter out reviews in languages other than Eng-
lish and hotels that do not also appear on Booking.com. We eliminate those proper-
ties that have fewer than 300 Booking.com reviews.

From each of our 3 markets, we select five properties from the low-rated property
pool and five from the high-rated property pool, comprising 30 properties in total.
We randomly sample 90 Booking.com reviews from each property. The distribution
of reviewer ratings from high-rated and low-rated properties differ as do the ratings in
our samples. Booking.com verifies the reviewers have stayed at the property, there-
fore we assume that these reviews are genuine.

TripAdvisor scores hotels on a scale of 1 to 5 while Booking.com scores hotels in
the range from 2.5 to 10; however, according to [25] a linear transformation can be
made between the two. We transform the Booking.com score to a TripAdvisor score,
rounded to the nearest half-star.

Using a conservative 10% estimate of fake reviews on travel websites mentioned in
[12] as a guide, we then asked three non-experts to create 10 fake reviews for each of
the 30 properties: 5 four- and five-star reviews (boosting spam) and 5 one- and two-
star reviews (vandalism spam), which represent fake reviews used to either boost a
given property or disparage a competing property, respectively. None of our fake
review writers have stayed at any of the properties but are permitted to perform
searches.  They are asked to make the review “as convincing as possible” with respect
to the type of review being asked (either high or low rating) and are asked to pay care-
ful attention to the language used in all reviews for that property on the internet. For
each property, the 10 fake reviews are then comingled with the 90 genuine reviews.

3.2 Metrics

We calculate accuracy, which is the number of correctly classified reviews divided by
all reviews evaluated.  We also calculate the precision and recall and the correspond-
ing F-score.  These are reported separately for the 15 high-rated hotels and the 15
low-rated hotels. We separately examine these metrics for boosting spam and vandal-
ism spam.

3.3 Feature Extraction and Engineering

Identifying the correct features is essential for the review spam identification task. We
apply the output obtained from the LIWC software [26] to derive a classifier, similar
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to the approach made by Ott et.al. [17].  We constructed features for each of the 80
LIWC dimensions, which fall into four categories:  linguistic (the average number of
words per sentence, the rate of misspelling, use of exclamation marks, etc.), psycho-
logical (the use of language representing social, emotional, cognitive, perceptual and
biological processes, as well as temporal and/or spatially-related terms), personal
(references to work, leisure, money, religion, etc.) and construction (filler, connection,
and agreement words). Additional details about LIWC and the LIWC categories are
available at http://liwc.net.

In addition to LIWC, we also examine POS, term frequency and use bigram feature
sets, with their corresponding language models, since bigrams performed best in a
comparison made in [17]. We apply the Kneser-Ney smoothing method to provide
absolute-discounting interpolation of n-gram terms [27].

3.4 Machine Approach

We use a supervised learning approach for our machine learning task, since we have
the labels for all reviews. Using this dataset, we design a fully-supervised method
using various features in the language. We use both Naïve Bayes (NB) and SVMs as
our supervised methods.

NB assumes the features are conditionally independent given the review’s catego-
ry. Despite its inherent simplicity and the lack of applicability of the conditional inde-
pendence assumption to the real world, NB-based categorization models still tend to
perform surprisingly well [28]. ( | ) = ( )∏ ( | )( ) (1)

We use the Natural Language Toolkit (NLTK) [29] to estimate individual language
models, for truthful and deceptive opinions.

SVMs [30] can make use of certain kernels to transform the problem to allow line-
ar classification techniques to be applied to non-linear data. Applying the kernel equa-
tions arranges the data instances within the multi-dimensional space so that there is a
hyperplane that separates the data into separate classes. We restrict our evaluation to
linear kernels since these performed best in preliminary evaluations using our fea-
tures. We use Scikit-learn [31] to train our linear SVM models on the POS, LIWC,
and bigram feature sets. We normalize each LIWC and bigram feature to unit length
before combining them.

To ensure all hotel reviews are learned using the same language model, we evalu-
ated using a 5-fold nested cross validation (CV) procedure [32].  Each fold contains
all reviews (boosting and vandalism, genuine and fake) from 12 hotels; thus, our
model applies its learning on reviews from the remaining 3 hotels. This avoids some
pitfalls of learning from an incomplete set of data, as is described in [33].
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3.5 Human Computation Based Approach

For each of our 30 hotels, we randomly allocated our 100 reviews into 4 batches of 25
reviews. We hired 360 human assessors from Amazon Mechanical Turk (MTurk) to
examine reviews from each batch of 25 presented in random order. To allow us to
assess inter-annotator agreement, each hotel review was examined by three separate
assessors. We created a simple web-based interface that displayed the title and text for
each review, along with a prompt for the assessor to determine if the displayed review
is genuine or fake.  Assessors were paid $0.50 per batch; to provide an incentive for
careful assessment, they were told that if they correctly classified all 25 hotels, they
would be compensated an additional $0.50. We take the majority label for the 3 as-
sessments for each review.

3.6 Hybrid Approach

To create a hybrid evaluation, we provide human assessors with the information as-
certained by the machine approach.  Along with each review, we provide the LIWC
output for each feature for each review, the average LIWC output for all reviews for
the 100 reviews, as well as the SVM and NB-determined classes using the best SVM
and NB models.  Human assessors recruited from MTurk were provided with the
SVM- and NB-determined class and the LIWC output. They were asked to decide on
whether each review was genuine or fake and had the opportunity to go along with the
machine assessment or override it. They were provided the same payment and incen-
tive as those in the human computation approach. As with the human computation
approach, we take the majority label for the 3 assessments for each review.

4 Results and Analysis

Table 1 illustrates the results (accuracy, precision, recall, and F-score) obtained for
both machine learning-based approaches, the human computation approach, and the
hybrid approach.

From Table 1 we can observe that the hybrid approach does better (t-test) than the
SVMPOS + LIWC + Bigrams approach in accuracy, and for F-score of fake reviews.  There
was no difference for detection of genuine reviews for the hybrid method and the
SVMPOS + LIWC + Bigrams approach. The hybrid approach performs significantly better
than the human computation approach (two-tailed t-test: t(718)= 13.414, p < 0.001 for
F-score, t(718)= 3.6116, p = 0.003 for accuracy)

Initially this appears unsurprising; the hybrid approach provides the human asses-
sor with the class decision (either fake or genuine) from the Naïve Bayes and SVM
approaches and provides the LIWC feature information for the review that is being
evaluated and the average for all reviews in the collection.  With all this information,
certainly a human decision maker’s answer would have greater accuracy, precision
and recall scores than the decision tool providing information. After all, one would
expect that the information provided, the greater the confidence in the decision-
making process.
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Table 1. Classifier performance for our approaches. Machine learning approaches use nested 5-
fold cross-validation. Reported precision, recall and F-score are computed using a micro-
average, i.e., from the aggregate true positive, false positive and false negative rates.

Approach
Features Used

AccuracyPOS LIWC Bigrams P R F
NB ⁕ ⁕ 89.7% 48.8 70.0 57.5
NB ⁕ ⁕ 90.5% 52.0 71.0 60.0
NB ⁕ ⁕ ⁕ 91.0% 53.5 73.3 61.9
SVM ⁕ ⁕ 93.4% 64.1 76.3 69.7
SVM ⁕ ⁕ 94.4% 68.8 81.7 74.7
SVM ⁕ ⁕ ⁕ 94.9% 71.0 84.0 76.9
Human Comp 90.2% 50.6 74.7 60.3
Hybrid ⁕ 95.1% 69.6 90.0 78.5

Upon closer examination, we find that this is true – to a point.  Of the 3000 reviews
evaluated, 271 were incorrectly classified according to the best Naïve Bayes approach
(NBPOS+LIWC+ Bigrams), 151 according to the best SVM approach (SVMPOS+LIWC+ Bigrams),
and 148 according to the Hybrid approach. However, we see in Fig. 1 (a) the Hybrid
approach misclassified 17 reviews (11%) in which it differed from the class label
given by both SVM and NB but got correct 55 reviews (37%) in which both NB and
SVM misclassified the review type.  Therefore, the Hybrid approach was three times
as likely to override the class decision from both machine learning approaches and
make a correct decision as it was to override their decision and get the class label
incorrect.

.

Fig. 1. Venn diagrams showing counts of (a) all incorrectly labeled answers (False Positive and
False Negative), (b) False Negative answers only and (c) False Negative answers for
NBPOS+LIWC+Bigrams, SVMPOS+LIWC+Bigrams, and the Hybrid approaches.

The number of false positives (Fig 1 (b)) is considerably larger than the number of
false negatives (Fig 1 (c)) for all three approaches. Comparing Fig 1 (b) and Fig 1 (c),
we see that the best Naïve Bayes approach obtains a greater percentage of false posi-
tive decisions (i.e., it classifies more genuine reviews as fake than the converse) than
the best SVM approach, indicating a slightly more “aggressive” approach towards
classifying reviews as fake (a ratio of 2.4:1) than the best SVM approach (2.1:1).
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This, however, pales in comparison to the Human Computation approach (2.9:1) and
the Hybrid approach (3.9:1). The relative aggressiveness of the human-based ap-
proaches may have to do with the incentives offered for correctly classifying reviews.

When the human decision-maker using the Hybrid model had to decide between
the Naïve Bayes and SVM classes (i.e., when the two machine methods did not pro-
vided the same class label), they chose the Naïve Bayes 64% of the time and SVM
36% of the time.  Had only the best SVM class labels have been offered and the hu-
mans classified the labels according to the SVM output, the 44 misclassified answers
would have boosted Hybrid accuracy to 96.5% and obtained an F-score of 84.1 – a
significant increase (two-tailed t-test: t(718)= 9.156, p < 0.001 for F-score, t(718)=
2.289, p = 0.0224 for accuracy)

We saw no distinguishable patterns between the 3 hotel markets we examined.
However, we discovered that there was a discernable difference between detecting
boosting spam and vandalism spam for high-rated and low-rated hotels. Table 2 illus-
trates the number of false negative classification errors (fake reviews classified as
genuine) by hotel type and by review spam type. Fig. 2 illustrates the relative propor-
tion of false positive to false negative errors by approach. Overall, we observe that
vandalism review spam on low-rated hotels were most difficult to detect (an average

of or 24%, were not detected as review spam) whereas vandalism review spam for

high-rated hotels was least difficult, with an average of , or 16%, not detected.

Table 2. Number of false negative classification errors for each approach, broken down by
hotel type and review spam type.

Hotel Type
Review
Spam Type NB SVM

Human
Comp Hybrid Average

Total # Fake
Reviews

High-rated boosting 17 16 13 12 14.5 75
High-rated vandalism 15 6 24 3 12.0 75
Low-rated boosting 26 7 18 5 14.0 75
Low-rated vandalism 22 19 21 10 18.0 75

All deceptive reviews 80 48 76 30 58.5 300

Fig. 2. Relative percentage of classification errors, comparing false positive and false negative
values, by hotel type, review type, and approach.
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In general, the best Naïve Bayes approach had a more difficult time with the low-
rated hotels (i.e., those with one- and two-star ratings) while the best SVM and the
Hybrid approaches had a more challenging time with boosting (positive) reviews on
high-rated properties and vandalism (negative) reviews on low-rated properties. The
human computation approach had a harder problem with vandalism on the low-rated
properties and boosting on the high-rated properties.  In part, this shows the influence
of the best SVM approach on the Hybrid approach, but it also shows how language
may also be a factor.

Next, we examine the output provided by the LIWC classifiers as this information
is also provided to the assessors in the Hybrid approach. Spatial details were consid-
erably more prominent in genuine reviews than in fake reviews, which supports the
reality monitoring (RM) theory of Johnson and Raye [34]. This type of information
provides more details about the room layout, bathroom configuration, etc. that can be
verified by other guests. This also backs up other work (e.g. [35]) indicating that en-
coding spatial information into lies is challenging.

Emotion-laden terms, such as a description of the front desk staff’s attitude, were
more prominent in fake reviews – claims containing these experiences cannot be easi-
ly corroborated by other guests. We also noticed that fake reviews contained more
external terms – providing background on their vacation, for instance – and less focus
on terms that could be verified by others who stay in the same hotel.

Several other researchers have found that while deception is often associated with
negative emotional terms (e.g., [36, 37]), the fake reviews were more extreme – the
boosting review spam our study used contained more positive and fewer negative
emotion terms whereas the vandalism review spam was just the opposite. This exag-
geration of emotional terms was most readily picked up by the best SVM approach
and least readily picked up by the Human Computation approach, showing how chal-
lenging it is for humans to associate strong emotional terms with fake reviews without
guidance from machine techniques.

Regarding parts of speech, Gunther et.al. [38] indicates that deceptive communica-
tions were characterized by fewer first-person singular pronouns, fewer third-person
pronouns, more negative emotion words, fewer exclusive words, and more motion
verbs. Our findings generally concur with this earlier work with one notable excep-
tion: in our study, deceptive reviews contained more first-person singular pronouns.
This echoes the findings of Ott et.al. [17], who speculated that the use of more first-
person pronouns was an attempt to boost the writer’s credibility by emphasizing that
they were a participant and thus able correctly observe the situation.

One of the biggest indicators of a deceptive review was the generous use of punc-
tuation, particularly exclamation marks.  Both human and machine approaches detect-
ed this association.  An examination of reviews of the 15 hotels on TripAdvisor and
Booking.com indicates a much more prolific use of exclamation marks on the former.

It was challenging to analyze the performance of our human assessors, primarily
because there were 360 used for each approach (720 total). Fig. 3 illustrates the dis-
tribution of misclassification errors (false positive and false negatives) for each batch
of 25 reviews for human computation and for hybrid approaches. Comparing these
two bar graphs illustrates the value of the hybrid approach, as humans in both ap-



10

proaches were provided the same incentives. We note that false positive reviews
were more prominent than false negative reviews because only 10% of reviews were
fake. It is worth noting that many reviewers did not have a fake review in their batch,
and therefore did not have a point of reference to know what constituted a fake re-
view. This unfortunately raises a potential risk of confirmation bias [39].

Fig. 3. Distribution of classification errors per batch, comparing human computation and hybrid
methods.

5 Conclusion

We have conducted an empirical experiment in which we merged verified reviews for
15 hotel properties in 3 markets (New York, London, and Hong Kong), extracted 90
reviews for each hotel from Booking.com, and then merged them with 10 reviews we
had non-experts write.  Half of the review spam was boosting, or trying to positively
influence the hotel’s rating, while the other half was vandalism, or written to nega-
tively influence a competitor’s hotel – a growing area of review spam.

From these 3000 reviews, we employed four different methods to determine if each
review was genuine or fake: two supervised machine learning methods (Naïve Bayes
and SVM), human computation (using MTurk), and a hybrid method (also using
MTurk) that allowed humans to make decisions using the class labels from the ma-
chine learning methods as well as LIWC output.  While it is not surprising that the
hybrid method outperformed either of the other methods, it was surprising that when
humans were presented with too much information – particularly information that
presented more than one possible decision – it negatively impacted human decision-
making.  Only when the additional information was presented in a non-conflicting
manner did humans excel.

This study provided us with considerable data to evaluate, and we intend to do this
with an extension of this study.  We would also like to evaluate temporal aspects of
reviews – the order in which they are posted – since the burstiness of reviews for a
property can provide additional evidence of possible review spam.
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Although this study was limited in scope to English-language reviews for five ho-
tels, we believe that the overall findings of hybrid man-machine decision making can
be extended to other situations outside of validating reviews, such as evaluating fi-
nancial statements, investigating insurance claims, and evaluating the validity of clin-
ical trials.
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