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Abstract. The public expects government institutions to open their data to ena-
ble society to reap the benefits of these data. However, governments are often 
reluctant to disclose their data due to possible disadvantages. These disad-
vantages, at the same time, can be circumstances by processing the data before 
disclosing. Investments are needed to be able to pre-process a dataset. Hence, a 
trade-off between the benefits and cost of opening data needs to be made. Deci-
sions to disclose are often made based on binary options like "open" or "closed" 
the data, whereas also parts of a dataset can be opened or only pre-processed 
data. The objective of this study is to develop a decision tree analysis in open 
data (DTOD) to estimate the costs and benefits of disclosing data using a DTA 
approach. Experts’ judgment is used to quantify the pay-offs of possible conse-
quences of the costs and benefits and to estimate the chance of occurrence. The 
result shows that for non-trivial decisions the DTOD helps, as it allows the 
creation of decision structures to show alternatives ways of opening data and 
the benefits and disadvantages of each alternative.   

Keywords: Decision Tree Analysis, Estimation, Costs, Benefits, Open data, 
Open government, Investments 

1 Introduction 

During the past decade, government institutions in many countries have been started 
to disclose their data to the public. The society expects that governments become 
open and that their becomes easy to re-use [1, 2]. The opening of the data by the gov-
ernments can provide various opportunities including increased transparency, ac-
countability but also to improve decision-making and innovation [3, 4]. However, 
opening of data is more cumbersome and many datasets remain closed as they many 
contain personal or sensitive data. Decisions to disclose are often made based on bina-



2 

ry options like "open" or "closed" the data, whereas also parts of a dataset can be 
opened or datasets can be pre-processed in such a way that they can be opened data. A 
Decision tree analysis (DTA) can help decision-makers in estimating the investments 
needed to process data before releasing.  

The objective of this paper is to develop a decision tree analysis for open data 
(DTAOD) to estimate the costs and benefits of disclosing data. This will help us to 
gain insight into the potential of using DTA for supporting the opening of data. A 
decision tree is a decision support tool that uses a tree-like model of decisions and 
their possible consequences of conditional control statements [5, 6]. DTA is chosen as 
it can serve a number of purposes when complex problems in the decision-making 
process of disclosing data are encountered. Many complex problems in decision-
making might be represented in the payoff table form [7]. Nevertheless, for the com-
plicated problem related to investment decisions, decision tree analysis is very useful 
to show the routes and alternatives of the possible outcomes [6].   

The developed DTA consists of the following four steps [8, 9], as follows: First, 
define a clear decision problem to narrow down the scope of the objective. Factors 
relevant to alternative solutions should be determined. Second, structure the decision 
variables into a decision-tree model. Third, assign payoffs for each possible combina-
tion alternatives and states. In this step, payoffs estimation is required to represent a 
specific currency of amount based on the experts’ judgment. Fourth, provide a rec-
ommendation of decisions for the decision-makers. 

This research can support decision-makers and other related stakeholders like busi-
ness enablers and researchers, to create a better understanding of the problem struc-
ture and variants of opening data. Furthermore, this study contributes to the limited 
literature about decision support for disclosing data and it is the first work using DTA. 
This paper is consists of five sections. In Section 1 the rationale behind this research 
is described, Section 2 contains the related work of decision-making approaches to 
open data domain. In Section 3, the DTA approach is presented, including research 
method, related theories, and proposed steps in constructing DTA. Section 4 provides 
systematically the development of DTA. Finally, the paper will be concluded in Sec-
tion 5. 

2 Related Work 

2.1 Overview of Methods for Deciding to Open data 

In the literature, there are various methods in analyzing to open data. Four types of 
approaches for decision-making of opening data were identified. First, an iterative 
decision-making process in open data using Bayesian-belief networks approach. Sec-
ond, proposed guidance to trade-off the chances of value and risk effects in opening 
data. Third, a framework to weight the risks and benefits based on the open data eco-
system elements. Fourth, a fuzzy multi-criteria decision making (FMCDM) method to 
analyze the potential risks and benefits of opening data. The several related methods 
in analyzing to disclose data can be seen in Table 1.  
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Table 1. The overview in the literature 

 Method Overview and limitations 

1 
Iterative model of decision 
support for opening data [10, 
11] 

The use of Bayesian-belief networks approach 
is to construct the relational model of decision 
support in opening data. The outcomes of this 
model can be used to prevent the risks and still 
gain benefits of opening data.  

2 Trade-offs model [10, 12] 

This method provides guidance for weighing 
the potential values and risks of opening data. 
Interview sections are based on some certain 
groups of government employees like civil 
servants and archivists. There is no specific 
methods nor algorithm found to develop the 
trade-off model.  

3 A framework of decision 
support in open data [13, 14] 

A developed prototype is based on the follow-
ing concept of open data ecosystems. The pro-
posed model is exclusively for business and 
private organizations. There is no evaluation 
and assessment model introduced in this 
framework. 

4 
A fuzzy multi-criteria deci-
sion making (FMCDM) [15, 
16] 

Fuzzy AHP has been implemented to a broader 
domain of studies. Fuzzy analytical hierarchy 
process (FAHP) is utilized by collecting input 
from experts’ knowledge and expertise.  

 
However, none of these related existing approaches uses a method to analyze and 

estimate the possible costs-benefits of opening data for a specific problem. DTA can 
play a role in providing different steps and expectations of the decision-making pro-
cess.       

2.2 Theory of decision tree analysis 

DTA is introduced for the first time in the nineteen sixties and primarily used in the 
data mining domain. The main role of using this method is to establish classification 
systems based on multiple covariates in developing a prediction of alternative varia-
bles [7, 8]. This theory allows an individual or organizations to trade-off possible 
actions against another action based on the probabilities of risks, benefits, and costs of 
a decision-making process [8, 17]. In the case of opening data, DTA is used to identi-
fy and calculate the value of possible decision alternatives by taking into account the 
potential cost-adverse effects. 

The existing literature provides insight into the advantages of using DTA the deci-
sion-making process. First, DTA can generate understandable the estimation process 
and is easy to interpret [8, 18]. Second, DTA is able to take into account both contin-
uous and categorical decision variables [6, 8]. Third, DTA provides a clear indication 
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of which variable is becoming the most important in predicting the outcome of the 
alternative decisions [9]. Fourth, a decision tree can perform a classification without 
requiring in-depth knowledge in computational [7, 8].  

The use of DTA in this study can manage a number of variables of the costs and 
benefits in opening data. In this situation, DTA can support the decision-makers in 
deciding how to select the most applicable decision. Besides, this method is able to 
subdivide heavily skewed variable into a specific amount of ranges. Fig.1 shows the 
example of decision tree notation with alternatives of choices in the case of open data 
decision. 

 
Fig. 1. An example of DTA 

 
The objective of this decision tree illustrated in Fig.1 is that the decision-makers are 

trying to find the expected monetary value (EMV) of probability decisions, namely 
open dataset and limited access to the dataset. The EMV is the probability-weighted 
average of the outcomes [6, 8]. The use of EMV in DTA can be defined in two main 
benefits. First, EMV helps decision-makers to understand the possible investments of 
alternative actions. Second, DTA supports selecting the most appropriate alternatives 
by weighing the costs of two alternative decisions.   

In order to get the probability of an outcome in opening data case shows in Fig.1, 
the probabilities along the branches of the tree need to be multiplied. Beforehand, we 
first should define that there are two alternative decisions in this case, namely: open 
the dataset or provide limited access to the dataset. Heavily skewed variable need to 
be subdivided into a specific amount of ranges. In this example, the ranges of the 
possible costs are between 0 to 10000 Euros. To obtain the expected monetary value 
from the example in Fig.1, the probability-weighted average of the four outcomes is 
calculated by summing the data maintenance activity with the probability of each 
outcome. This, give the outcome 0.7 x 7000 + 0.3 x 2000 = 5500 Euro. In a similar 
vein, the costs of the limited access alternative can be calculated 0.8 x 5000 + 0.2 x 
0.2 x 1000 = 4200 Euro. In this example, the DTA shows that the investment needed 
to open a dataset is higher than the limited access to alternative decisions.  
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3 Research Approach 

In this study, we use experts’ judgment to assign payoffs possible consequences of the 
costs and benefits in opening data including the changes. The expert judgment is used 
because of their capability to interpret and integrate the existing complex problems in 
a domain of knowledge [19, 20]. To do so, we interviewed four experts from three 
postgraduate researchers and one professional with open government data and costs-
benefits investment experiences consideration. There are some considerations in se-
lecting the experts for this study. First, we select the experts based on their knowledge 
in the open data field. Second, best practices in estimating the costs and benefits in-
vestment in open data domain should take into account.  

The selected experts use their understanding and reasoning processes as they refer 
to their experiences to make judgments [21, 22]. However, understanding the current 
issues and having logical reasons behind predicting costs and benefits in open data 
domain is not trivial. The costs and benefits estimation requires sufficient knowledge 
and complex experiences in a specific field [23].  There are some barriers and limita-
tions of the expert judgments elicitation. First, during the elicitation process, the ex-
perts might possibly quantify the answers inconsistently because of the unclear set of 
questions from the interviewer. To cover this issue, we design a list of questions pro-
tocol as structured as possible and easy to comprehend by the experts. The use of 
specific terminologies in the field of open data, for instance, should be clearly de-
fined. Second, the use of experts’ judgment is potentially time-consuming and experts 
are often overconfidence that can lead to uncertainty estimation [19, 24]. To tackle 
this issue, we use aggregate quantitative review by subdividing heavily skewed varia-
ble into a specific amount of ranges.  

3.1 Steps in Developing the DTA  

In order to effectively manage and construct a decision tree based analysis, and to 
represent a schematic and structured way, in this paper we use four main steps in 
developing DTA [6, 8, 18], as follows: First, define a clear problem to narrow down 
the scope of the DTA. Relevant factors resulting in alternative solutions should be 
determined as well. This step could involve both internal and external stakeholders to 
seek the possible options for a better decision-making process.  

Second, define the structure the decision variables and alternatives. The structure 
of the problems and influence diagram require to be interpreted into formal hierar-
chical modeling. In this step, organizations need to construct decision problems into 
tree-like diagrams and identify several possible paths of action and alternatives.  

Third, assign payoffs and possible consequences. In this step, the EMV formula is 
required to help to quantify and compare the costs and benefits. EMV is a quantitative 
approach to rely on the specific numbers and quantities to perform the estimation and 
calculations instead of using high-level approximation methods like agree, somewhat 
agree, and disagree options. For this, experts’ judgment is used to estimate the pay-off 
of possible consequences of the costs and benefits and to estimate the chance of oc-
currence.  
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Fourth, provide alternative decisions and recommendations. After successfully as-
signing payoffs the possible consequences and considering adjustments for both costs 
and benefits, decision-makers can select the most appropriate decision that meets the 
success criteria and fit with their budget. These steps will be followed when devel-
oped the DTAOD. 

4 Developing the DTAOD: step-by-step 

4.1 Step 1: Define the Problems 

The problem of opening data consists of three main aspects. First, decision-makers 
have a lack of knowledge and understanding in estimating the costs and benefits of 
open data domain and its consequences. Second, decision-makers might consider how 
to decide on the opening of data. Too much data might remain closed due to a lack of 
knowledge of alternatives. Third, decision-makers have no means to estimate the 
potential costs and benefits of opening data.  

4.2 Step 2: Structure the Decision Alternatives  

The decision-making process in opening data can be time-consuming and might re-
quire many resources. To understand better the consequences of each possible out-
come, decision-makers require simplifying the complex and strategic challenges. 
Therefore, the DTA presented in this paper can construct a model and structure the 
decision alternatives whether the data should be released or closed.  

 

 
Fig. 2. Decision alternatives and possible paths  



7 

Fig.2 illustrates the decision alternatives and various types of possible paths in de-
ciding the complex problems of opening data. We define three main decision nodes, 
namely “open”, “limited access”, and “closed”. The first decision refers to the gov-
ernments allow releasing their data to the public with less or without restrictions. 
Second, the limited access indicates that the level of openness is restricted to a specif-
ic group of user. Third, closed decision refers to the government should keep the data 
exclusively.  

4.3 Step 3: Assign Payoffs and Possible Consequences 

In this step, the assign numerical values to the probabilities including the action-
taking place, and the investment value expected as the outcome will be carried out. In 
this paper, the assign payoffs represent the outcome for each combination in a table 
namely table of payoffs and possible consequences. This table uses costs terminology 
that represents the negative impact of a decision like value for the expense and poten-
tial lost revenue [8, 9]. While benefits-averse, indicate the positive influence to a de-
cision like a net revenue stream, potential income, and other profit elements [7, 9].  
The result of the assign payoffs and the possible consequences from the selected ex-
perts as presented in Table 2.     

Table 2. Assign payoffs and possible consequences of the costs and benefits in opening data 

 
 

Alternative Decisions
1 2 3 4 Mean 1 2 3 4 Mean Total Outcome

1. Open
- Costs factors
a. Data collection 65 67 58 62 63 15.500 16.200 16.500 16.600 16.200 46.438
b. Data visualization 35 33 42 38 37 14.250 15.500 12.100 14.300 14.038 44.276
- Benefits factors
c. New knowledge 58 62 54 63 59 12.300 14.450 14.000 13.000 13.438 40.234
d. Community engagement 42 38 46 37 41 15.235 11.600 13.800 12.800 13.539 40.335
2. Limited Access
- Costs factors
e. Data supression 66 58 54 55 58 16.000 16.500 17.000 14.500 16.000 48.275
f. Data maintenance 34 42 46 45 42 16.000 17.000 16.800 17.100 16.725 49.450
- Benefits factors
g. Confidential data 55 65 44 45 52 18.000 17.600 17.700 18.200 17.875 52.875
h. Authentication data 45 35 56 55 48 18.500 17.500 16.850 16.500 17.338 52.338
3. Closed
- Costs factors
i. Data preservation 72 68 62 70 68 13.000 14.500 13.500 14.200 13.200 40.788
j. Storage space 28 32 38 30 32 16.000 15.850 12.200 13.500 14.388 41.976
- Benefits factors
k. Risks-averse 52 56 57 60 56 9.300 10.500 12.000 10.000 10.450 32.963
l. Privacy protection 48 44 43 40 44 11.000 13.000 11.750 12.500 12.063 34.576

27.588

22.513

Expert judgment (invesment in 
Euro)

Expert judgment 
(probability in 

percentage)

30.238

26.796

32.725

35.000
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Table 2 presents the result of the assign payoffs between three alternative deci-
sions, namely: “open”, “limited access”, and “closed”. This table includes the expert 
judgment in estimating the probabilities of the costs and benefits, and the numerical 
values given to predict the investment of money in the euro currency. When the entire 
process of assign payoffs has completed, we can calculate the average numerical val-
ues of the costs and benefits percentages possibilities. For example, data collection 
factor might probability invests 63% of the revenue stream instead of a data visualiza-
tion program (37%). This means, that the most significant money investment from 
this opening decision is data collection.  

Data collection refers to a mechanism of gathering the dataset on the variables of 
interest from the holders or owners by using specific manners and techniques [25]. 
Data visualization, furthermore, refers to the action in presenting the dataset into an 
interactive and user-friendly interface and the ability to effectively capture the essence 
of the data [26]. Regarding the issue of the potential investment of money between 
data collection and data visualization, it is noticeable that deriving data from data 
providers can potentially cost expense higher than the visualizing the data. In addi-
tion, according to experts, data collection requires more than 16K Euros on average of 
investments, which is higher than data visualization about (14K). Therefore, the total 
costs for opening data decision from data collection and data visualization equal to 
approximate 30K Euros. Figure 3 is the complete decision tree showing all alterna-
tives. 

 
Fig. 3. Decision tree analysis to estimate the costs and benefits in open data domain  
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The process shown in the decision tree Figure 3 results in the payoff result depicted 
in Table 2. From the constructed data, we are able to compare the costs and benefits 
of the three decision nodes. The number values stated on each sub-element indicate 
the prediction of money expenses. For example, to obtain the expected monetary val-
ue from an open decision, we have to do some structured ways. First, we need to 
know about the average costs of data collection and data visualization by calculating 
the probability and estimation of the amount. Here, we calculate (0,63 x 16.200 Euro) 
+ (0,37 x 14.038 Euro) = 15.400,06 Euro. Second, we need to estimate the costs of the 
open data decision by adding up the value of data collection and data visualization 
whereby (16.200 Euro + 14.038 Euro) = 30.238 Euro. Third, we require estimating 
the outcome for each sub-costs factor. To do so, the amount of data collection and 
data visualization should be added to the potential total costs whereby (16.200 Euro + 
30.238 Euro) = 46.438 Euro (outcome 1). Whereas, the outcome 2 is obtained from 
(14.038 Euro + 30.238 Euro) = 44.276 Euro. Finally, after we do the same way to the 
benefits of factors, we require estimating the total investment of the open decision. 
Before we calculate the process, it is important to compare the highest potential in-
vestment between the costs and benefits factors. The reason is to determine the high-
est priority of the potential investment between costs and benefits consideration. In 
this case, the highest probability is the costs factors (30.238 Euro) instead of its bene-
fits (26.796 Euros). Therefore, the total average of expected monetary value (EMV) 
for “open” decision is equal to the EMV of the costs adding up to the total value of 
the costs whereby 15.400,06 Euro + 30.238 Euro = 45.638,06 Euro.   

4.4 Step 4: Provide decision and recommendations  

Based on the constructed decision tree analysis (in Fig. 3), the final step in developing 
decision tree analysis is making a decision and providing some recommendations 
presented in decision action plans. To provide the most suitable decision between the 
three alternatives (open, limited access, and closed) to the decision-makers, we take 
into consideration the weighting process of the costs and benefits affect in open data. 
Next, from the EMV results, the DTA can recommend a decision as to the highest 
priority that might influence the investment of institutional revenue streams. We clas-
sify the findings of the study into two parts, namely: 

1. Possible paths and with total payoffs 
The first finding from the decision tree analysis is the possibility of the nodes and 

paths and its chances, as can be seen in Table 3. Every decision alternatives provide 
the estimation of payoffs in the euro currency. Based on these results, it can be con-
cluded that the highest investment for the costs factor in open data domain is data 
maintenance where the cost almost 50K euros. Data maintenance, in this case, is the 
sub-nodes of the limited access decision. Meanwhile, it is noticeable that the highest 
potential benefit by implementing the decision is confidentiality of the data where 
about 52K Euros that would be a new benefit for the government institutions. In this 
case, the limited access decision one the hand can potentially have high costs and on 
the other hand, can result in high new revenues.  
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Table 3. Possible nodes, paths, and estimation payoffs 

Terminal Total Payoff 
Decision → Open → Decision 1 → Costs → Chance 1 → Data collection 46.438 Euro 
Decision → Open → Decision 1 → Costs → Chance 1 → Data visualization 44.276 Euro 
Decision → Open → Decision 1 → Benefits → Chance 2 → New knowledge 40.234 Euro 
Decision → Open → Decision 1 → Benefits → Chance 2 → Community engagement 40.335 Euro 
Decision → Limited access → Decision 2 → Costs → Chance 3 → Data suppression 48.725 Euro 
Decision → Limited access → Decision 2 → Costs → Chance 3 → Data maintenance 49.450 Euro 
Decision → Limited access → Decision 2 → Benefits → Chance 4 → Confidential data 52.875 Euro 
Decision → Limited access → Decision 2 → Benefits → Chance 4 → Authentication data 52.338 Euro 
Decision → Closed → Decision 3 → Costs → Chance 5 → Data preservation 40.788 Euro 
Decision → Closed → Decision 3 → Costs → Chance 5 → Storage space 41.976 Euro 
Decision → Closed → Decision 3 → Benefits → Chance 6 → Risks-averse 32.963 Euro 
Decision → Closed → Decision 3 → Benefits → Chance 6 → Privacy protection 34.576 Euro 

 
2. Expected monetary value (EMV) 

The expected monetary value (EMV) resulted from the decision tree analysis shows 
that the limited access decision could gain the highest monetary value of about 52K 
Euro. It is following the open decision in approximately 45K Euro, and the decision 
to keep closed the data can contribute around 41K Euro. The EMV of each decision is 
derived from the probability-weighted average of the expected outcome. Fig. 4 pre-
sents the detailed of EMV result and ranges of the possible investment. This EMV 
result can recommend the decision-makers in estimating and quantifying the amount 
of money required includes the investment strategies.  

 

 

Fig. 4. The expected monetary value and investment ranges 
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5 Conclusion 

Many government organizations are reluctant to disclose their data, because they have 
limited insight into the potential costs and possible adverse effects.  Processing data 
or opening datasets partly can overcome this problem. However, this requires invest-
ments. In this study, we presented the DTAOD method to estimate the potential in-
vestments and merits of opening a dataset. This method was found to be useable by 
decision-makers to decide to disclose data. There are several advantages found in 
using DTAOD in this study. First, the decision tree can provide a better understanding 
of the possible outcomes of a decision alternative. Second, the proposed decision tree 
provides insight into selecting an informed decision. However, this is highly depend-
ent on the alternatives that are formulated and included in the decision tree. Third, the 
decision tree is able to allocate the values in estimating the costs and benefits in open 
data domain based on expert judgments. This provides insight into the activities need-
ed for opening data and the associated costs and benefits.  

At the same time, using DTAOD might not be easy. First, during the assign payoff 
process, a small change in the quantification of numerical values can lead to a large 
chance in the entire structure of the decision tree. Second, the calculations are based 
on information from experts, but these might not be correct or biased towards open-
ness or closeness. This result shows that the high and low of expected monetary val-
ues (EMV) of a decision will influence the decision made.  

This study contributes to a better understanding of the problem structure and comes 
up with new insight in estimating the costs and benefits of releasing data for the poli-
cy-makers. In the future research, we recommend using a different method like paired 
comparison, multi-voting, and net present value (NPV) methods to quantify the assign 
payoffs as this study using a single expert judgment. 
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