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(a) Incomplete point cloud (b) Result of our method

(c) Estimated Boundary (d) Computed PCFs

Figure 1: Application of extended PCFs to the inpainting of distributions, illustrated by the re-planting of a partially destroyed forest (a,b).
From an incomplete dataset (a), our method accurately estimates free-form boundaries (c) and compensates from missing points when
learning PCFs (d). This allows us to restore the perceived initial distribution at the synthesis stage (b).

Abstract
Pair Correlation Functions (PCF) have been recently spreading as a reliable representation for distributions, enabling the
efficient synthesis of point-sets, vector textures and object placement from examples. In this work we introduce a triangulation-
based local filtering method to extend PCF-based analysis to exemplars with free-form boundaries. This makes PCF appli-
cable to new problems such as the inpainting of missing parts in an input distribution, or the decomposition of complex,
non-homogeneous distributions into a set of coherent classes, in which each category of points can be studied together with
their intra and inter-class correlations.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object
Modeling—Boundary representations

1. Introduction

The analysis of distributions is a recurrent focus in computer
graphic, motivated by a variety of applications, from texture syn-

thesis to sample generation in Monte Carlo rendering, through ob-
jects placement from exemplars. Recent methods have relied on
Pair Correlation Functions (PCF), which express the density of a
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point’s neighborhood as a continuous function of distance, in order
to increase robustness compared to histograms and enable the use
of gradient descent at the synthesis stage.

PCF computations require careful handling of the boundary of
the analyzed point-set, since point neighborhoods are biased near
boundaries. The standard solution is to restrict the analysis to a reg-
ular sub-domain, such as a rectangle or a square, enabling to quan-
tify and compensate for the decrease of neighbors. Point cloud data,
however, often comes in arbitrary shapes and one cannot always af-
ford discarding some of the points from a small exemplar.

In this paper, we extend PCF analysis to exemplars with free-
form boundaries. We introduce a triangulation-based local filtering
mechanism to identify boundaries within the input, enabling us to
compensate the associated bias. This framework allows us to ap-
ply PCF analysis to new problems, such as using an in-painting
method to restore distributions with missing data, or decomposing
an heterogeneous distribution into a given number of relevant sub-
sets, for which intra-class and inter-class correlations can then be
analyzed. We achieved this by applying a standard clustering algo-
rithms in PCF space, while relying on our extended PCFs to yield
effective results regardless of the underlying domain.

Our main contributions are:
• An efficient extension of PCF analysis to free form boundaries.
• Methods for reconstructing data regardless of arbitrary domains

or missing information, and for decomposing an unlabeled point-
sets into relevant sub-distributions.

2. Related Work

Signal decomposition using classical approaches such as ICP, and
signal in-painting using wavelets, are commonly used nowadays
in several application frameworks from image or audio process-
ing to astrophysics [NSN∗19]. However, complex geometric pat-
terns and distribution decomposition have received little attention
so far. A commonly considered problem is the separation of homo-
geneous clusters, where the heterogeneity of a point data set is clas-
sically determined based on scale-related functions [BES73,Rip77]
or summary indices [PPS06]. A limited case of decomposition of
repulsive clusters was recently addressed [SP19]. The closest strat-
egy to ours may be [PGMZ12] which introduces a multi-scale de-
composition of point-sets based on the k-th nearest distance trans-
formation. A reversible jump Markov Chain Monte Carlo strategy
and a stepwise Expectation-Maximization algorithm are used to
progressively divide the data into distinct components. Although
comparable to a dual wavelet transform in signal processing, this
method has a high complexity and is heavy to use.

Our work rather builds on Pair Correlation Functions (PCFs), de-
veloped in computer graphics for the analysis and synthesis of dis-
tributions [ÖG12, RÖG17, ENMGC19]. These methods, as well as
point-processes based on discrete histograms [EVC∗15], are re-
stricted to exemplars conveniently located in a simple shape such
as a square, enabling them to compensate the bias due to borders.
This has limited their use so far for real-data analysis, where the in-
put may have an arbitrary shape and include holes, and made their
application to the decomposition problem difficult.

Figure 2: Incomplete point-set (left) and the extracted free-form
boundary (dotted lines, right). For computing the PCF at the red
point, we sum the angles for which each circle lies inside the do-
main (i.e. between green points on red edges).

3. Free-form PCFs

In this section, we introduce a new simple and intuitive solution for
PCF analysis with free boundaries. We rely on the PCF formulation
from [ÖG12], as follows. For a given point Pi in a set P0, ...,Pn, the
PCF is defined for each radius r as:

PCF(Pi,r) =
wi(r)
Arn ∑

j 6=i
kσ(r−di j), (1)

where Ar is the area of the ring of radius r and width 1, and di j
is the distance between points Pi and Pj. The Gaussian Kernel

kσ(x) = 1√
πσ

e−x2/σ
2

is used to ensure robustness, centered at dis-
tance r around the reference point. The PCF of a point-set is defined
as the mean of the individual PCFs of all points. In Eq. 1, wi(r) is a
normalization term used to compensate the influence of the bound-
ary. The other notations are the same as described in [ÖG12]. Tra-
ditionally in [EVC∗15], this term is computed as:

wi(r) =
2πr
li(r)

(2)

where li(r) is the length of the circle centered in Pi of radius r
contained inside the domain. This weight is designed for square
domains, and accounts for missing points on the portions of circles
outside them. Our goal is to extend this to free-form boundaries.

3.1. Compensation of missing points

To generalize the weighing term in Eq 2, we first approximate the
boundary of the input by computing its Delaunay triangulation and
filtering the longest edges. We do so by going through every vertex
and discarding the incident edges considered too long according
to a local criterion: only the edges shorter than t times the shortest
edge are kept, where t is a user-defined threshold. In our implemen-
tation, we found that t = 3 works well, even for non homogeneous
point clouds (e.g. white noise). We then extract the boundary of the
point set from the resulting triangulation, by stamping the edges
contained in each triangle and filtering out those stamped more than
once. Finally, we compute the intersection points between the cir-
cle of radius r and the estimated boundary, and the corresponding
angles ∆αi (see Figure 2). We determine which angular portions lie
inside the domain by selecting a point on the current circle with
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Figure 3: Analysis of complete vs. incomplete data-sets. Contrary to standard PCFs (bottom left), we get consistent curves (bottom right).
This is the desired result since the distribution did not change - the domain only was modified.

an angle only slightly larger than one of the computed angles, and
determine whether it lies inside the boundary. The new weighing
term is set to:

wi(r) =
2π

∑i ∆αi
(3)

4. Results and Applications

4.1. Quantitative results

Figure 3 compares our new PCFs with standard ones, on complete
vs incomplete exemplars, showing that the mean PCF we extract
does not depend on the boundary anymore. In addition, we com-
puted the average standard deviation of individual point PCFs for
these three data-sets, shown in Figure 4. The lower standard devi-
ation for our method further confirms its relevance to handle arbi-
trary domains: While results are similar for the first exemplar (a),
we significantly reduce variance in complex cases (25% decrease
for cross-shape (c)).

In terms of efficiency, our method is indeed slower than regular
PCFs due to the need to compute a Delaunay triangulation, to filter
triangles out, and to compute the weight of each point. In practice,
we achieve around 9 seconds for 300 points in a unit square domain
(a), 7 seconds for the domain with a hole (b), and 6 seconds for the
cross-shaped domain (c), compared to between half and a quarter of
a second for standard PCFs. Our algorithm was implemented on the
CPU in Python and could be optimized. Timings were computed on
an Intel R© Core i5 clocked at 3.3GHz with 8GB of RAM.

4.2. Application to Distribution In-painting

Filling holes in a distribution with missing data is an immediate ap-
plication, and a good illustration of our method. After computing

Figure 4: Comparison of the average standard deviation of indi-
vidual PCFs for regular (blue) vs. our PCFs (orange) on full (a),
hole-shaped (b) and cross-shaped (c) domains.

boundary-independent PCFs, we simply add samples to the input
point-set such that each added point approximately maintains the
extracted PCF, and then fine-tune their position using gradient de-
scent (similarly to the synthesis stage in [ENMGC19]). Figure 1
shows that a dataset with significant missing data is sufficient to
successfully recover an unbiased representation of the input, and
then seamlessly reconstruct missing parts.

4.3. Application to Distribution Decomposition

Our method can also be used to decompose a complex, unlabeled
point-set into coherent classes in terms of distribution, also en-
abling to analyze extra-class correlations. We use our boundary-
handling method to compute the PCFs of individual points, and
then cluster them by applying k-means in PCF space, where the
number k of clusters is preset by the user. Two clustering results are
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Regular PCFs No triangle ltering Our method

Figure 5: Clustering results on 2 datasets, using regular PCFs,
our method without, and with local triangle filtering. The colors
represent the classes assigned to each sample.

shown on Figure 5. The use of our PCFs with free-form boundaries
allows us to compute a relevant distribution whatever the point po-
sition, resulting in robust and consistent clustering results. We show
results without the local triangle filtering step (Figure 5, center), to
underline its importance in our framework.

5. Discussion & Future Work

While results demonstrated the relevance of our method, the main
drawback is the increased computational time. The latter depends in
part on the actual length of the boundary, which cannot be avoided.
A GPU implementation would be a good extension.

Furthermore, our application to clustering is limited to cases
where the user can give a relevant number of target clusters, while
the use of distance between PCF curves as a perceptual metric to
decompose distributions remains to be validated.

Another possible bias stems from the fact that the PCFs used for
clustering were initially computed on the whole dataset, before par-
titioning. Thus, they can be different from the final PCFs obtained
by considering only points within each class. This issue, along with
the current necessity to manually choose the number of clusters
to extract, could be solved by implementing an iterative clustering
method that would incrementally split and merge clusters accord-
ing to a fitness metric, while making sure to update the computed
PCFs as the content of each class changes.

As a more general follow-up, we hope that an improved distribu-
tion decomposition method could outperform existing clustering-
based approaches for analyzing high-dimensional point-sets. For
instance, it could be used in a dimension reduction strategy for
multi-label high dimensional point-clouds, where the optimal pro-
jection is the one for which the distribution decomposition is com-
patible with the high dimensional labels (clusters). This should
outperform clustering-based approaches aiming at finding non-
overlapping aggregated clusters in the projection.

Lastly, our method might also be applicable to image denoising. In-

deed, noise typically follows specific distribution laws which differ
from the information of the underlying image, and might thus be
automatically separated from the input using distribution decom-
position tools.

6. Conclusion

We proposed a new method for analyzing point distributions on
arbitrary-shaped domains. Our framework improves the computa-
tion of a common statistical tool, called Pair Correlation Function
(PCF), through an efficient boundary handling. The method relies
on a triangulation-based local filtering process to estimate the bor-
der of the point set, enabling to weigh the computed functions ac-
cordingly. We have successfully applied this method firstly to dis-
tributions in-painting, a useful tool in case of missing data, and sec-
ondly to the problem of decomposing complex non-labeled point-
sets into a given number of relevant distributions.

In the future, we plan to investigate the extension of the method
to distributions of higher dimensions. In addition, similar boundary
handling can be considered for related approaches such as pairwise
differential histograms, as introduced in [WW11] for anisotropic
sampling, considering both spatial and angular distributions. Lastly,
applying our decomposition method to the analysis of real data,
such as retrieving the relevant plants species in an ecosystem from a
photograph and studying their correlations, would be an interesting
application for this work.
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