
HAL Id: hal-02499403
https://inria.hal.science/hal-02499403v2

Preprint submitted on 3 Jun 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

SPIDER: decomposition and path-relinking based
algorithm for bi-objective optimization problems

Nassime Aslimani, El-Ghazali Talbi, Rachid Ellaia

To cite this version:
Nassime Aslimani, El-Ghazali Talbi, Rachid Ellaia. SPIDER: decomposition and path-relinking based
algorithm for bi-objective optimization problems. 2020. �hal-02499403v2�

https://inria.hal.science/hal-02499403v2
https://hal.archives-ouvertes.fr


manuscript No.
(will be inserted by the editor)

SPIDER: decomposition and path-relinking based

algorithm for bi-objective optimization problems

N. Aslimani*, E-G. Talbi*, R. Ellaia**

Received: date / Accepted: date

Abstract This paper proposes an original bi-objective optimization approach

around the key feature of local conservation of the Pareto stationnarity along

the gradient axes (LCPS).

The proposed algorithm consists of two steps. The decomposition step

starts with the anchor points, generate N evenly points on the axes relating

the anchor points to the utopia point. Then, the corresponding nearest refer-

ence points on the Pareto front are generated. In the path-relinking step, we

carry out a path-relinking in the objective space, between each pair of Pareto

solutions, following the best direction among the gradients axes.

The SPIDER algorithm largely outperforms state-of-the-art and popular

evolutionary algorithms both in terms of the quality of the obtained Pareto

fronts (convergence, cardinality, diversity) and the search time.

Keywords Pareto front · Pareto stationnarity · Bi-objective optimization ·
Gradient methods · Anchor points · Decomposition · Path-relinking

1 Introduction

Many real world problems require optimizing multiple conflicting objectives.

Pareto optimality is generally used in the context of multi-objective optimiza-

tion problems (MOPs). Indeed, while single objective optimization problems

involves a unique optimal solution, MOPs present a set of compromised solu-

tions, known as the Pareto optimal set [18]. These solutions are optimal in
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the sense that no single objective can be improved without decreasing at least

one of the others. Without loss of generality, we assume that all objectives

are to be minimized, then we consider a MOP of the form:

min
X∈S

F(X) = (f1(X), · · · , fm(X))
T

(1)

where:

fk : IRn −→ IR, for k ∈ {1, · · · ,m}, denotes the objective functions, S

is the design space: S =
n∏
i=1

[li, ui], X is the decision vector with n decision

variables: X = (x1, · · · , xn) ∈ IRn,.

For the convenience of later discussion, we introduce some basic concepts:

Definition 1. Pareto dominance: let X = (x1, x2, ..., xn) and Y =

(y1, y2, ..., yn) be decision vectors (solutions). Solution X is said to dominate

solution Y , denoted as X � Y , if and only if :

∀i ∈ [1,m] : fi(X) ≤ fi(Y )) ∧ (∃j ∈ [1,m] : fj(X) < fj(Y ) (2)

Definition 2. Pareto optimal solution: a solution X is Pareto optimal if it is

not dominated by any other solution which means there is no other solution

Y ∈ S such that Y � X.

Definition 3. Pareto Set & Pareto front: the set of all Pareto optimal so-

lutions is called Pareto set (PS). The corresponding set of Pareto optimal

objective vectors is called Pareto front (PF).

The Pareto front of continuous MOPs involving m objectives is, under mild

smoothness conditions, an (m−1)-dimensional piece-wise-continuous manifold.

The main goal in solving MOPs is to find a “good” approximation of the

Pareto front in terms of convergence, cardinality and diversity. In the last

two decades many metaheuristics (e.g. evolutionary algorithms, swarm intel-

ligence, local search) have been designed for solving MOPs [3][25][29]. One of

the most frequently involved concept in continuous optimization is the gradi-

ent. The reason is that the gradient at any point of the design space indicate

the direction along which the function decreases the most. This is the key

principle underpinning a gradient based method. Indeed, in gradient based

methods, the search operation is performed iteratively along the descent di-

rections, that are built using local gradient information of the objective func-

tion with respect to changes in the design variables, so as to approximate the

optima of the objective function.
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Gradient based methods are suitable for solving single-objective optimiza-

tion problems, with or without constraints. However, for multi-objective opti-

mization, this is less well established. In order to solve MOPs using gradient

based methods, a popular strategy is the weighted sum formulation (WSF),

which consists in combining all the objectives into a single objective using a

linear agregation method. Multiple solutions can be obtained by varying the

weight coefficients among the objective functions to hopefully obtain different

Pareto solutions. Many other scalarization functions have been used in the lit-

erature, such as the normal boundary intersection (NBI) [5], normal constraint

method (NC) [17], physical programming method (PP) [16], goal programming

(GP) [7], ε-constraint method [10], and the directed search domain (DSD) [22,

26]. Another gradient based strategies are used in memetic algorithms in

which we hybridize multi-objective evolutionary algorithms (MOEAs) with

local search strategies where gradient information is used to built a Pareto

descent direction. For instance, Harada et al.[11] proposed a new gradient

based local search method called the Pareto Descent Method, based on ran-

dom selection of search directions among Pareto descents. Kim et al.[13] pre-

sented a directional operator to further enhance convergence of any MOEAs

by introducing a local gradient search method to multi-objective global search

algorithms. Recently, Lara et al.[14] compared hybrid methods with a new

local search strategy without explicit gradient information and showed that

using the gradient information was beneficial. Many other works propose pure

gradient based methods for MOPs. In [8][9][21], a common descent direction

is computed along all objectives. For instance, the multiple gradient descent

algorithm was developed as an extension of the steepest descent method to

MOPs [8]. Bosman have presented an analytical description of the entire set

of descent directions, that he integrated in a new gradient based method for

MOPs named CORL [1].

In this paper, we propose a new decomposition and path-relinking gradi-

ent based original approach (SPIDER) for solving bi-objective optimization

problems. The proposed algorithm consists of two steps: decomposition and

path-relinking. The decomposition step starts with the anchor points, gener-

ates N evenly reference points on the axes relating the anchor points to the

utopia point. The reference points, representing the nearest points relating

these points to the Pareto front, are then generated.

The path-relinking step is built around the feature of the local conserva-

tion of the Pareto stationary along the gradient axes (LCPS). This feature

can be exploited in practice to generate a dynamic sliding on the Pareto front.
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We carry out a path relinking between each pair of Pareto solutions in the

objective space, following the best direction among the gradients axes. Two

local searches operate in two opposite senses in a way that a first local search

named D-Slide (Direct Slide) is designed to progress by increasing one cho-

sen objective, whereas the other named R-Slide (Reverse Slide Process) is

designed to return back. Besides, our SPIDER approach introduces some key

ideas to overcome the relatively high cost generated by the gradient procedure

computations.

Compared to existing multi-objective metaheuristics, the main character-

istics of the proposed SPIDER algorithm are the following:

– Fast and accurate convergence: in most of multi-objective metaheuris-

tics (e.g. evolutionary algorithms), the initial solutions are generated ran-

domly [19]. Then, some stochastic operators are applied, (e.g. mutation,

crossover) to generate new solutions. Based on the anchor points, our ap-

proach starts from a set of Pareto reference solutions. Once the decomposi-

tion of the objective space is done, the path-relinking step is deterministic.

– Very low complexity of archiving: archiving strategies in multi-

objective metaheuristics are in general of high complexity (e.g. clustering

procedure in SPEA, density-based procedure in NSGA-II and PESA-II).

One has also to define the maximum size of the archive. Computational

efficiency of non-dominance verification and sorting in Pareto fronts is in

the order of O(m.k.n2), where n is the number of solutions in the Pareto

front, k is the number of iterations, and m is the number of objectives [6].

Our approach is almost free-complexity in terms of archiving. The whole

complexity of archiving is O(m.n). Moreover, there is no need to limit the

number of solutions in the archive. A dense and regular Pareto front is

obtained.

– Parallel independent decomposition of the objective space: in

most of the proposed decompositions strategies of the literature (e.g.

MOEA/D [28]), the generated sub-problems are not independent, and cor-

respond to single objective optimization problems using some scalarization

strategies (e.g. weighted metrics, Tchebycheff) [18][20]. There is a need of

cooperation in solving the sub-problems. In the SPIDER approach, all the

generated sub-problems are independent. A parallel scalable implemen-

tation of the approach is straightforward. Moreover, our path-relinking

procedure can be used as an intensification for any approximation found

by a metaheuristic, with almost a free-complexity. The time consuming
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part of SPIDER is the decomposition step in which we have to generate

the reference points.

– No need to manage diversity during search: diversity management

in multi-objective search is handled by complex procedures based on den-

sity estimation procedures (e.g. kernel methods such as fitness sharing,

nearest-neighbor techniques such as crowding, and histograms) [23]. In the

SPIDER approach, diversity is ensured by the decomposition step. There

is no need to manage diversity in the path-relinking search procedure. We

never generate solutions in the same region of the objective space.

– Suitability for interactive optimization: preferences in interactive op-

timization are generally defined in the objective space [2][15]. The SPIDER

approach can handle efficiently those preferences to focus the search into a

reduced part of the objective space. This process can be iterated to focus

the search in more and more reduced sub-regions of the objective space.

The paper is organized as follows. Section 2 defines the local conserva-

tion of the Pareto stationarity along the gradient axes (LCPS). To the best

of our knowledge, this is the first time the LCPS feature is introduced and

proved. This feature will be used in the path-relinking step of the SPIDER

algorithm. In section 3 we present the SPIDER algorithm by detailing the two

main steps of the approach: the decomposition of the objective space, and the

path-relinking in the objective space of the set of pairwise Pareto solutions.

In section 4, the experimental settings and computational results against com-

peting methods are detailed and analyzed. Finally, the section 5 enumerates

some perspectives for the proposed SPIDER approach.

2 Local conservation of the Pareto stationarity along the gradient

axes

In this section we describe some original and important properties of the gra-

dient in the objective space. These properties will be fundamental in the

development of the SPIDER path relinking step. First we recall an important

theorem giving a necessary condition for optimality:

Theorem 1. Karush-Kuhn-Tucker (KKT) condition [12][27]: consider X a

Pareto optimal solution. Then X is Pareto stationary, which means:

∃α1, α2, · · · , αm > 0 such that,

m∑
i=1

αi = 1 and

m∑
i=1

αi∇fi(X) = 0.
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The key idea of our SPIDER approach relies on the local conservation of

the Pareto stationarity along the gradients axes of the different objectives

(LCPS), feature that we have been formulated and successfully proved within

the following theorem:

Theorem 2. Local conservation of the Pareto stationarity (LCPS): let F be

a smooth function. If X is a Pareto stationary point, for λ small enough, then

the points X + λ∇fj(X), j = 1, · · · ,m, are also Pareto stationary. In other

words:

∃α1, α2, · · · , αm > 0 such that,

m∑
i=1

αi = 1 and

m∑
i=1

αi∇fi(X) = 0,

=⇒ ∀j ∈ [1,m] ,

m∑
i=1

αi∇fi(X + λ∇fj(X)) = o(λ).

Proof:

Let X a Pareto stationary point and let α1, α2, · · · , αm > 0 such that:

m∑
i=1

αi = 1 and

m∑
i=1

αi∇fi(X) = 0. (3)

Let (i, j) ∈ [[1,m]]2. By applying the Taylor formula to the function ∇fi

∇fi(X + λ∇fj(X)) = ∇fi(X) + λ∇2fi(X)(∇fj(X))T + o(λ) (4)

By multiplying by αi, equation (4) becomes:

αi∇fi(X + λ∇fj(X)) = αi∇fi(X) + λαi∇2fi(X)(∇fj(X))T + o(λ). (5)

On other hand equations (3) give:

αi∇fi(X) = −
∑
k 6=i

αk∇fk(X), and then, αi∇2fi(X) = −
∑
k 6=i

αk∇2fk(X).

Thus, equation (5) becomes:

αi∇fi(X+λ∇fj(X)) =−
∑
k 6=i

αk∇fk(X)−λ
(∑
k 6=i

αk∇2fk(X)
)

(∇fj(X))T + o(λ)

= −
∑
k 6=i

(
αk∇fk(X) + λαk∇2fk(X)(∇fj(X))T

)
+ o(λ)

αi∇fi(X+λ∇fj(X)) = −
∑
k 6=i

αk∇fk(X + λ∇fj(X)) + o(λ). (6)

Thus we get:
m∑
k=1

αk∇fk(X + λ∇fj(X)) = o(λ). (7)
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Remark 1. (Geometric illustration)

In the case of two objectives, we have a geometric illustration of the local

Pareto stationarity feature. Indeed, if we move from X in the direction of

∇f1(X) with a small enough step λ:

X+
d = X + λ∇f1(X), X−d = X − λ∇f1(X).

With the linear approximation formula, we get:

F (X+
d )−F (X) ' λ∇F (X)(∇f1(X))T and F (X−d )−F (X) ' −λ∇F (X)(∇f1(X))T .

Thus, for λ small enough:

F (X−d )− F (X) ' −(F (X+
d )− F (X)), that is,

−→
AP ' −

−→
AQ,

where A,P,Q represent X,X+
d , X

−
d in the objective space.

f1

f2

A
P

Q

P ′

Q′

Fig. 1 Illustration of a small displacement along the gradient from a Pareto point.

We observe that for small moves along ∇f1(X), the two corresponding

vectors of displacement
−→
AP and

−→
AQ must be tangent to the Pareto set in A,

as illustrated in Fig.1. In fact, otherwise the alternatives are
−−→
AP ′ and

−−→
AQ′

and one of the two generated points (P ′ in this case) improve the Pareto set,

and that is in contradiction with the nature of the Pareto set.

This feature can be exploited to slide on the Pareto front by moving from

a Pareto solution along the two opposite gradients of the involved objectives.

But this requires some practical precautions. In fact, in practice, there is no

guarantee to keep moving on the Pareto front even with a suitable sequence

of step-size for the conservation of the Pareto stationarity starting with a

Pareto solution. In fact dynamic of the sliding dynamic may take off from

the PF particularly in a singularity point. Also, the LCPS feature involves
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eventually local Pareto optimality rather than global Pareto optimality. An

other difficulty is the breaking of the Pareto stationarity in case of a discontinue

Pareto set.

All these considerations bring us to devise some efficient strategies besides

this feature in order to make it operational into our SPIDER approach.

3 The SPIDER algorithm

The SPIDER algorithm consists of two steps:

– Regular decomposition of the objective space: this step allows to

sample the Pareto front in a regular way. This process generates a set of

Np reference points Xk, k = 1, · · · , Np.
– Adaptive path relinking: this step represents the central idea of the

proposed approach which is built on the local conservation feature of the

Pareto stationarity. This feature indicates that following the direction of

the gradient of the objectives on the Pareto set, produce normally a slide

on the Pareto front.

3.1 Regular decomposition of the objective space

The goal of this decomposition step is sampling an approximation of the Pareto

front involving Np reference points, by performing the following steps:

F ∗

f2

f2
Utopia point

Anchor point F ∗
1

Anchor point F ∗
2

Utopia line

Pareto front

Fig. 2 Illustration of anchor points, Utopia point and Utopia Line.
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– Determination of the anchor points: first, we determine the anchor

points X∗1 , X
∗
2 , which represent the solutions of single-objective problems

X∗i = Argmin
X∈S, li≤xi≤ui

fi(X) (see Fig. 2).

– Generation of target points: Let X1 = X∗1 and XNp = X∗2 , F ∗1 =

F (X∗1 ), F ∗2 = F (X∗2 ), F ∗ = (f1(X∗1 ), f2(X∗2 ); This step generates in a

uniform way Nt = Np − 2 targets points (Ti)16i6Nt , (See Fig. 3) defined

as:

Ti = F ∗ + αi(F
∗
1 − F ∗) + βi(F

∗
1 − F ∗), (8)

with αi =
max(1 + n− i, 0)

1 + n
, βi =

max(i+ n−Nt, 0)

1 + n
, n = bNt/2c

T3 T2 T1

T4

T5

T6

F ∗
1 − F ∗

F ∗
2 − F ∗

F ∗

F ∗
2

F ∗
1

(a) Selection of even target points: Nt = 6

T3 T2 T1T4

T5

T6

T7

F ∗
1 − F ∗

F ∗
2 − F ∗

F ∗

F ∗
2

F ∗
1

(b) Selection of odd target points: Nt = 7

Fig. 3 Illustration of target points selection with Np = 8 and Np = 9.

– Generation of the reference solutions: this step will generates the

corresponding regular set of reference solutions in the objective space

(Xi)1<j<Np by solving for each i ∈ {2, · · · , N − 1}, the single objective

problem (Fig.4):

Xj = Argmin
X∈S, li≤xi≤ui

‖ F (X)− Tj−1 ‖2 (9)
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F ∗

F ∗
2

F ∗
1

F ∗
1 − F ∗

F ∗
1 − F ∗

T3 T2 T1

T4

T5

T6

f1

f2

F (X2)

F (X3)

F (X4)

F (X5)
F (X6)

F (X7)

F (X1)

F (X8)

Fig. 4 Illustration of the decomposition procedure for Np = 8.

Furthermore, since the target points Ti belong to the axes connecting the

utopia point F ∗ to the anchor points F ∗1 , F
∗
2 , then the corresponding ref-

erence solutions F (Xi) must theoretically be on the Pareto front (Fig.4).

3.2 Adaptive path relinking

On a Pareto point, due to the KKT conditions, the directions of the two

gradients are opposites to each other, in a way that if we move locally from

this point in the direction of one of the involved gradients, the corresponding

objective improves while the remaining objective regresses since the move is

realized in the opposite direction of its gradient (Fig.5). Thus, the resulting

point is not dominated by the considered Pareto point. In other words, mov-

ing locally from a Pareto point along the gradient direction generates a non

dominated point, which offers a manner to move along the Pareto front. We

slide between the reference points by considering displacement along the best

directions given by the two gradients such as to correct potential ”take-off”

moves.

The adaptive path relinking strategy is composed of three procedures:

– Best Direction Move (BDM): this procedure generates a displacement

by following the best direction given by the available gradient information.

– Direct SLide (D-Slide): this procedure is designed to realize a direct

slide on the PF. It operates on a pair of reference points (Xk, Xk+1), and

generates a trajectory by following the best direction to move given by the
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δ1−δ1

δ2

δ3

−δ3

−δ2

LCPS validity area

Pareto stationnary
point

b) LCPS in 3D

δ1δ2 = −δ1

Pareto stationnary
point

LCPS validity area

a) LCPS in 2D

Fig. 5 Illustration of the LCPS feature for 2 and 3 objective functions.

BDM starting with Xk and keep moving until reaching the next reference

point Xk+1.

– Reverse SLide (R-Slide): this procedure is the opposite version of the

D-Slide which means that it operates in the opposite direction. The R-

Slide is carried out systematically after each D-Slide in order to see if there

is a way to improve/correct its trajectory realized between Xk and Xk+1.

Thus, the R-Slide operates on a pair of reference points (Xk, Xk+1) and

tries to correct the trajectory by restarting from Xk+1 until reaching Xk.

3.3 Best direction to move (BDM)

To define the best direction to move (BDM), we first need to highlight some

terminologies. Let C = F (X) be a point in the objective space, and D =

F (X + λd) a point of the trajectory resulting by a move from X. We say

that the trajectory progresses from X if it improves the first objective which

translates to Yd > Yc. Otherwise, we say that the trajectory regresses from

X.

The SPIDER approach considers the reference points (Xk)
16k6Np

to be on

the PF, and carry out a trajectory starting with the first anchor point X1

(i.e. first reference point) and progressing until the second anchor point XNp

(i.e. last reference point) and going through the transition points (Xk)
1<k<Np

.

To achieve this goal, the SPIDER uses two procedures realizing a round trip:

D-Slide and R-Slide. Both procedures rely on the BDM procedure that deter-

mines the best direction to realize the right move.
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In this regard, the D-Slide is designed to keep moving on the left in the

objective space. Thus, any move to the right has to be banished for the

slide process. Likewise, the R-Slide progresses exclusively from the left to the

right. In order to operate correctly and further optimally, we have developed a

procedure named BDM that determines for a given solution point X, the best

direction to move for both cases. More precisely, the BDM procedure selects

the best direction δ among the four available gradients directions ±∇fi(X) by

considering the following steps:

– For a move on the right of F (X) (D-Slide): let λ > 0 be small enough.

A move on the right of F (X) means that f(X + λδ) > f(X). Therefore,

a first choice to consider is given by the direction ∇f1(X), since we have

f(X + λ∇f1(X)) > f(X). Let then d1 = ∇f1(X). The second gradient

direction to consider is ±∇f2(X) depending on whether f(X+λδ) > f(X)

or not. More precisely, the second direction d2 is given by:

d2 =

 ∇f2(X), if f(X + λ∇f2(X)) > f(X)

−∇f2(X), otherwise
(10)

σ = +1
(Move to the right)

σ = −1
(Move to the left)

F (X + λδ1)

F (X − λδ1)

F (X − λδ2)

F (X + λδ2)

F (X)
RightLeft

Up

Down

σ
=
−

1

σ = 1

BDM selected direction

f2

f1

Fig. 6 Illustration of BDM selection in case of δ1 6= 0 and δ2 6= 0.

For the two considered directions, d1 and d2 satisfy the criteria of a correct

D-Slide move. Finally, we select among them the biggest descent. First,we

consider the main case in which Let di 6= 0, i = 1, 2, then δi, i = 1, 2,

represent the normalized gradient for both directions: δi = di
‖di‖ , i = 1, 2.

Thus, the best direction δ is defined as follow:
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◦ Case ∇f1(X) 6= 0 and ∇f2(X) 6= 0:

δ =

 δ1, if g(X + λδ1) < g(X + λδ2)

δ2, otherwise
,

◦ Case ∇f1(X) 6= 0 and ∇f2(X) = 0: δ = δ1.

◦ Case ∇f1(X) = 0 and ∇f2(X) 6= 0: δ = δ2.

– Likewise, for a move on the left of F (X) (R-Slide process), the best di-

rection will be chosen among the direction −∇f1(X) and ±∇f2(X), by

following the same steps (Fig.6).

Algorithm 1 (resp. Algorithm 2) details the BDM procedure (resp. pro-

jection procedure used by BDM).

Algorithm 1 : BDM

1: Input : F,X, λ, σ .σ indicates the move direction: to the left: σ = −1,
to the right: σ = +1

2: Output: δ : The best direction to move according to σ

3: C = F (X);

4: G = ∇F (X);G = Proj(G,L,U);

5: if ‖G1‖ > 0 and ‖G2‖ > 0 then

6: δ1 = σG1;

7: δ2 =

{
G2, if σ(f(X + λG2)− f(X)) > 0

−G2, otherwise
;

8: δ1 = δ1/‖δ1‖; δ2 = δ2/‖δ2‖;
9: X1 = Proj(X + λ · δ1, L, U); X2 = Proj(X + λ · δ2, L, U);

10: δ =

{
−δ1, if g(X1) < g(X2)

δ2, otherwise

11: else if ‖G1‖ > 0 and ‖G2‖ = 0 then

12: δ1 = σG1; δ = δ1/‖δ1‖;
13: else

14: δ2 =

{
G2, if σ(f(X + λG2)− f(X)) > 0

−G2, otherwise

15: δ = δ2/‖δ2‖
16: end if

Algorithm 2 : Proj

1: Input : X, L, U
2: Output: Y : Projection of X on [L,U ]: lk 6 yk 6 uk
3: Y = X;
4: Y = max(Y,L);
5: Y = min(Y,U);
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For the rest of the paper, we adopt the following notations:

◦ In the objective space, we refers to the objectives f1 and f2, by the

coordinates Y and Z respectively.

◦ For sake of simplicity, in the feasible objective space we identify each

point P = [Y ;Z], with its associate point P = [X;Y ;Z] such as F (X) =

[Y ;Z]. Thus: F (Xp) = (f1(Xp); f2(Xp)) = (Yp;Zp).

◦ Moreover, we adopt the following notation:

P CQ⇔ (Yp 6 Yq and Zp < Zq)

3.4 Direct Slide (D-Slide)

As already mentioned, the D-Slide procedure generates non dominated points

for all pairwise of reference points (Xk, Xk+1) existing between the anchor

points. Thus D-Slide starts with Xk and releases small displacements in the

direction of Xk+1 using the procedure BDM. D-Slide generates an archive

of non dominated points, noted RND. Each displacement point dominated

by none of the two reference points and its previous displacement points is

archived.

S Dominance area

Zs

Zc

Zl

Zd

YdYs Yc Yp

P ≡L

S = F (Xk+1)

C

D

F (Xk)

f1

f2

Pts dominated by D

⇒ discarded:  

Pts dominated by S ⇒ not archived

Non dominated Pts

⇒ archived:  

Fig. 7 Illustration of the D-Slide procedure.

This trajectory is generated by applying the BDM procedure recursively

starting with Xk. For sake of efficiency, we have improved this approach by

proceeding by cycles. This approach uses fixed step-size λ available for all

the cycles. Using a discretization approach, each cycle generates Nd points by

considering (n/Nd)λ, n = 1..Nd instead of λ (Fig.8).
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First we introduce the D-Slide and R-Slide parameters:

F : multi-objective function,

Xk: first reference point,

Xk+1: second reference point,

C: current point,

D: last archived non dominated point,

λ: step-size of a gradient move,

Nd: maximum number of BDM calls per cycle (discretization approach),

RND: archive of non dominated design points,

RT : temporary archive used to store points on the reverse way (R-Slide),

εr: tolerance level for the accepted non dominated points.

Fig. 8 Illustration of the solutions generated by the SPIDER cycle approach.

The pseudo-code of D-Slide is shown in the algorithm 3.
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Algorithm 3 : D-Slide pseudo code

1: Input : F, Xk , Xk+1 λ, D

2: Output: RND, C

3: Set the current point: Xc = Xk;C = F (Xk);

4: Set the border point: S = F (Xk+1);

5: while Ys < Yc do

6: n = 1, Xe = Xc, P = C;

7: while n < Nd do

8: δ = BDM(F,Xe, (n/Nd)λ,−1); . Here σ = −1⇒ move to the left

9: Xc = Proj(Xe + (n/Nd)λ · δ, L, U); [Yc, Zc] = F (Xc)

10: if d(P,C) < ε or Yc < Ys or Zc > Ys or Yc < Yp then

11: n = n+ 1

12: continue

13: end if

14: if C / D and Zc < Zs and d(C,D) < ε then

15: Delete all the elements of RND dominated by C;

16: Add Xc to the top of RND: RND = [RND,Xc];

17: else if Yc < Yd and Zc > Zd and Yc < Ys then

18: Add Xc to the top of RND: RND = [RND,Xc];

19: end if

20: Update D with the last element of RND;

21: n = n+ 1

22: end while

23: end while

f
2

f
1

YcYp

Zc

Zp
P

C

C dominated by its
previous point P
(Zc > Zp and Yc > Yp)

D
-S
lid

e
p
rogression

a) case Yc > Yp

f
2

f
1

YsYc

C

S

C exceeds the left border S

D-Slide progression

b) case Yc < Ys

f
2

f
1

CP

C and P are too close

D-Slide progression

c) case d(C,P ) < ε

ε

Fig. 9 Illustration of degenerating cases in D-Slide process.
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In the following, the D-Slide algorithm is detailed. Indeed, here are en-

lightenments for some technical considerations:

i) The exit process conditions (Code lines 10 − 12): indeed, to prevent

degenerating displacements, the D-Slide process must reset its cycles in the

following cases (Fig.9):

• The objective point Yc is generated in the wrong direction, meaning

that C is placed before the previous point P : Yc < Yp.

• The current objective point C is too near the previous one: d(C,P ) < ε.

• The current objective point Yc exceeds the left border S: Yc > Ys.

ii) Store/Discard on archive RND (code lines 13− 18 ): the mechanism

of Store/Discard used by the D-Slide process is a dynamic mechanism in a

way that it can discard the previous stored non dominated points provided

by the RND archive. The principle of this mechanism is shown in Fig.10.

f1

f2

Zs

Zc−
−

Yc Yd Yd

||||

Yp

C

P

D

Last stored
dominated by C
 discarded from RND

Slide progression

Fig. 10 Illustration of discarding mechanism in D-Slide procedure.

3.5 Reverse Slide (R-SLide

The structure of Reverse Slide is very similar to the Direct Slide one. However

it involves the following considerations:

• The Reverse Slide realizes the reverses trajectory. It is executed system-

atically after each D-Slide procedure to correct the trajectory realized by

D-Slide (see Fig.11).

• Due to the feedback effect produced by D-Slide process, the Reverse pro-

cess involves additionally a task of correcting and/or improving the path.

Moreover, the Reverse procedure updates the archive RND by erasing the

points dominated on the return way (see Fig.11). This update is realized

under some conditions (involving especially the correction tolerance εr)
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that ensure a real improvement to the path already realized with the D-

Slide process. Thus the correction process is broken once this tolerance

condition is not satisfied anymore (see Fig.12).

• Moreover, in order to realize the correction process, we introduce an aux-

iliary procedure named ErasProc (Erasing procedure). For instance, it

introduce the penultimate point of RND which is unavoidable in the cor-

rection process as illustrated in Fig.11.

DC

F (RT )
RSlide path

Slide
path

Record Xc in RT
and update Xc

F (RND)

D
J

C

Discard Xd, D = J

F (RND)

D

C

Correction loop

Fig. 11 R-Slide correction mechanism.

S

F (Xk)

F (Xk+1)

T

R-Slide path

⇒ Improving D-Slide path

εr-precision area

εr-precision condition
broken

⇒ path erased

Point dominated ⇒ erased

D-Slide path improved by R-Slide

Fig. 12 Illustration of improving D-Slide path with R-Slide procedure.

The detailed steps of both R-Slide algorithm and ErasProc are shown

respectively in Algorithm 4 and 5.
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Algorithm 4 : R-Slide pseudo code

1: Input : F, Xk , Xk+1 λ, D

2: Output: RND : archive

3: Set the border points: S = F (Xk+1); T = F (Xk+1);

4: Set the current design point: Xc = Xk; [Yc, Zc] = F (Xk);

5: RT = ∅;
6: while Yc < Yt or Zc < Zt do

7: n = 1, Xe = Xc, P = C,

8: while n < Nd do

9: δ = BDM(F,Xe, (n/Nd)λ,+1); . Here σ = +1⇒ move to the

right

10: Xc = Proj(Xe + (n/Nd)λ · δ, L, U); [Yc, Zc] = F (Xc);

11: if d(P,C) < ε or Yc < Ys or Zc > Ys or Yc < Yp then

12: n = n+ 1; continue;

13: end if

14: Set Cond = false . Boolean condition for recording Xc

15: if RND = ∅ then

16: Cond = true

17: else

18: [RND,Cond] = ErasProc(RND,C)

19: end if

20: if Zc < Ys and Zc > Zp or Cond then

21: Add Xc to bottom of RT : RT = [Xc, RT ];

22: Update D with the last element of RND;

23: end if

24: Set d as the distance between the two last recorded points in RT ;

25: if d < ε then

26: return

27: end if

28: n = n+ 1

29: end while

30: end while

31: RND = RND ∪RT

In fact, the Erasing procedure involves the three following configurations

depending on the dominance relations between C and D:
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◦ case D / C: in this case there is no possibility of correction, and thus D

remains in RND.

◦ case D // C: we need to see beyond D, i.e. the penultimate point in a way

that D is erased from RND when C / J as shown in figure 11.

◦ case C / D: here we erase all the points of RND dominated by C which

must be archived (Cd =true).

Algorithm 5 : ErasProc pseudo code

1: Input : RND, C

2: Output: RND, Cd

3: if C / D then

4: Delete all the elements of RND dominated by C

5: Update D

6: Set Cd = true . C must integrate RT

7: else if D / C then

8: return . here D must remain in RND

9: else if #RND > 1 then

10: Set J as the penultimate point of RND . see Fig. 11

11: if C / J then

12: Delete the last element of RND, and set Cd = true

13: end if

14: end if

After getting the reference points, the D-Slide and R-Slide are supposed

to generate an approximation of the Pareto front such as all the solution

points in the objective space are localized between Y1 = f1(X∗1 ) and Y2 =

f1(X∗2 ). Therefore, we must consider the eventuality of solutions existing

beyond these two borders which are approximate anchor solutions, meaning

they are eventually far enough from the real anchor solutions. The SPIDER

algorithm is detailed in Algorithm 6.
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Algorithm 6 : SPIDER pseudo code

1: Input : F, Np, Nd, λ, ε, εr
2: Output: RND : archive of non dominated points
3: Get the Np reference points (Xk)16k6Np by applying the sampling Pareto front

decompositon procedure;
4: Set RND = ∅;
5: Xc = X1;C = F (X1);D = F (X1);
6: cont = true; . loop looking for solutions X beyond X∗

1 : X > X∗
1 (code lines

7− 17)
7: while cont do
8: Y s = Y c;
9: P = C; δ = BDM(F,Xc, λ, 1);

10: Xc = Proj(Xc + λ · δ, L, U); C = F (Xc)
11: if d(P,C) < ε or Yc < Ys or Zc > Ys or Yc < Yp then
12: cont = false;
13: else if Yc < Yd then
14: RND = Xc ∪RND;
15: end if
16: end while
17: k = 1; . loop looking for solutions X such as : X∗

2 < X < X∗
1 (code lines

18− 33)
18: while k < Np do
19: [C,RND] = D-Slide(F,Xk, Xk+1, RND, λ);
20: S = F (Xk+1);
21: if C C S then
22: Xk+1 = Xc;
23: else if Yc < Ys and Zc > Zs then
24: Xc = Xp;
25: end if
26: if (Yd > Ys + εr) or (Zd < Zs) then
27: [C,RND] = R-Slide(F,Xk, Xk+1, RND, λ);
28: end if
29: k = k + 1;
30: end while
31: Xc = XNp ;D = F (XNp);C = F (Xc);
32: cont=true; . loop looking for solutions X beyond X∗

2 : X < X∗
2 (lines 34−44)

33: while cont do
34: Y s = Y c;
35: Xp = Xc;P = C; δ = BDM(F,Xc, λ,−1);
36: Xc = Proj(Xc − λ · δ, L, U); C = F (Xc)
37: if d(P,C) < ε or Yc < Ys or Zc > Ys or Yc > Yp then
38: cont = false;
39: else if Yc < Yd then
40: RND = RND ∪Xc;
41: end if
42: end while
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4 Computational experiments

The proposed algorithm SPIDER is implemented on Matlab. The computing

platform used consists of an Intel(R)Core(TM) i3 4005U CPU 1:70 GHz with

4 GB RAM.

4.1 Test Problems

In order to evaluate the performance of the proposed SPIDER algorithm, 16

test problems are selected from the literature. These problems are covering

different type of difficulties and are selected to illustrate the capacity of the al-

gorithm to handle diverse type of Pareto fronts. In fact, all these test problems

have different levels of complexity in terms of convexity and continuity. For

instance, the test problems KUR and ZDT3 have disconnected Pareto fronts

; ZDT4 has too many local optimal Pareto solutions, whereas ZDT6 has non

convex Pareto optimal front with low density of solutions near Pareto front.

The test problems and their properties are shown in tables 1-2.

Table 1 Benchmark Problems used in our experiments.

Problem Name n Bounds Objective functions Comments

F1 ZDT1 30 [0, 1]n f1(x) = x1; f2(x) = g(x)(1−
√
x1/g(x)) Convex

g(x) = 1 + 9
n−1

n∑
i=2

xi Pareto front

F2 ZDT2 30 [0, 1]n f1(x) = x1; f2(x) = g(x)(1− (x1/g(x))
2) Non Convex

g(x) = 1 + 9
n−1

n∑
i=2

xi Pareto front

F3 ZDT3 30 [0, 1]n f1(x) = x1; f2(x) = g(x)(1−
√
x1/g(x)− (x1/g(x)) sin(10πx1) Convex

g(x) = 1 + 9
n−1

n∑
i=2

xi Pareto front

F4 ZDT4 30 [0, 1]n f1(x) = x1; f2(x) = g(x)(1−
√
x1/g(x)) Convex

g(x) = 1 + 10(n− 1)
n∑

i=2
x2
i − 10 cos(4πxi) Pareto front

F5 POL 2 [−π, π]2 f1(x) = 1 + (A1 − B1)
2 + (A2 − B2)

2; f2(x) = (x1 + 3)2 + (x2 + 1)2 Convex
A1 = 0.5 sin(1)− 2 cos(1) + sin(2)− 1.5 cos(2)
A2 = 1.5 sin(1)− cos(1) + 2 sin(2)− 0.5 cos(2)
B1 = 0.5 sin(x1)− 2 cos(x1) + sin(x2)− 1.5 cos(x2)
B2 = 1.5 sin(x1)− cos(x1) + 2 sin(x2)− 0.5 cos(x2)

F6 ZDT6 30 [0, 1]n f1(x) = 1− exp(4x1) sin
6(6πx1)); f2(x) = g(x)(1−

√
x1/g(x)) Convex

g(x) = 1 + 9
[

1
n−1

n∑
i=2

xi

]0.25 Pareto front

F7 KUR 3 [−5, 5]3 f1(x) =
n∑

i=2
(−10 exp(−0.2

√
x1
i + x2

i )); f2(x) =
n∑

i=1
|xi|0.8 + 5 sin(x3

i ) Convex
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Table 2 Benchmark problems used in our experiments.

Problem Name n Bounds Objective functions Comments

F8 Deb 2 [0.1, 1]2 f1(x) = x1 ; f2(x) = 1
x (2− exp[−( y−0.2

0.004 )2]− 0.8 exp[−( y−0.6
0.4 )2)]) NonConvex

F9 SCH 1 [−103, 103] f1(x) = x2; f2(x) = (x− 2)2 Convex

F10 FON 3 [−4, 4]3 f1(x) = 1− exp
(
−

3∑
i=1

(xi − 1√
3
)
)
; f2(x) = 1− exp

(
−

3∑
i=1

(xi +
1√
3
)
)

Convex

F11 MUR 2 [0, 10]× f1(x) = 2
√
x1 ; f2(x) = x1(1− x2) + 5 NonConvex

[-10, 10]

F12 MSC 1 [−2, 2] f1(x) = exp(−x) + 1.4 exp(−x2); f2(x) = exp(x) + 1.4 exp(−x2) NonConvex

F13 MOP1 1 [−2, 2] f1(x) = −x1[−2,1](x) + (x− 2)1]1,3](x) + (4− x)1]3,4](x) NonConvex

+(x− 4)1]4,5](x); f2(x) = (x− 5)2

F14 No-Hole 2 [−1, 1]2 f1(x) = (t+ 1)2 + a; f2(x) = (t− 1)2 + a Convex

F15 Hole 2 [−1, 1]2 f1(x) = (t+ 1)2 + a+ b exp[−c(t− d)2]; NonConvex

f2(x) = (t− 1)2 + a+ b exp[−c(t+ d)2]

Moreover, we have considered two real applications in truss structure op-

timization (Fig.13 and Fig.14). The detailed mathematical formulation of the

problems can be found respectively in [30] and [24].

L

L L

1

23

4

2F

F

F
min f1(x) = L(2x1 +

√
2x2 +

√
x3 + x4)

f2(x) = FL
E

( 2
x1

+ 2
√

2
x2
− 2
√

2
x3

+ 2
x4

)

s.t. (F/σ) ≤ x1, x4 ≤ 3(F/σ)
√

2(F/σ) ≤ x2, x3 ≤ 3(F/σ)
√

2 ≤ x3 ≤ 3

1 ≤ x4 ≤ 3

Fig. 13 Four-bar Truss Problem (TR4).
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L1

L2 F

θ
F

minF (S1, S2) = (µV (S1, S2), σV (S1, S2))T

s.t. 22 < S1 < 200

50 < S2 < 100

Fig. 14 2-bar lattice problem (TR2).

4.2 Parameters setting

The SPIDER approach can use any single objective algorithm to approximate

the anchors points and the reference points (i.e. decomposition procedure).

In our experiments, we use a genetic algorithm (GA)1 to handle this issue.

The parameter setting in GA was as follows: the population size is 50, the

crossover rate is c = 0.9, the mutation factor is m = 0.1, and the number of

generation is 500 for each anchor point and 250 for each reference point. The

other algorithm parameters were set as follows: number of reference points

Np = 4, maximum number of BDM call per discretization cycle Nd = 100,

step size of the gradient move λ = 0.1, tolerance level for the accepted solutions

ε = 10−6, tolerance level for R-Slide improvement εr = 10−4. This parameter

configuration was adopted for all the experiments. The algorithm have been

run on each test problem for 10 times.

4.3 Performances measures

In multi-objective optimization, there are three main criteria for evaluating

the performance of an algorithm: convergence to the Pareto front, cardinality

and diversity of the Pareto front. Three performance measures were adopted

in this study: the generational distance (GD) to evaluate the convergence, the

Spacing (S) and the Spread (∆) to evaluate the diversity and cardinality.

– The convergence metric (GD) measure the extent of convergence to the

true Pareto front. It is defined as:

GD =
1

N

N∑
i=1

di, (11)

1 Available in the yarpiz library www.yarpiz.com.

www.yarpiz.com
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where N is the number of solutions found and di is the Euclidean distance

between each solution and its nearest point in the true Pareto front. The

lower value of GD, the better convergence of the Pareto front to the real

one.

– The Spread ∆, beside measuring the regularity of the obtained solutions,

also quantifies the extent of spread in relation to the true Pareto front.

The Spread is defined as:

∆ =

df + dl +
N∑
i=1

|di − d|

df + dl + di + (N − 1)d
. (12)

where di is the Euclidean distance between two consecutive solutions in

the obtained set, df and dl denotes the distance between the boundary so-

lutions of the true Pareto front and the extreme solutions in the set of ob-

tained solutions, d denotes the average of all distances di, i = 1, 2, · · · , N−1

under assumption of N obtained non-dominated solutions.

– The Spacing metric S indicates how the solutions of an obtained Pareto

front are spaced with respect to each other. It is defined as:

S =

√√√√ 1

N

N∑
i=1

(di − d)2 (13)

4.4 Performance analysis

The obtained computational results are summarized in Table 3 in term of the

mean and the standard deviation (Std) of the used metrics (GD,S,∆) for 10

independent experiments, the average number of Pareto solutions found (NS),

the average number of function evaluations (FEs), the average execution time

in seconds (Time). Moreover the obtained Pareto fronts and the true fronts

for all considered problems are shown in Figures 15-18. The left figures show

all the generated points and the dynamics of the algorithm (i.e. trajectories).

Different colors of the left figures show the obtained Pareto fronts for every

pair of the reference points. The right figures show the final obtained Pareto

front corresponding to the archive. By analyzing the GD metric statistics,

we can see that the proposed SPIDER is well converging to the true Pareto

front for all tested problems. Furthermore, the Spacing and Spread measures

indicate that the SPIDER has the ability of generating uniform and diverse

solutions. Also we observe that the SPIDER algorithm obtains a high number



26 N. Aslimani*, E-G. Talbi*, R. Ellaia**

of non-dominated solutions (NS) which can reach thousands for some prob-

lems. Indeed the complexity of archiving Pareto solutions is very low, with a

worst case complexity of the order of O(n).

Based on all these considerations, we can assess the efficiency of the pro-

posed approach, in terms of convergence, diversity and cardinality, for a large

panel of problems from the standard ones to the most challenging ones such

as the hole problem test.

GD S ∆

Problem Mean Std Mean Std Mean Std NS FEs Time

Zdt1 2,84e-05 1,32e-07 1,00e-03 2,68e-01 2,74e-01 3,68e-03 1003 87560 23,71

Zdt2 2,16e-05 4,54e-07 3,84e-04 2,25e-01 2,26e-01 7,02e-04 1002 91136 24,30

Zdt3 6,87e-05 1,06e-06 1,78e-02 7,09e-01 7,11e-01 1,39e-03 274 95043 24,57

Zdt4 9,40e-04 8,33e-04 1,30e-03 2,79e-01 3,75e-01 8,75e-02 1004 69986 28,47

Zdt6 7,52e-05 9,05e-06 1,24e-02 4,05e-01 6,70e-01 1,71e-01 102 61286 22,46

Pol 3,57e-06 4,41e-07 3,11e-01 9,69e-01 9,69e-01 2,43e-05 3310 70488 21,91

Kur 1,44e-04 9,78e-08 3,64e-02 4,78e-01 4,79e-01 4,16e-04 1541 81305 27,82

Deb 1,91e-04 1,35e-07 1,15e-02 9,94e-01 9,95e-01 7,63e-04 904 55708 20,49

SCH 1,30e-04 5,10e-15 3,63e-04 9,62e-02 9,62e-02 9,21e-11 2002 60228 20,55

FON 1,48e-05 1,71e-08 3,05e-04 7,80e-01 7,80e-01 6,12e-06 2002 64307 24,07

Mur 1,11e-05 3,17e-09 8,16e-05 5,29e-02 5,31e-02 1,85e-04 3004 68242 19,48

MSC 6,21e-05 6,17e-15 1,66e-03 4,62e-01 4,62e-01 1,21e-09 4002 70156 20,82

MOP1 9,94e-06 4,62e-15 1,79e-01 9,66e-01 9,66e-01 2,47e-10 2004 60499 19,90

NoHole 3,58e-05 6,49e-06 3,44e-02 3,56e-01 5,84e-01 1,93e-01 1346 58576 19,17

Hole 1,21e-02 1,44e-03 2,80e-02 7,09e-01 7,69e-01 4,87e-02 1216 59222 18,16

Table 3 Simulation results for the problem test F1 − F15.
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Fig. 15 Obtained Pareto front for problems F1 − F4.



28 N. Aslimani*, E-G. Talbi*, R. Ellaia**

0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

ZDT6 Problem (F5) 

0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

ZDT6 Problem (F5) 

5 10 15
0

5

10

15

20

25
Pol Problem (F6) 

5 10 15
0

5

10

15

20

25
Pol Problem (F6) 

−20 −18 −16 −14

−10

−5

0

5

Kur Problem (F7) 

−20 −18 −16 −14
−12

−10

−8

−6

−4

−2

0

Kur Problem (F7) 

0.2 0.4 0.6 0.8 1
0

2

4

6

8

10

12
Deb Problem (F8) 

0.2 0.4 0.6 0.8 1

1

2

3

4

5

6

7
Deb Problem (F8) 

Fig. 16 Obtained Pareto fronts for problems F5 − F8.
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Fig. 17 Obtained Pareto front for problems F9 − F12.
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Fig. 18 Obtained Pareto fronts for problems F13 − F15.

4.5 Comparison with some state-of the-art evolutionary algorithms

The proposed algorithm SPIDER is compared with three popular evolution-

ary algorithms: MOEA/D [28], NSGA-II [6] and PESA-II [4] 2. The compu-

tational results using the performance indicators (GD, S and ∆) for 100000

function evaluations are shown in table 4.

2 MATLAB implementation obtained for the yarpiz library available at www.yarpiz.com.
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Table 4 Comparison of MOEA/D, NSGA-II, PESA-II and SPIDER for some considered

test problems.

GD S ∆

Problem Method Mean Std Mean Std Mean Std NS CPU(s)

MOEA/D 2,81e-02 2,92e-02 2,42e-02 6,83e-03 9,95e-01 7,98e-02 100 86,67

Zdt1 NSGA-II 9,17e-02 1,03e-02 2,17e-02 1,56e-03 7,95e-01 2,86e-02 100 105,08

PESA-II 5,38e-02 5,31e-03 3,73e-01 2,68e-02 8,82e-01 6,01e-02 100 40,97

SPIDER 2,84e-05 1,32e-07 1,00e-03 2,68e-01 2,74e-01 3,68e-03 1003 23,71

MOEA/D 1,32e-01 4,55e-02 2,66e-02 3,87e-03 1,13e+00 8,99e-03 100 61,61

Zdt2 NSGA-II 1,49e-01 1,74e-02 1,65e-02 2,31e-03 9,10e-01 1,69e-02 100 113,18

PESA-II 9,04e-02 3,42e-03 5,40e-01 4,61e-02 8,32e-01 2,73e-02 100 32,82

SPIDER 2,16e-05 4,54e-07 3,84e-04 2,25e-01 2,26e-01 7,02e-04 1002 24,30

MOEA/D 2,08e-02 8,00e-03 6,01e-02 1,52e-02 1,19e+00 3,43e-02 100 82,50

Zdt3 NSGA-II 6,27e-02 4,74e-03 3,75e-02 1,23e-02 8,25e-01 2,12e-02 100 112,91

PESA-II 4,45e-02 3,42e-03 3,54e-01 3,22e-02 8,48e-01 1,04e-01 100 33,93

SPIDER 6,34e-05 3,43e-06 1,78e-02 9,98e-05 7,14e-01 7,13e-03 343 10,66

MOEA/D 8,28e-01 5,75e-01 1,70e-01 1,45e-01 1,09e+00 5,77e-02 100 62,65

Zdt4 NSGA-II 4,46e-01 1,33e-01 3,03e-01 1,79e-01 8,85e-01 9,56e-02 100 129,75

PESA-II 1,12e+01 5,16e-01 2,72e+01 4,86e+00 1,11e+00 5,16e-02 100 18,00

SPIDER 3,12e-05 3,48e-06 1,10e-03 6,33e-05 2,78e-01 6,77e-04 1004 20,28

MOEA/D 5,40e-01 1,08e-01 1,35e+00 1,01e+00 1,25e+00 1,54e-01 100 91,11

Pol NSGA-II 2,48e+00 5,84e-02 1,75e+00 2,09e-03 9,72e-01 3,55e-03 100 123,86

PESA-II 1,52e+01 6,02e+00 1,01e+01 1,16e+00 9,77e-01 9,85e-02 100 45,64

SPIDER 3,57e-06 4,41e-07 3,11e-01 9,69e-01 9,69e-01 2,43e-05 3310 21,91

MOEA/D 4,22e-01 1,18e-01 4,63e-02 2,02e-02 1,09e+00 5,98e-02 100 57,86

Zdt6 NSGA-II 3,08e-01 2,38e-02 1,57e-01 4,15e-02 8,73e-01 2,93e-02 100 121,89

PESA-II 4,42e-01 4,69e-03 2,00e+00 6,31e-01 1,03e+00 4,97e-02 100 29,17

SPIDER 4,29e-01 6,21e-17 3,11e-01 0,00e+00 9,81e-01 0,00e+00 3309 10,40

MOEA/D 5,51e-03 5,51e-03 6,76e-01 4,35e-01 1,42e+00 1,80e-01 100 80,83

Kur NSGA-II 5,31e-04 2,64e-05 1,22e-01 4,15e-03 4,10e-01 3,10e-02 100 117,86

PESA-II 1,78e-01 1,28e-02 4,15e+00 4,86e-01 9,04e-01 5,75e-02 100 33,76

SPIDER 1,02e-04 8,37e-06 2,58e-02 3,41e-06 4,79e-01 5,12e-05 1483 21,23

MOEA/D 2,95e-02 1,99e-03 8,13e-02 5,63e-03 8,18e-01 1,83e-02 100 125,97

NoHole NSGA-II 2,95e-02 1,99e-03 8,13e-02 5,63e-03 8,18e-01 1,83e-02 100 125,97

PESA-II 3,80e-02 4,42e-03 1,43e+00 1,22e-01 8,04e-01 3,90e-02 100 28,33

SPIDER 3,58e-05 6,49e-06 3,44e-02 3,56e-01 5,84e-01 1,93e-01 1346 19,17

The table 5 illustrates a comparison of the results for the two real applica-

tions problems obtained on the one hand by our SPIDER approach and on the

other hand by the NSGA-II and PESA-II reference methods. By analyzing

the obtained results, it is clear that the SPIDER approach has the best per-

formance in terms of convergence to the front as well as a better distribution
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of solutions. Moreover, we observe that for the same number of evaluation

functions our approach is able to generate a much larger number of solutions

compared to the other approaches. The reason is that evolutionary algorithms

imposes in general a restriction on the size of the archive of non-dominated

points (here 100 points) since the procedure of archiving is very expensive at

each iteration of the algorithm. This is not the case of our SPIDER approach

which has a dynamic archiving mechanism allowing it to store non-dominated

points by an incremental procedure that does not require to completely upset

the archive of non-dominated points but which updates it rather locally.

Moreover, thanks to the mechanism of discretization by cycles of the gra-

dient displacements, the distribution of the non dominated points reflect au-

tomatically the regularity due to the steps of displacements and a filtering

mechanism of the type “crowding” is no longer required in our SPIDER ap-

proach. This leads to a gradual “accumulation” of the solutions in the archive

has almost no cost and thus makes it operates with no restrictions on the size

of the archive. The consequence of this important advantage is that unlike the

other methods in comparison, the capture of the front by the SPIDER method

is more continuous and therefore more precise, as illustrated by the figures 19

and 21. In addition, the SPIDER method is much faster (less expensive in

CPU time) compared to other methods.

GD S ∆

Problem Method Mean Std Mean Std Mean Std NS CPU(s)

NSGA-II 3.61e-01 4.70e-02 2.36e+00 2.55e-01 6.23e-01 2.84e-02 100 251.57

TR4 PESA-II 9.73e-01 1.13e+01 4.36e+00 5.25e-01 7.31e-01 1.84e-01 100 120.75

SPIDER 2,31e-02 5,32e-03 2,18e-01 9,14e-01 9,14e-01 2,38e-05 5362 42,75

NSGA-II 8,26e-03 8,19e-03 1,30e-01 1,40e-03 1,11e+00 1,26e-02 100 319.67

TR2 PESA-II 1,62e-01 1,37e-02 9,09e-02 3,63e-02 1,00e+00 2,36e-02 100 154.55

SPIDER 3,28e-03 5,33e-03 4,26e-02 9,64e-02 8,76e-01 3,08e-02 819 71.86

Table 5 Comparisons results for the real problems TR4 and TR2.
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Fig. 19 Obtained Pareto fronts by SPIDER, NSGA-II and PESA-II for the problem TR4.

(a) PF captured by SPIDER (b) PF captured by NSGA-II (c) PF captured by PESA-II

Fig. 20 PF captured by SPIDER, NSGA-II and PESA-II for TR2 problem with frequency

band (600,800)Hz.

(a)PF captured by SPIDER

1.585 1.59 1.595 1.6 1.605 1.61
0.14

0.14

0.1401

0.1402

0.1402

0.1402

(b)PF captured by NSGA-II

1.585 1.59 1.595 1.6 1.605 1.61
0.14

0.14

0.1401

0.1402

0.1402

0.1402

(c)PF captured by PESA-II

Fig. 21 Obtained Pareto fronts by SPIDER, NSGA-II and PESA-II for the problem TR2

with frequency band (100,300).
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5 Conclusion and future work

In this paper, we have successfully developed the SPIDER algorithm which is

based on the decomposition of the objective space, and path-relinking of a set

of pairwise Pareto solutions. Path relinking is based on the key idea of the

local conservation of the Pareto stationarity feature on the local Pareto front

(LCPS). The LCPS feature was introduced and proved for the first time to

the best of our knowledge.

The proposed SPIDER algorithm was tested on various benchmark prob-

lems with different features and complexity levels. The results obtained amply

demonstrate that the approach is efficient in converging to the true Pareto

fronts and finding a diverse set of solutions along the Pareto front. Our

approach largely outperforms some popular evolutionary algorithms such as

MOEA/D, NSGA-II, and PESA-II in terms of the convergence, cardinality

and diversity of the obtained Pareto fronts. The SPIDER algorithm is charac-

terized by its fast and accurate convergence, very low complexity of archiving,

parallel independent decomposition of the objective space, suitability for in-

teractive optimization, and the no need for diversity management.

The path-relinking step of SPIDER can be used from any Pareto front

approximation found by a multi-objective metaheuristic. This intensification

mechanism is carried out in almost a free cost. Indeed, the most important

cost of the SPIDER algorithm is due to the decomposition step. We are

extending the SPIDER approach for constrained MOPs based on the projected

Gradient. Moreover, different path-relinking approaches are investigated for

many-objective optimization problems.
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