
HAL Id: hal-02495862
https://inria.hal.science/hal-02495862v1

Submitted on 2 Mar 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

An Optimized Linear Model Predictive Control Solver
Dimitar Dimitrov, Pierre-Brice Wieber, Olivier Stasse, Hans Joachim Ferreau,

Holger Diedam

To cite this version:
Dimitar Dimitrov, Pierre-Brice Wieber, Olivier Stasse, Hans Joachim Ferreau, Holger Diedam. An
Optimized Linear Model Predictive Control Solver. Recent Advances in Optimization and its Applica-
tions in Engineering, Springer Berlin Heidelberg, pp.309-318, 2010, �10.1007/978-3-642-12598-0_27�.
�hal-02495862�

https://inria.hal.science/hal-02495862v1
https://hal.archives-ouvertes.fr


An Optimized Linear Model Predictive

Control Solver

Dimitar Dimitrov1, Pierre-Brice Wieber2, Olivier Stasse3, Hans Joachim
Ferreau4, and Holger Diedam5
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Summary. This article addresses the fast on-line solution of a sequence of quadratic
programs underlying a linear model predictive control scheme. We introduce an
algorithm which is tailored to efficiently handle small to medium sized problems
with relatively small number of active constraints. Different aspects of the algorithm
are examined and its computational complexity is presented. Finally, we discuss a
modification of the presented algorithm that produces “good” approximate solutions
faster.

1 INTRODUCTION

Model Predictive Control (MPC) is an advanced control tool that originates
in the late seventies. Due to its simplicity, it quickly became the preferred con-
trol tool in many industrial applications [1]. Some of the fields where MPC
is already considered to be a mature technique involve linear and rather slow
systems like the ones usually encountered in the chemical process industry.
However, the application of MPC to more complex systems, involving nonlin-
ear, hybrid, or very fast processes is still in its infancy.

MPC does not designate a specific control strategy but rather an am-
ple range of control methods which use a model of a process to obtain con-
trol actions by minimizing an objective function, possibly subject to given
constraints. The various algorithms in the MPC family can be distinguished
mainly by: (i) the model used to represent the process; (ii) the objective func-
tion to be minimized; (iii) the type of constraints. The most popular scheme
applied in practice involves a linear time-invariant process model, linear con-
straints and quadratic objective function [2]. In general, it is referred to as
linear MPC (LMPC). The computational burden associated with the appli-
cation of LMPC is mainly due to forming and solving a Quadratic Program
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(QP) at each sampling interval. This imposes restrictions on the application
of LMPC to systems that require short sampling times.

In practice, the solution of the underlying sequence of QPs is left to state
of the art QP solvers [3]. Even though such solvers implement very efficient
algorithms, in most cases they do not make use of the properties of each
particular problem, which could speed up computations considerably.

In this article we present an algorithm for the fast on-line solution of a
sequence of QPs in the context of LMPC. When the control sampling times
become so small, that classical methods fail to reach a solution (within a
given sampling interval), algorithms that can exploit the particular structure
of LMPC problems become attractive. The proposed algorithm is tailored to
efficiently utilize data that can be precomputed off-line, leading to smaller
on-line computational burden. We assume that the problem to be solved is
small to medium sized, with relatively small6 number of active constraints.

The presented algorithm can be classified as a primal active set method

with range space linear algebra. We motivate our choice by analyzing the
requirements of our problem. Different aspects of the algorithm are examined,
and its computational complexity is presented. We discuss details related to
efficient update methods for the solution of the underlying systems of linear
equations. Finally, we present a strategy for altering the working set resulting
in a “good” approximate solutions that can be computed faster.

2 Linear Model Predictive Control

There is a great variety of models commonly used in the context of MPC.
In general, they can be divided into two groups: (i) first principles models

and (ii) identified models. The former are based on physical or chemical laws
of nature, whereas the latter are built as a result of empirical measurements
of the real process. Here, we assume that regardless of the way the model is
obtained, it is represented in the following form

xk+1 = Axk + B uk, (1a)

yk = C xk (1b)

where, xk ∈ Rnx represents the state of the system, uk ∈ Rnu is control input,
yk ∈ Rny is a vector of measured outputs which are to be controlled (to satisfy
given constraints and when possible to follow certain reference profile), and
A, B, C are constant matrices with appropriate dimensions.

In order to express the behavior of system (1) for N discrete steps in the
future as a function of xk and n = Nnu control actions, equation (1a) is
iterated N times (combined with N versions of (1b)) as follows

6 The term “relatively small” will be properly defined in Section 3.
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yk+τ = CAτ xk + C

τ−1∑

ρ=0

A(τ−ρ−1)Buk+ρ , (τ = 1, ..., N). (2)

Using the notation

Yk+1 =






yk+1

...
yk+N




 ∈ R

Nny , U =






uk

...
uk+N−1




 ∈ R

n

recursion (2) can be expressed in the following compact way

Yk+1 = Px xk + Pu U (3)

where, Px ∈ R
Nny×nx and Pu ∈ R

Nny×n are constant matrices (independent
of k).

MPC uses a process model in order to predict the process behavior starting
at a given discrete time k, over a future prediction horizon k + N . Assum-
ing that information about disturbances and state measurement noise is not
available, the predicted behavior depends on the current state xk and the
assumed control input trajectory U that is to be applied over the prediction
horizon. The idea is in step (i) to select U which leads to the “best” predicted
behavior (according to a given objective function). Once U is obtained, in
step (ii) only the first control action (uk) is applied to the system until the
next sampling instant. Then in step (iii) the new state xk+1 is measured (or
estimated), and the process is repeated again from step (i). Hence, MPC is a
feedback control strategy. In a standard LMPC scheme, the n future control
actions U are computed to minimize given quadratic cost function [2]

minimize
U

1

2
UT QU + UT pk (4)

where, Q ∈ Rn×n is a symmetric and positive-definite constant Hessian ma-
trix, and pk ∈ Rn is a gradient vector.

Furthermore, the profile of the outputs Yk+1 are possibly constrained to
satisfy a set of m linear constraints of the form

Dk+1Yk+1 ≤ b
′

k+1, (5)

for some matrix Dk+1 ∈ Rm×Nny and vector b
′

k+1 ∈ Rm. If the ith row of
Dk+1 (i = 1, . . . , m) imposes constraints only on yk+i (which is very common
in practice), Dk+1 will be extremely sparse and well structured matrix with
at most ny nonzero entries in each row. Hereafter, we assume that Dk+1 has
such structure. Introducing (3) in (5) leads to

Gk+1U ≤ bk+1 (6)

where, Gk+1 = Dk+1Pu, and bk+1 = b
′

k+1−Dk+1Pxxk. Additional constraints
accounting for actuator limits etc. could be imposed.
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The objective function (4) in combination with the constraints (6) define
a canonical optimization problem known as quadratic program. Its solution is
required for the application of a LMPC scheme.

3 General design choices for a QP solver

The choice of algorithm that can efficiently solve a sequence of quadratic
programs defined by (4) and (6) is not unique. In general, the choice depends
mostly on: (i) the number ma of active constraints (constraints that hold as
equalities at the optimal point) and the dimension N ; (ii) whether a “warm
start” is available; (iii) whether there is a cheap way to determine an initial
feasible point that satisfies the constraints in (6). The following short overview
aims at outlining some of the considerations that need to be made when
choosing a QP solver.

3.1 Interior point vs. active set methods

Fast and reliable solvers for solving QPs are generally available, usually based
on interior point or active set methods, and there has been a great deal of re-
search related to the application of both approaches in the context of MPC [4].

Finding the solution of a QP in the case when the set of active constraints
at the optimum is known, amounts to solving a linear system of equations
that has a unique solution [5]. Active set methods are iterative processes that
exploit the above property and try to guess at each iteration which are the ac-
tive constraints at the optimal point. They usually consider active constraints
one at a time, inducing a computation time directly related to ma. On the
contrary, the computation time of interior point methods is relatively con-
stant, regardless of the number of active constraints. However, this constant
computation time can be large enough to compare unfavorably with active
set methods in cases where ma is relatively small.

It should be noted that what we have to solve is not a singe QP but a
series of QPs, which appear to be sequentially related. It is possible then to
use information about the solution computed at sampling time k to accelerate
the computation of the solution at sampling time k + 1. Such information is
usually referred to as “warm starting”, and active set methods typically gain
more from it [4]. Hence, they are preferred when dealing with small to medium
sized QPs where ma is kept small.

3.2 Primal vs. dual strategies

There exist mainly two classes of active set methods, primal and dual strate-
gies. Primal strategies ensure that all the constraints (6) are satisfied at every
iteration. An important implication of this feature is that if there is a limit on
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computation time (a real-time bound), e.g. because of the sampling period of
the control law, the iterative process can be interrupted and still produce at
any moment a feasible motion. Obviously, this comes at the cost of obtaining
a sub-optimal solution.

One limitation of primal strategies is that they require an initial value
for the variables U which already satisfy all the constraints. For a general
QP, computing such an initial value can take as much time as solving the
QP afterwards, which is a strong disadvantage. This is why dual methods are
usually preferred: they satisfy all the constraints (6) only at the last iteration,
but they do not require such an initial value.

3.3 Null space vs. range space algebra

There exist mainly two ways of making computations with the linear con-
straints (6), either considering the null space of the matrix Gk+1, orthogonal
to the constraints, or the range space of this matrix, parallel to the constraints.
The first choice leads to working with matrices of size (n − ma) × (n − ma),
while the second choice leads to working with matrices of size ma×ma. Hence,
the most efficient of those two options depends on whether ma < n/2 or not.
It should be noted that, when dealing with ill-conditioned matrices, range
space algebras can behave poorly.

3.4 Problem structure

As it was already pointed out, in practice the solution of the QP underlying
a LMPC scheme is left to state of the art QP solvers [3]. Even though such
solvers implement very efficient algorithms, in most cases they do not exploit
the properties of each particular problem. One such property is that the matrix
Gk+1 of the constraints (6) can be expressed as a product of Dk+1Pu, where
Pu is constant. In many applications [6] Dk+1 is well structured and extremely
sparse (a property that is lost after Gk+1 is formed explicitly). The primal
algorithm in [7] and dual algorithm in [8] are probably the ones that are
considered as first choices when dealing with small to medium sized problems,
however, they are not able to take advantage of the sparsity pattern of Dk+1

and the fact that Pu is constant, leading to a requirement for new algorithms
that account for this structure.

3.5 Our choice

• If the system in (1) is output controllable, Pu will have full row rank
and by computing its (generalized) inverse off-line, a feasible U can be
obtained at a low cost [9], [10]. Furthermore, if the solution of a QP can
not be obtained within a predefined sampling time, we want to be able
to interrupt the process and still obtain a feasible motion of our system.
These considerations led to the development of a primal solver.
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• Due to our assumption, that the number of active constraints is relatively
small i.e. ma < n/2, we chose to use a solver with range space linear

algebra.

4 An optimized QP solver

4.1 Off-line change of variable

Typically, the first action of an active set method is to make a Cholesky
decomposition of the matrix Q = LQLT

Q. When range space algebra is used,
at each iteration a change of variable involving LQ is performed twice [7].
First, when adding a constraint to the so called working set, and second,
when the search direction is evaluated. This results in using n2 flops at each
iteration7. In this way, the QP defined by (4) and (6) simplifies to a Least
Distance Problem (LDP) [11]

minimize
V

1

2
V T V + V T gk (7a)

subject to Dk+1Pu
︸ ︷︷ ︸

Gk+1

L−T
Q V ≤ bk+1, (7b)

where, V = LT
QU and gk = L−1

Q pk. In a general setting, representing (4)
and (6) in the form of (7) using one change of variable before solving the
QP is not performed, because the matrix-matrix product Gk+1L

−T
Q has to be

evaluated (which is computationally expensive if both matrices are dense).
For the problem treated in this article, however, the matrices LQ and Pu

are constant and the product PuL−T
Q can be precomputed off-line. Further-

more, due to the assumption that Dk+1 is sparse (with at most ny nonzero
entries in each row), forming Dk+1PuL−T

Q requires mnny flops, which is com-

putationally cheaper than using n2 flops during each step of the solution. Note
that in many applications, large parts of Dk+1 can remain unchanged from
one sampling time to the next. Due to the above considerations, we perform
a change of variable and solve on-line the LDP (7).

4.2 The iterative process

Active set methods are iterative processes that try to guess at each itera-
tion which are the active constraints, the inequalities in (7b) which hold as
equalities at the minimum V ∗. Indeed, once these equalities, denoted by

EV = q

7 We measure computational complexity in number of floating-point operations,
flops. We define a flop as one multiplication/division together with an addition.
Hence, a dot product aT b of two vectors a, b ∈ R

n requires n flops.
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are identified, the minimum of the LDP is [5]

V ∗ = −gk + ET λ (8)

with Lagrange multipliers λ solving

EET λ = q + Egk. (9)

In the case of a primal strategy, the iterations consist in solving these equa-
tions with a guess of what the active set should be, and if the corresponding
solution violates some of the remaining constraints, include (usually) one of
them (using a give criterion) in our guess (working set) and try again. Once
the solution does not violate any other constraint, it remains to check that all
the constraints we have included in our guess should actually hold as equali-
ties. That is done by checking the sign of the Lagrange multipliers. A whole
new series of iterations could begin then which alternate removing or adding
constraints to our guess. All necessary details can be found in [5], [11].

4.3 Efficient update method

At each iteration we need to solve equations (8) and (9) with a new guess of
the active set (here, we assume that the constraints in our guess are linearly
independent, i.e. EET is full rank). The only thing that changes from one
iteration to the next is that a single constraint is added or removed to/from
the working set, i.e. only one line is either added or removed to/from the
matrix E. Due to this structure, there exist efficient ways to compute the
solution of (8) and (9) at each iteration by updating the solution obtained at
the previous iteration without requiring the computation of the whole solution
from scratch.

Probably the most efficient way to do so in the general case is the method
described in [7]. There, a Gram-Schmidt decomposition of the matrix E is
updated at each iteration at a cost of 2nma flops. Consequently, the Gram-
Schmidt decomposition is used in a “clever way”, allowing to update the
solution of (8) and (9) at a negligible cost. In this way, the only computational
cost when adding a constraint is the 2nma flops of the Gram-Schmidt update.

In our specific case, we can propose a slightly better option, based on the
Cholesky decomposition of the matrix EET = LELT

E. Below we describe the
update procedure when a new row e is added to the matrix E. In such case,
we need the decomposition of the new matrix

[
E
e

]
[
ET eT

]
=

[
EET EeT

eET eeT

]

. (10)

First note that, since the matrix PuL−T
Q is constant, we can form off-line

the Gramian matrix G = PuL−T
Q L−1

Q PT
u , which is the matrix containing the

dot products of each row of PuL−T
Q with all others. Noting that, the rows of
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matrix E and the (row) vector e are taken from the constraints (7b), the dot
products EeT and eeT can be obtained at a negligible cost from the entries
of G under the action of the varying but extremely sparse and well structured
matrix Dk+1. After matrix (10) is formed, classical methods for updating its
Cholesky decomposition (once EET = LELT

E is known) require m2
a/2 flops.

Using Cholesky decomposition, equation (9) can be solved in three very
efficient steps:

w1 = q + Egk, (11a)

LEw2 = w1, (11b)

LT
Eλ = w2. (11c)

When one constraint is added to the matrix E, updating the value of w1

requires only one dot product to compute its last element. Since only the last
element of w1 changes and only one new line is added to LE , only the last
element of w2 needs to be computed to update its value, at the cost of a dot
product. Only the third step requires more serious computations: since the
matrix LE is lower triangular of size ma, solving this system requires m2

a/2
flops.

Once equation (9) is solved for the Lagrange multipliers λ, the computation
of V in (8) requires a nma matrix-vector product. In total, the above update
requires nma + m2

a flops, which is slightly better than the 2nma found in [7],
which is possible in our case due to the precomputation of the matrix G off-line.
Even though V (computed from (8)) satisfies the equality constraints EV = q,
it is not guaranteed to satisfy all the inequality constraint not included in the
working set. In order to produce feasible iterates, at each step, the scheme
presented in [5] (pp. 468-469), [9] is used.

The case when a constraint is removed from E is handled in a classical
way (see [12]), and is not presented here.

4.4 Approximate solution & warm start

Depending on the sampling time of the control, obtaining the solution of each
QP might not be possible. Because of this, here we present a modification of
a standard primal algorithm that computes a “good” approximate solution
faster. As observed in [9], [14], a “good” approximate solution does not result
in a significant decrease in the quality of the MPC control law.

As already mentioned in Section 4.2, once a solution V (for some guess
of the active set) that does not violate any of the constraints (7b) is found,
it can be certified to be the optimal point if λi > 0 (i = 1, . . . , ma). If this
test fails, (usually) one constraint is dropped from the working set, resulting
in a new series of iterations. In order to speed-up the on-line computation, we
propose to terminate the solution of each QP once a solution V of (8) that
satisfies all constraints in (7b) is found, regardless of signs of the Lagrange
multipliers. Accounting for the negative entries of λ is then performed when
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formulating the warm start for the next QP. Under the assumption that the
active set of the QP solved at sampling time k closely resembles the one of
the QP that needs to be solved at sampling time k + 1, we use as an initial
guess for the working set all active constraints from the previous QP except
the ones that correspond to negative Lagrange multipliers. In that way, the
modification of the working set is no longer treated separately at a local level
(for each separate QP), but rather considered as a shared resource among the
whole sequence.

The reasoning for starting with a nonempty working set can be motivated
by noting that, if only adding constraints to our guess for the active set is
considered, each iteration of the presented algorithm requires nm + m2

a flops.
If the solution of each QP starts with an empty working set, the complexity of
adding ma constraints (one at a time) is approximately nmma +m3

a/3+m2
a/2

flops8. In contrast, if matrix E from the previous QP is used (with some rows
removed), the only necessary computation required for realizing the warm
start is finding the Cholesky decomposition of the modified EET . This can be
done by updating the already available factorization LELT

E from the previous
QP, which (depending on which constraints are removed) requires at most
m3

a/3 flops, which is a tremendous improvement over the nmma+m3
a/3+m2

a/2
flops that would have been necessary to reach the same active set through the
whole set of iterations.

In [9], we already applied the above idea using the LMPC scheme for
walking motion generation for a humanoid robot proposed in [13], and the
active set when doing so is in most cases correct or includes only one, and
in rare cases two unnecessarily activated constraints. This leads to slightly
sub-optimal solutions, which nevertheless are feasible. We have observed that
this does not affect the stability of the scheme: the difference in the generated
walking motions is negligible, however, the computation time is considerably
smaller (see [9] for results from a numerical comparison with a state of the
art QP solver).

When a nonempty initial active set is specified, the initial point needs to
lie on the constraints in this set. If the system in (1) is output controllable,
such point can be generated by using a procedure similar to the one presented
in [10]. In the general case, however, a general feasibility problem has to be
solved.

5 Conclusion

In this article we presented an optimized algorithm for the fast solution of a
quadratic program in the context of model predictive control. We discussed

8 To this count one should add nmma − nm2

a/2 − nma/2 flops, which is the com-
plexity of checking whether V (computed from (8)) violates any of the inequality
constraints not included in the active set. This check is common for all active set
algorithms, and is not discussed in this article.
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alternative solution methods, and analyzed their properties for different prob-
lem structures. The presented algorithm was designed with the intention of
using as much as possible data structures which can be precomputed off-line.
In such a way, we are able to decrease the on-line computational complexity.
A strategy for producing “good” approximate solutions in the presence of a
real-time bound on the computation time was presented.
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