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A GRAPH THEORETICAL APPROACH TO EQUIVALENCE OF
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We consider multistage interconnection networks for designed communication in multi-
processor architecture. We give a graph characterization of these networks and a set of properties
which imply that a network is topologically equivalent to the Baseline network. In particular our
characterization proves that the six classical multistage interconnection networks are topological-

ly equivalent.

Keywords. Multistage interconnection networks, topological equivalence, multistage intercon-
nection directed graphs, connected components, Baseline network.

1. Introduction

We consider here multistage interconnection networks. Such networks have been
designed for communication in multiprocessors architectures and in telephone swit-
ching systems and therefore extensively studied (see for example the tutorial of Wu
and Feng [8]). They consist of NV inputs, N outputs and » stages of switching cells.
The most common type of networks uses, as switching cells, 2 X2 Crossbar net-
works. These cells are able to produce either a straight or a cross connection (Fig. 1).

.

Fig. 1. Straight connection (left) and cross connection (right).

* This research was supported by p.r.c. C? from the french national center for scientific research
(C.N.R.S)).



In this paper we consider only this type of networks, but the results we obtain can
be generalized to networks using other sizes of cells. A minimal requirement is that
any input can be connected to any output and this implies a lower bound on #n. We
restrict ourselves to the study of the case N=2". Such networks include the Omega
[11], Flip [3], Indirect Binary Cube [12], Modified Data Manipulator [5], Baseline
(see Fig. 2 for a drawing of this network) and Reverse Baseline [7] networks.

In [7], Wu and Feng have used algebraic description rules to prove that the six
networks mentioned above are topologically equivalent. But their method is
numerical and quite complex. We propose instead a graph theoretic approach which
yields an easy characterization of Baseline equivalent networks.

Note that such an analysis has already been made by Agrawal in [1] (see also [2])
but the set of properties proposed is not sufficient to characterize these graphs as

we will see in Remark 2.11.

2. Multistage interconnection directed graphs

Interconnection networks can easily be modeled by digraphs (directed graphs) in
which nodes represent the switching cells and arcs the communication links. We do
not represent inputs and outputs because we are only interested in the topological
equivalence of networks and these inputs and outputs do not play any role in this
equivalence. Note that this model is thus slightly different from Agrawal’s one or
from our previous model in [4]. In Fig. 2, we represent the Baseline-16 network and
its associated digraph. In all the figures the arcs are directed from left to right.

Let us give now the precise definition of a multistage interconnection (MI)
digraph according to the constraint of the class of networks we consider. In what
follows we shall denote for a digraph (V, E) and for a set of vertices A by

. Fig.2. Baseline-16 network (left), Baseline-16 associated digraph (right).



I''(A)={yeV:3AxeA and (x,y)€E},
I''(A)={yeV:3xeA and (y,x)€E},
and by induction I"t¥(4) = (%~ Y(A4)).

Definition 2.1 (MI digraph). By a multistage interconnection directed graph (MI
digraph) with n rows, we denote a digraph G=(V, E) such that:
(H;) There exists a partition of ¥V into (V}, Vo, .oy Vo1, Vi) with

V)=V, Vi=l,..,n-1,
I~ (V)=V,_, Yi=2..,n.

(H,) If x is a node of V), then its indegree is 0; otherwise the indegree is 2.
(H3) If x is a node of V,,, then its outdegree is 0; otherwise the outdegree is 2.
(H,) Every V; has the same cardinality: 2"~ L.

Let V; be the ith row of G, and let M, be the set of n-stage MI digraphs.

From this definition, we shall say that two networks are topologically equivalent
if their MI digraphs are isomorphic.

Definition 2.2 (Automorphisms on MI digraphs). S is an automorphism operating
on an MI digraph G if and only if:

— the restriction of S to V; is a one-to-one mapping denoted s;.

— the adjacency relationship is invariant by S.

We denote the image of G under S as S(G) and denote the components of S by

(S19 -n-’Sn)o

Definition 2.3 (Banyan property). A MI digraph satisfies the Banyan property if
and only if there exists a single path connecting any input node to any output node.

Let F, be the set of Banyan MI digraphs with n rows. The two following lemmas
can be easily proved.

Lemma 2.4. If G is a Banyan MI digraph, and u is a node of V;, then:
|r*w)| =2F Vk=1,...,n—i,
|IF*w)| =2F Vk=1,...,i—1.

Lemma 2.5. If G is an MI digraph which does not satisfy the Banyan property, then
the following two conditions hold:

(i) There exists a node x of V; and a node y of V, such that there is no path
Jrom x to y.

(ii) There exists a node z of V; and a node w of V, such that there are at least
two paths from z to w. |



The usual definition of the Banyan property insures that one of these two condi-
tions must hold. One can easily prove that the two conditions are equivalent accor-

ding to the definitions of MI digraphs.

Definition 2.6. We will denote by (G),; the subdigraph induced by the vertices
from row i to row J.

Definition 2.7 (Connected components). The connected components of a MI
digraph are the components of the underlying undirected graph (obtained by omit-
ting the orientation of the arcs).

Definition 2.8 (P(i,j) property). We shall say that an MI digraph with n rows
satisfies the P(i,j) property for 1<i=<j=<n if and only if the subdigraph (G);j has
2"=1=-0U=1 connected components.

Definition 2.9 (P(+, *) property). We shall say that an MI digraph satisfies the
— P(x*,j) property if and only if it satisfies the P(i,j) property for every i such
that i<j;
— P(i, =) property if and only if it satisfies the P(i,j) property for every j such
that i<j;
— P(=, *) property if and only if it satisfies the P(j, /) property for every (i, j) such
that i<j.

Remark 2.10. The P(, i) property, for every i, is equivalent to the assumption
(Hy). The buddy property introduced by Agrawal and Kim in [2] is equivalent to
the P(i, i+ 1) property for every i such that 1 <i<n. As shown in [2,4] this property
is not sufficient to characterize the isomorphic MI digraphs. Such an MI digraph,
non-isomorphic to the Baseline MI digraph, is shown in Fig. 3. Indeed it contains
a cycle of length 10 drawn in bold while the Baseline MI digraph does not contain

such a cycle.

Fig.3. A non-isomorphic MI digraph satisfying the buddy property.



Fig.4. A non-isomorphic MI digraph satisfying the strict buddy property.

Remark 2.11 (Agrawal’s characterization). In [1] Agrawal introduces the strict
buddy property, which turns out to be equivalent to the conjunction of P(j,i+ 1)
and P(i, i+ 2) properties for every i. Agrawal claimed that all the MI digraphs with
n stages satisfying the Banyan and the strict buddy property are isomorphic. Unfor-
tunately that is true only if n<4. For n=35, it can be checked that the MI digraph
of Fig.4 satisfies the Banyan and the strict buddy properties. However it is not
equivalent to the Baseline network; indeed it does not satisfy the P(1,4) property.
Similarly one can show that a local characterization is not possible; more exactly
that there exist for 7=k + 3 non-isomorphic Banyan digraphs satisfying the proper-
ties P(i,i+j) for every j<k and i=n—j (see [4] for counterexamples).

Remark 2.12. The P(i,j) property is invariant by the application of an automor-
phism on MI digraph; indeed the image of a connected component is a connected
component of the image of the MI digraph. So the P(#, ) property is a necessary
condition for topological equivalence with the Baseline MI digraph.

In the remainder of this section, we shall prove that if K is a connected component
of a Banyan MI digraph G satisfying the P(, *) property then K satisfies both pro-
perties (i.e. Banyan and P(x, #)). In Section 3, we shall study further properties of
the Baseline MI digraph. We shall present two constructive operations on MI



digraphs and show their relationships to the Baseline network. The fundamental
lemma and the two characterization theorems will be presented in Section 4.

Lemma 2.13. If G is a Banyan MI digraph satisfying the P(i,j) property and K is
a connected component of (G),;, then K is in F;_;, .

Proof. (H,), (H,) and (H;) are easily verified; and K has j—i+1 rows.

First let us show that every row of K has the same number of elements. Suppose
that for some k (i<k=<j—1) |[KN V| =a and |[KN V;, | =B. As évery vertex of V}
has outdegree 2, there are 2a arcs in K between Vj and Vj .. Similarly there are
2f arcs in K between V} and V., therefore ¢ = . Lemma 2.4 implies that a node
of ¥; has 2/7/ sons in V; and this is the lower bound for the number of nodes in
KN V. But this bound holds for every connected component of (G),;. The P(ij)
property means that (G); ; has 2"~!~¢~? connected components like K. According
to the definition of G, the cardinality of V; is 2"~1 Therefore the number of nodes
in a row of K is exactly 27/, and this proves (H,).

The two arguments above show that K is an MI digraph. We must now verify that
K satisfies the Banyan property. According to Lemma 2.5, if K is not a Banyan MI
digraph, we can find in K two vertices connected by two paths. However this implies
that G itself does not satisfy the Banyan property. [J

Lemma 2.14. If G is a Banyan MI digraph satisfying the P(x, ) property, then for
every ordered pair (i,j), the connected components K of (G), ; satisfy the P(x, *)

property.

Proof. Every connected component of (K),, is a connected component of
(G)isk—1,i+1-1- According to Lemma 2.13, all the connected components of
(G)itk—1,i+1-1 have the same size (i.e. 2'~* nodes per row). As it holds for every
K, and as K has 2/~ nodes per row, the number of connected components in (K V.1
is 2U-D-U=K) Ag K has j—i+1 rows, it satisfies the P(#, #) property. O

3. The Baseline MI digraph

We shall give here the definition of the Baseline MI digraph and the fundamental
properties of this graph.

Definition 3.1 (Baseline MI digraph). According to the definition of the Baseline
network in [6], we define the Baseline MI digraph as follows: the node x of the ith
row whose binary representation is (x,_;,X,_2,...,X,X;) has two sons in the
(i+ 1th row whose labelings are respectively (¥,_1,Vn-2,---»Y2,¥1) and (z,_y,
Zyn—2s +++5 %5 %) With



yn—i = O:

Zn—i=13
Znjo1 =nojo1 =Xy Vn—-1>j=i
Zn—jzyn._.j:xn._j V].<j<i-

In what follows we shall denote the Baseline MI digraph with n rows by B,.

Definition 3.2 (Automorphism ). We define X by its components
2= (Zla ---,Zn),

where the one-to-one mapping 2; applied to ¥; makes the negation of the (n—7)
bits of lower weight (i.€. Z(X;_ 15 es 385 — 5 we 03%1) = Oy — 19 we s 5 K iy w6 X))

One can easily verify the following lemma.

Lemma 3.3. 2 is an automorphism of the Baseline MI digraph and 2(B,)=B,. It
means that the application of X to a Baseline MI digraph leaves it invariant.

The two operations we shall now introduce will make the subsequent proofs more
readable.

Definition 3.4 (Superposition of MI digraphs @). Let G, and G; be two elements
of M,_, and G an element of M,. We will say that subgraph (G), , is the super-
position of G, and G;, and we will note it:

(Gloyn = Goy® Gy

if and only if:

(1) The node x of V; (i=2) of G whose binary representation is (X, _ 1, X, _2, -+ »X1)
is the node numbered (x,_,,...,%;) in the (i—1)th row of G, if x,_; =0 or G if
X,_1=1.

(ii)) Two nodes x and y of V;xV;,; (1<i<n) are connected in G if and only if
they are in the same G; and they are connected in this G;.

In other words, (G),, , is the superposition of two graphs of M, _, if no vertex of
a row i, i=2, of G numbered j, j<2" 2 is connected to a vertex of row i+ 1
numbered k with k=2""2, The way V; is connected to V5 in G is irrelevant. To il-
lustrate this property, we state the classical ‘‘left-recursive’’ property of the Baseline
network as:

Lemma 3.5. (Bn)Z,n :Bn—l®Bn—l "

(B),,, possesses two connected components which are themselves Baseline MI
digraphs of size n—1. These components are connected via the first row V;. This



property is equivalent to the left-recursive construction of the Baseline network [6].
By induction, one can now verify using Lemma 3.5 that the Baseline MI digraph
satisfies the Banyan property.

Definition 3.6 (Total shuffle of MI digraphs ¥ ). Let G, and G, be two elements
of M, _, and G be an element of M, . We shall say that the subgraph (G), ,_, is the
total shuffle of Gy and G; and we shall note:

G)p-1= G,U G,

when the following two conditions are satisfied:

(i) The node x of V; (i<n) of G whose binary representation is (X, _y,..., X, _;+1
Xy_isXn_i_1s+-+5%1) 1S the node numbered (X, _1, ..., Xy i1, Xy_i—15 .-+, X7) iD the ith
row of Gy if x,_;=0, or G if x,_;=1.

(i) Two nodes x and y of V;x V;,; (1=i<n—1) are connected in G if and only
if they are in the same G; and they are connected in this G;.

Lemma 3.7. (B,);,-1 = B,_;UB,_; (Fig. 5).

Proof. Let us introduce the following partition of the nodes of B, into two sets C°
and C.

Let x be a node of V; whose binary representation is (x,_y,...,X;). If x,_; equals
0, then x is in C% x is in C! otherwise (see Fig. 5).

We shall prove now that the two graphs G° and G! whose nodes are in C° and
C! are the connected components of B, n-1-

Let us consider the node x in ¥; numbered (x,,_y, ..., X;). The node x has two sons
in ¥;,, which we denote by y and z. According to Definition 3.1, we have the
relations

Yn—i-1=Zp—i-1 = Xpn—j-
Therefore x, y, and z are in the same set C° or C!. The two fathers of x are in the
same set too. Therefore the graphs G° and G! are disconnected. But the Baseline

F1g5 The graph (B4)1,3



MI digraph satisfies the Banyan property; and this implies that the graph (G); -1
has at most two connected components. Therefore the graphs G° and G! are the

connected components of Gy ,_;:
(Bn-1=G°OGL

Now we have to prove that G%is a B,_;. If x is a node of C°N ¥}, then as a node
of (G)y,,—1 it is labeled (x,_1,..., %4150, %,—;—15-.-,X1), and as a node of the ith
row of CY, it is labeled (%,_{, .+v» Xy—js1»Xn—i—15 ---» X1)- 1f We consider as previously
the nodes x, y and z of C?, the relations between x;, y; and z; allow us to verify that
C? is a Baseline MI digraph of size n—1. [

As a corollary we have

Lemma 3.8. If G is an element of F, that satisfies
- (G)l,n—l =B,_; L'ijBn—l , and
— the relationship of adjacency between the two last rows is the same as in the
Baseline MI digraph,
then G is the Baseline MI digraph of size n.

Lemmas 3.5 and 3.7 imply also:

Lemma 3.9. The Baseline MI digraph satisfies the P(x, ) property.

4, Theorems of characterization

Lemma 4.1 (Fundamental Lemma). If G is a Banyan MI digraph such that:

- (G)Z,n=Bn—l®Bn—la and

— G satisfies the P(x, *) property,
then G and B, are isomorphic, and the nth component of the isomorphism is the
identity.

Proof. By induction on n.

n=2. There is only one MI digraph in £ . It is the B, MI digraph, and it satisfies
the conditions of the lemma.

Suppose the lemma holds for every p (p<n), and let G be a graph of F, which
satisfies the hypothesis. In particular (G), ,=B,_1® B,_; (see Fig.6). Applying
Lemma 3.7 to each of the B,_; we get:

(Gyn1 =By UB,_))®(B,_,UB,_)).

To these four B,_, correspond four subgraphs of G: R° Y° R!, Y! which con-
tain in particular the vertices of ¥, numbered j, 0</<2""3 2" 3<j<2"72 2" 2<
j<3-.2"73,3.2""3<j<2""! respectively (as shown in Fig. 7).



N/

n-1

Fig.6. Construction of G.

But (G)y,,-; possesses two connected components C° and C! since G satisfies
the P(1,n—1) property. (CO)Z,, 1 Is therefore the union of two connected com-
ponents chosen among R®, Y°, R!, Y. If we suppose that C° contains R°, then it
cannot also contain ¥° because R® and Y° are already connected via the last row
of G which satisfies the Banyan property. Therefore, only the two configurations
shown in Fig. 7 remain.

Case 1: C° contains Y!. In this case we apply to G the isomorphism S defined
so that

— the restriction of S to RyU ¥, is the identity automorphism,

— the restriction of S to R!U Y] is the 2’ automorphism,

— the restriction of S to the first row of G is the identity permutation.

This isomorphism exchanges R' and Y and it does not modify the last row.
Therefore, we have reduced the problem to the next case.

Case 2: C° contains R' (and C! contains ¥° and ¥1). In this case, every node
of the first row which is connected to R° is also connected to R!; otherwise it is
connected to Y% and ¥!. We can construct a sorting isomorphism 7 (see Fig. 8)
such that:

— the application of the restriction of 7 to the first row sorts the nodes in the
following manner: every node of ¥; connected to R has a lower number than
every node connected to YO;

— T does not modify the rest of G.

RC [ R0
v° v°
R' R'
Y'I Y]

Fig.7. The two constructions of C° and C!.



Fig.8. Construction of T(G).

The isomorphisms S and T have changed G into a structure of total shuffle of
C? and C! and both of them are the superposition of two B,_, MI digraphs:

(@)1 =C°0CY,  (C%u1=R°®R',  (C'), = YV°@Y'

and according to Lemma 2.14, C° and C! satisfy the P(x, #) property.

It is therefore possible to apply the induction hypothesis: there exist two isomor-
phisms S° and S! such that S%(C°) and S!(C;) are Baseline MI digraphs of size
n—1. We build then the last isomorphism U such that

— the restriction of U to C°is S°,
— the restriction of U to C'is S,
— the restriction of U to the last row of G is the identity permutation.

Then the digraph U(G) satisfies:
(U(G)yn-1 =B,-1UB,_,.

Note that the three isomorphisms S, 7, U do not modify the last row. Further-
more the adjacency relationship between the two last rows of G is also invariant.
Indeed, S leaves B, _; invariant and 7" does not modify the (z —1)th row as well as
U by induction assumption. Therefore Lemma 3.8 proves that U(G) is the B, MI
digraph. [

Theorem 4.2. Let G be a Banyan MI digraph. G is topologically equivalent to the
Baseline MI digraph if and only if G satisfies the P(x, *) property.

Proof. By induction on #.

As the properties P(*, *) and Banyan are preserved by graph isomorphisms, these
properties are necessary conditions.

When r =2, the theorem holds since B, is the unique graph of F,.

When n>2, suppose the theorem holds for every p<n and let G be an element
of F, that satisfies the P(+*, *) property. As G satisfies the P(2, n) property, G



has two connected components C° and C!, and using Lemma 2.14 each of them
satisfies the P(x, =) property.

Lemma 2.13 shows that C° and C! are members of F,_, . Therefore, we can con-
struct an isomorphism S that sorts C° and C I'so that every node of C° has a lower
number than every node of C!, and S leaves the first row of G unchanged. Then
S(Gyn-1=Co®CL.

By induction, there exist two isomorphisms that transform C° and C! into
Baseline MI digraph of size n—1. Then (G), ,-1=B,-1® B, _;.

According to Lemma 4.1, we know that G is isomorphic to the Baseline MI
digraph for size n. [

We now have a simple characterization of Baseline equivalent digraphs. However,
while the Banyan property is simple to verify, the P(i,j) property is a strong
topological property which might be expensive to check. Fortunately enough,
Theorem 4.5 will give a simpler characterization. Let us prove two preliminary

technical lemmas.

Lemma 4.3. If G is an element of F, satisfying the P(1, *) property, then for every
couple (i, k), 2<i<i+k=n, every connected component of (G)y ;. is in F;, and
is the union of 2¥ connected components of (G),,; connected by the k rows of G
Jrom i+1 to i+k.

Proof. We use Lemma 2.13 which proves that:

— the connected components of (G); ;. are in F 4,
— the connected components of (G), ; are in F;.

We also use the argument that the components of (G), ; are included in the com-
ponents of (G) ;1. A size argument gives the numerical result. [

Lemma 4.4. If G is an element of F, satisfying the P(x,n) property, then for every
pair (,k), 1<si—-k<i<n, every connected component of (G);_j., is in F j_iq1
and contains 2¥ components of (G)in-

Theorem 4.5. If G is a Banyan MI digraph, then G satisfies the P(x, %) property
if and only if G satisfies both the P(x,n) and P(l, +) properties.

Proof. If G satisfies the P(x, ) property, then it satisfies the P(x,n) and P(1, -)
properties.

Conversely, let us consider a pair (;,j) such that 1<i<j=<wn and let & be the
number 2/~ We want to prove that (G);; possesses 2"~ !~U~ connected com-
ponents. Obviously if i equals j this property holds. Let H be a connected compo-
nent of (G);; and let K be the last row of H. G is a Banyan MI digraph, so K has

at least « nodes.



However all the nodes of K are in distinct components of (G); ,. Indeed K is in-
cluded in some components of (G); ; and this component is Banyan because (G),,;
satisfies P(1, ) property. Therefore for any pair (x,») of elements of KN V; there
is a node w in the first row of G connected to x and y. If x and y are in the same
Banyan component of (G), ,, there exists also a node z in the last row of G con-
nected to x and y, and there exists two distinct paths in G from w to z, which leads
to a contradiction.

Then if K has more than ¢ elements, the row from i to j connect more than «
connected components of (G);,. This statement is in contradiction with Lemma
4.4. O

Due to the symmetry of the conditions of Theorem 4.5, if G is a Baseline isomor-
phic digraph, then the digraph G~! obtained from G by changing the orientation
of all the arcs is also a Baseline isomorphic digraph. The digraph G !is associated
to what is called the “‘reverse network’’ in the literature [7]. So we have the follow-
ing corollary

Corollary 4.6. If a network is equivalent to the Baseline network then its reverse
network is also equivalent to the Baseline network.

The reader may check that the other networks like Omega, Indirect Binary Cube
(and therefore their reverse Flip and Modified Data Manipulator) satisfy the condi-
tions of Theorem 4.5 (see [9] for proof concerning the Omega network).

5. Conclusion

We have defined a graph model of multistage interconnection networks which
yields an easy characterization of Baseline equivalent networks. Checking the condi-
tions can be formal using the networks definitions, or algorithmic in the more
general case of directed graphs. As the algorithm consists mainly in covering the
graph, its complexity is linear in the number of nodes.

The results obtained can be generalized to the case where the switching cells are
m x m Crossbar networks (see [9,13]). Furthermore relations between this model
and the algebraic formalization of the multistage interconnection networks are
made clear in [9]. Note that another approach have been used by Kruskal and Snir
[10]. They use graph theory plus labeling schemes of the routings in the network.
They defined a network isomorphism as a graph isomorphism which furthermore
preserves the labels of vertices. They give a sufficient condition, called the bidelta
property, to insure that a graph is isomorphic in their sense to the classical ones.
Our result is different in the sens that our characterization uses only graph (or
topological) properties. Finally both models are useful to study other general pro-
perties of these networks like rearrangeability [14], reliability and performance.



References

[1] D.P. Agrawal, Graph theoretical analysis and design of multistage interconnection networks, IEEE
Trans. Comput. 32 (1983) 637—648.

[2] D.P. Agrawal and S.C. Kim, On nonequivalent multistage interconnection networks, in: Pro-
ceedings International Conference on Parallel Processing (1981) 234-237.

[3] K.E. Batcher, The flip network in Staran, in: Proceedings International Conference on Parallel Pro-
cessing (1976) 65—-71.

[4] J.C. Bermond, J.M. Fourneau and A. Jean-Marie, Equivalence of multistage interconnection net-
works, Inform. Process. Lett. 26 (1987) 45—50. '

[5] T. Feng, Data manipulating functions in parallel processors and their implementations, IEEE
Trans. Comput. 23 (1974) 309-318.

[6] T. Feng, A survey of interconnection networks, Computer 14 (1981) 12-27.

[7]1 T. Feng and C. Wu, On a class of multistage interconnection networks, IEEE Trans. Comput. 29

(1980) 694—702.
[8] T. Feng and C. Wu, Tutorial: Interconnection Network for Parallel and Distributed Processing

(IEEE, New York, 1984).
[9] J.M. Fourneau, Modélisation des réseaux d’interconnexion, Thése de troisiéme cycle, Université

Paris Sud (1985).
[10] C.P. Kruskal and M. Snir, A unified theory of interconnection network structure, Theor. Comput.

Sci. 48 (1) (1986) 75—94.

[11] D.H. Lawrie, Access and alignment of data in an A.P., IEEE Trans. Comput. (1975) 1145-1155.

[12] M.C. Pease, The indirect binary cube microprocessors array, IEEE Trans. Comput. 26 (1977)
458—473.

[13] J.C. Bermond and J.M. Fourneau, Independent connections: An easy characterization of Baseline-
equivalent multistage interconnection networks, in: Proceedings International Conference on
Parallel Processing (1988) 187-190; extended version: Theor. Comput. Sci. (to appear).

[14] J.M. Fourneau, Rearrangeability of multistage interconnection networks, in: Proceedings Third In-
ternational Symposium on Computer and Information Sciences (ISCISIII), Cesme, Turkey (1938).



