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## 1 Presentation

The non linear shallow water model with topography [6] is widely used to describe geophysical flows and an extensive literature exists for its numerical approximation [16, 18, 9, 2, 5]. But the classical shallow water equations rely on the hydrostatic assumption and many shallow water type models taking into consideration the dispersive effects have been proposed and studied in the literature, see $[17,8,7,20,19,11,14,10,1]$, the list being non-exhaustive.

Considering a two-dimensional domain $\Omega \subset \mathbb{R}^{2}$ delimited by the boundary $\Gamma=$ $\Gamma_{i n} \cup \Gamma_{\text {out }} \cup \Gamma_{s}$ as described in Fig. 1-(a), some of the authors have proposed a family

[^0]of 2 d shallow water dispersive models written under the form [1]
\[

$$
\begin{array}{ll}
\frac{\partial h}{\partial t}+\frac{\partial(h u)}{\partial x}+\frac{\partial(h v)}{\partial y}=0, \\
\frac{\partial(h u)}{\partial t}+\frac{\partial}{\partial x}\left(h u^{2}+\frac{g}{2} h^{2}+h p\right)+\frac{\partial(h u v)}{\partial y}=-\left(g h+\frac{\gamma^{2}}{2} p\right) \frac{\partial z_{b}}{\partial x}, & \text { (2) :eq:eq2? } \\
\frac{\partial(h v)}{\partial t}+\frac{\partial(h u v)}{\partial x}+\frac{\partial}{\partial y}\left(h v^{2}+\frac{g}{2} h^{2}+h p\right)=-\left(g h+\frac{\gamma^{2}}{2} p\right) \frac{\partial z_{b}}{\partial y}, & \text { (3) ?eq:eq3? } \\
\frac{\partial(h w)}{\partial t}+\frac{\partial(h u w)}{\partial x}+\frac{\partial(h v w)}{\partial y}=\gamma p, & \text { (4) ?eq:eq4? } \\
\gamma w=-h \frac{\partial u}{\partial x}+\frac{\gamma^{2}}{2} u \frac{\partial z_{b}}{\partial x}-h \frac{\partial v}{\partial y}+\frac{\gamma^{2}}{2} v \frac{\partial z_{b}}{\partial y}, & \text { (5) eq:eq5 }
\end{array}
$$
\]

where $\mathbf{u}(t, \mathbf{x})=(u, v, w)^{T}$ is the velocity of the fluid with $\mathbf{x}=(x, y), p$ is the nonhydrostatic part of the fluid pressure, the total pressure is given by $p_{t o t}=g h / 2+p$ and $g$ represents the gravity acceleration. The value of the parameter $\gamma \in \mathbb{R}$ will be discussed in Remark 1. The water depth (resp. the topography profile) is denoted $h(t, \mathbf{x})$ (resp. $\left.z_{b}(\mathbf{x})\right)$ and the free surface is defined by (see Fig. 1-(b))

$$
\eta(t, \mathbf{x}):=h(t, \mathbf{x})+z_{b}(\mathbf{x})
$$

(6) ? eq: fluid_domain?


Fig. 1 Model domain and notations, (a) view from above and (b) vertical cross section.
〈pap2D_fig:modelDomain〉
For smooth solutions, the system (1)-(5) satisfies the following energy balance

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\nabla_{0} \cdot\left(\mathbf{u}\left(E+\frac{g}{2} h^{2}+h p\right)\right)=0 \tag{7}
\end{equation*}
$$

with the operator $\nabla_{0}=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, 0\right)^{T}$ and

$$
\begin{equation*}
E=h\left(u^{2}+v^{2}+w^{2}\right) / 2+g\left(\eta^{2}-z_{b}^{2}\right) / 2 \tag{8}
\end{equation*}
$$

The system (1)-(5) defines a family $\left\{\mathcal{M}_{\gamma}\right\}$ of dispersive models written in the more compact form

$$
\begin{array}{rlrl}
\frac{\partial h}{\partial t}+\nabla_{0} \cdot(h \mathbf{u}) & =0, & \text { (9) todeq:nh1 } \\
\frac{\partial(h \mathbf{u})}{\partial t}+\nabla_{0} \cdot(h \mathbf{u} \otimes \mathbf{u})+\nabla_{0}\left(\frac{g}{2} h^{2}\right)+\nabla_{s w}^{\gamma} p & =-g h \nabla_{0}\left(z_{b}\right), & & \text { (10) ?todeq:nh2? } \\
\operatorname{div}_{s w}^{\gamma}(\mathbf{u}) & =0, & \text { (11) todeq:nh3 }
\end{array}
$$

where the shallow water versions of the gradient and divergence operators are defined by

$$
\begin{align*}
\nabla_{s w}^{\gamma} f & =\left(\begin{array}{c}
h \frac{\partial f}{\partial x}+f \frac{\partial \zeta}{\partial x} \\
h \frac{\partial f}{\partial y}+f \frac{\partial \zeta}{\partial y} \\
-\gamma f
\end{array}\right),  \tag{12}\\
\operatorname{div}_{s w}^{\gamma}(\mathbf{w}) & =\frac{\partial\left(h w_{1}\right)}{\partial x}+\frac{\partial\left(h w_{2}\right)}{\partial y}-w_{1} \frac{\partial \zeta}{\partial x}-w_{2} \frac{\partial \zeta}{\partial y}+\gamma w_{3},
\end{align*}
$$

(13) todeq: divsw
for $\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)^{T}$ and

$$
\begin{equation*}
\zeta=h+\frac{\gamma^{2}}{2} z_{b} \tag{14}
\end{equation*}
$$

Whereas $\zeta$ depends on $\gamma$, for the sake of simplicity, we have adopted a simplified notation and $\zeta_{\gamma}$ is replaced by $\zeta$.

The model studied in this paper consists in a compressible version of the model (9)(11) where the divergence free constraint (11) is replaced by an evolution equation a relaxed version of (11) - modeling the propagation of acoustic-type waves.

Remark 1 The value of the parameter $\gamma$ is discussed in [1]. Here we just recall the two extreme hydraulic regimes that can be represented by shallow water models. First the case where $u \ll \sqrt{g h}$ i.e. the fluid velocity is very small compared to the water wave velocity or equivalently the Froude number is very low. In this situation the value $\gamma=\sqrt{3}$ is well adapted since $\mathcal{M}_{\sqrt{3}}$ corresponds to the well known GreenNaghdi model [17]. Another typical situation is the case of advection dominated flows $-u$ cannot be neglected with respect to $\sqrt{g h}$ - where the value $\gamma=2$ is more appropriate.

The numerical analysis of the system (9)-(11) is studied in [1] and a numerical scheme based on a projection-correction scheme [12] has been proposed. Since the model (9)-(11) appears as an extension of the classical Saint-Venant system, the hyperbolic part is treated using a finite volume approach - explicit in time - coupled with the resolution of a saddle point problem - implicit in time - corresponding to an elliptic-type equation for the contribution of the dispersive terms.

Because of the divergence free constraint (11) used to approximate the nonhydrostatic part of the pressure $p$, an implicit treatment is natural (see Sec. 3.2) but it significantly increases the computational costs. Indeed, an explicit in time scheme constrained by a CFL condition is required for the approximation of the
hyperbolic part implying small time steps but simple computations of the numerical fluxes. Whereas the dispersive terms are obtained though the resolution of an elliptic equation for the whole domain. Therefore, for the numerical approximation of the model (9)-(11) over a 2D geometrical domain discretized with $N$ cells, at each time step we have to compute $O(N)$ numerical fluxes and to perform the resolution of a linear symmetric problem. For a stationary linear symmetric problem having at our disposal a good preconditioner, the resolution cost can be estimated as $O(N \log N)$ computations but in our situation, the matrices depend on time - and hence have to be built at each time step - and we do not have any high-performance preconditioner. Hence the computational costs can be estimated as $O\left(N^{3 / 2}\right)$, the resolution of the elliptic part becoming very limitative.

In this paper we propose, starting from the compressible Navier-Stokes, a modified version of (9)-(11) allowing to propagate both water and acoustic-type waves. The proposed model consists in modifying Eq. (11) in order to include compressibility effects. The new formulation has another advantage since it is possible to discretize it with a fully explicit time scheme and the computational costs are asymptotically $O(N / \sqrt{\varepsilon}), \sqrt{\varepsilon}$ being a parameter that will be precised later. Even if the parameter $\varepsilon$ can be small, in 2 d cases or with fine meshes we have $\varepsilon N \gg 1$ and hence $O(N / \sqrt{\varepsilon}) \ll O\left(N^{3 / 2}\right)$.

This paper is organized as follows. First starting from the 3d compressible NavierStokes equations, we derive a 2 d shallow water model where the acoustic waves - that can be seen as pseudo-compressibility effects - are considered. Then a numerical scheme - explicit in time - is proposed for this 2 d model and its properties are studied. Some stability properties - especially a discrete entropy inequality - for the proposed scheme are established in the 1d context. Finally for a well known test case, an illustration comparing the implicit strategy and the resolution of the pseudo-compressible model are presented and the associated computational costs are given.

## 2 A compressible and dispersive model in shallow water context

? $\langle\mathrm{sec}:$ :NSF $\rangle \boldsymbol{?}$ In this section, we derive a shallow water approximation of the 3 d compressible Navier-Stokes with free surface. The model obtained in Prop. 4 propagates both water and acoustic waves and its dispersive properties are studied. Finally, considering the acoustic velocity is very large compared to the gravity wave velocity, we propose a new formulation as a pseudo-compressible shallow water dispersive model.

### 2.1 The compressible Navier-Stokes-Fourier system

We consider the classical compressible Navier-Stokes system describing a free surface gravitational 3d flow over a bottom topography $z_{b}(x, y)$,

$$
\begin{aligned}
& \frac{\partial \tilde{\rho}}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U})=0, \\
& \frac{\partial(\tilde{\rho} \mathbf{U})}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U} \otimes \mathbf{U})+\nabla \tilde{p}-\nabla \cdot \sigma=\tilde{\rho} \mathbf{g}, \\
& \frac{\partial}{\partial t}\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}+\tilde{\rho} e\right)+\nabla \cdot\left(\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}+\tilde{\rho} e+\tilde{p}-\sigma\right) \mathbf{U}\right)=-\nabla \cdot Q_{\tilde{T}}-\tilde{\rho} \mathbf{g} \cdot \mathbf{U},(17) \text { eq:NSF_energy }
\end{aligned}
$$

(15) eq:mass_cons
(16) eq:NSF_2d3
where $\mathbf{U}=\left(u_{1}, u_{2}, u_{3}\right)^{T}$ is the velocity, $\tilde{\rho}$ is the density, $\tilde{p}$ is the fluid pressure, $\sigma$ is the viscosity stress and $\mathbf{g}=(0,0,-g)^{T}$ represents the gravity forces. The internal specific energy is denoted by $e$, the temperature by $\tilde{T}$. The heat flux $Q_{\tilde{T}}$ obeys the Fourier law $Q_{\tilde{T}}=-\tilde{\lambda} \nabla \tilde{T}$, which explains the name "Navier-Stokes-Fourier", $\tilde{\lambda}$ being the heat conductivity. The symbol $\nabla$ denotes $\nabla=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)^{T}$. In the following, we will also use the notation $\mathbf{v}=\left(u_{1}, u_{2}\right)^{T}$ for the horizontal velocity and $\nabla_{x, y}$ corresponds to the projection of $\nabla$ on the horizontal plane i.e. $\nabla_{x, y}=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)^{T}$. The square norm of the velocity vector is $|\mathbf{U}|^{2}=u_{1}^{2}+u_{2}^{2}+u_{3}^{2}$.


Fig. 2 Flow domain with water height $h(t, \mathbf{x})$, free surface $\eta(t, \mathbf{x})$ and bottom $z_{b}(\mathbf{x})$.

The term $\tilde{\rho} \mathbf{g} \cdot \mathbf{U}=-\tilde{\rho} g u_{3}$ in (17) prevents this equation from being directly a local energy conservation law. But multiplying the mass conservation (15) by $z$ we get the identity

$$
\frac{\partial(z \tilde{\rho})}{\partial t}+\nabla \cdot(z \tilde{\rho} \mathbf{U})=\tilde{\rho} u_{3}
$$

(18) eq:def_w

Computing the integral along the vertical axis of relation (18) and using the boundary conditions (24),(22) one obtains

$$
\frac{\partial}{\partial t} \int_{z_{b}}^{\eta} g z \tilde{\rho} d z+\nabla_{x, y} \cdot \int_{z_{b}}^{\eta} g z \tilde{\rho} \mathbf{v} d z=\int_{z_{b}}^{\eta} g \tilde{\rho} u_{3} d z
$$

(19) ?eq:def_w_sw?
which is the integrated local conservation of gravitational potential energy.

Regarding constitutive equations, we assume that the fluid is Newtonian i.e. the viscous part of the Cauchy stress depends linearly on the velocity and is given by

$$
\sigma=\xi \nabla \cdot \mathbf{U} \mathbf{1}+2 \mu D(\mathbf{U})
$$

where $\mu$ is the viscosity coefficient, $\xi$ is the second viscosity and $D(\mathbf{U})=(\nabla \mathbf{U}+$ $\left.(\nabla \mathbf{U})^{T}\right) / 2$.

Among the thermodynamic variables $\tilde{\rho}, \tilde{p}, \tilde{T}, e$, only two of them are independent. Indeed, we have a state law under the form

$$
f(\tilde{\rho}, \tilde{T}, \tilde{p})=0
$$

(20) eq:NSF_state_eq
where $f$ is a real valued function. We give some examples below. Moreover, the thermodynamic variables are linked by the identity

$$
d e=\frac{\tilde{p}}{\tilde{\rho}^{2}} d \tilde{\rho}+\tilde{T} d s
$$

(21) eq: thermo_id
where $s$ is the specific entropy of the fluid. Classically, in order to have a convenient entropy dissipation one has to assume that $-s$ is a convex function of $1 / \tilde{\rho}, e$.

### 2.1.1 Boundary conditions at the bottom

? $\langle$ subsubsec: bc_bottom $\rangle$ ? Let $\mathbf{n}_{b}$ and $\mathbf{n}_{s}$ be the unit outward normals at the bottom and at the free surface respectively, defined by (see Fig 2)

$$
\mathbf{n}_{b}=\frac{1}{\sqrt{1+\left|\nabla_{x, y} z_{b}\right|^{2}}}\binom{\nabla_{x, y} z_{b}}{-1}, \quad \mathbf{n}_{s}=\frac{1}{\sqrt{1+\left|\nabla_{x, y} \eta\right|^{2}}}\binom{-\nabla_{x, y} \eta}{1} .
$$

On the bottom we prescribe an impermeability condition

$$
\mathbf{U} \cdot \mathbf{n}_{b}=0
$$

(22) eq: bottom
and a friction condition given e.g. by a Navier law

$$
\left(\Sigma \cdot \mathbf{n}_{b}\right) \cdot \mathbf{t}_{i}=-\kappa \mathbf{U} \cdot \mathbf{t}_{i}, \quad i=1,2
$$

(23) ? eq: fric?
with $\kappa$ a Navier coefficient and $\left(\mathbf{t}_{i}, i=1,2\right)$ two tangential vectors.

### 2.1.2 Boundary conditions at free surface

? $\langle$ subsubsec: bc_freesurf $f$ ? On the free surface $z=\eta(t, x, y)$, we use the kinematic boundary condition

$$
\frac{\partial \eta}{\partial t}+\mathbf{v}(t, x, y, \eta) \cdot \nabla_{x, y} \eta-u_{3}(t, x, y, \eta)=0
$$

(24) eq: free_surf
and the no stress condition

$$
\Sigma \cdot \mathbf{n}_{s}=-p^{a}(t, x, y) \mathbf{n}_{s}+W(t, x, y) \mathbf{t}_{s},
$$

(25) ?eq:bound3ns?
where $p^{a}(t, x, y), W(t, x, y)$ are two given external forcings, $p^{a}$ (resp. $W$ ) mimics the effects of the atmospheric pressure (resp. the wind blowing at the free surface) and $\mathbf{t}_{s}$ is a given unit horizontal vector. Throughout the paper we assume $p^{a}=c s t, W=0$. For the temperature, Neumann or Dirichlet boundary conditions can be considered.

### 2.1.3 Boundary conditions for the temperature

The heat flux in Eq. (17) requires to define boundary conditions for the temperature. Moreover when the state law (20) will be precised, the definition of the temperature at each boundary will be mandatory. We can choose either Neumann or Dirichlet conditions namely at the bottom

$$
\lambda \frac{\partial \tilde{T}}{\partial \mathbf{n}_{b}}=F \tilde{T}_{b}^{0}
$$

(26) ? BC: neumann_bottom?
or

$$
\tilde{T}_{b}=\tilde{T}_{b}^{0}
$$

(27) ?BC:dirichlet_bottom?
and at the free surface

$$
\lambda \frac{\partial \tilde{T}}{\partial \mathbf{n}_{s}}=F \tilde{T}_{s}^{0},
$$

(28) ? BC : neumann_surface?
or

$$
\tilde{T}_{s}=\tilde{T}_{s}^{0}
$$

(29) ? $\underline{B C}$ :dirichlet_surface?
where $F \tilde{T}_{b}^{0}, F \tilde{T}_{s}^{0}$ are two given temperature fluxes and $\tilde{T}_{b}^{0}, T_{s}^{0}$ are two given temperatures.

### 2.2 Thermodynamic considerations

Taking the scalar product of Eq. (16) by $\mathbf{U}$ yields the kinetic energy equation

$$
\frac{\partial}{\partial t}\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}\right)+\nabla \cdot\left(\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}+\tilde{p}-\sigma\right) \mathbf{U}\right)=\tilde{p} \nabla \cdot \mathbf{U}-\sigma: D(\mathbf{U})+\tilde{\rho} \mathbf{g} \cdot \mathbf{U} .
$$

(30) eq:NSF_kin_energy

Subtracting (30) to (17) gives the equation for the internal energy

$$
\frac{\partial(\tilde{\rho} e)}{\partial t}+\nabla \cdot(\tilde{\rho} e \mathbf{U})=-\tilde{p} \nabla \cdot \mathbf{U}+\sigma: D(\mathbf{U})-\nabla \cdot Q_{\tilde{T}}
$$

or equivalently

$$
\tilde{\rho} \frac{D e}{D t}=-\tilde{p} \nabla \cdot \mathbf{U}+\sigma: D(\mathbf{U})-\nabla \cdot Q_{\tilde{T}}
$$

(31) eq:NSF_internal_energy_2
with the classical notation $D / D t \equiv \partial / \partial t+\mathbf{U} \cdot \nabla$. We can write the continuity equation (15) as

$$
\tilde{\rho} \frac{D \tilde{\rho}}{D t}+\tilde{\rho}^{2} \nabla \cdot \mathbf{U}=0
$$

(32) eq:mass_cons_divu

With the thermodynamic relation (21) one can write $d s=d e / \tilde{T}-\left(\tilde{p} / \tilde{T} \tilde{\rho}^{2}\right) d \tilde{\rho}$, thus multiplying (31) by $1 / \tilde{T}$ and (32) by $-\tilde{p} / \tilde{T} \tilde{\rho}^{2}$ we obtain

$$
\tilde{\rho} \frac{D s}{D t}=\frac{1}{\tilde{T}} \sigma: D(\mathbf{U})-\frac{1}{\tilde{T}} \nabla \cdot Q_{\tilde{T}}
$$

(33) eq:NSF_specific-entropy-1

This can be written also

$$
\frac{\partial(\tilde{\rho} s)}{\partial t}+\nabla \cdot(\tilde{\rho} s \mathbf{U})=\frac{1}{\tilde{T}} \sigma: D(\mathbf{U})-\nabla \cdot \frac{Q_{\tilde{T}}}{\tilde{T}}-Q_{\tilde{T}} \cdot \frac{\nabla \tilde{T}}{\tilde{T}^{2}}
$$

(34) ? eq: NSF_specific-entropy-2?
which gives the increase with time of $\int \tilde{\rho} s$, the second principle of thermodynamics.
The state law (20) or (21) plays the role of a closure relation. It can have several forms, for example $e=e(\tilde{\rho}, s)$, but in many cases it is easier to specify an equation of state having the form $\tilde{p}=\tilde{p}(\tilde{\rho}, \tilde{T})$ rather than $e=e(\tilde{\rho}, s)$, and this leads to

$$
\begin{equation*}
d \tilde{p}=\left(\frac{\partial \tilde{p}}{\partial \tilde{\rho}}\right)_{\tilde{T}} d \tilde{\rho}+\left(\frac{\partial \tilde{p}}{\partial \tilde{T}}\right)_{\tilde{\rho}} d \tilde{T} \tag{35}
\end{equation*}
$$

Therefore, from Eqs. (35),(33) and using Eqs. (32) we get

$$
\begin{aligned}
& \tilde{\rho} \frac{D \tilde{p}}{D t}+\tilde{\rho}^{2}\left(\left(\frac{\partial \tilde{p}}{\partial \tilde{\rho}}\right)_{\tilde{T}}+\left(\frac{\partial \tilde{p}}{\partial \tilde{T}}\right)_{\tilde{\rho}}\left(\frac{\partial \tilde{T}}{\partial \tilde{\rho}}\right)_{s}\right) \nabla \cdot \mathbf{U}= \\
& \frac{1}{\tilde{T}}\left(\frac{\partial \tilde{p}}{\partial \tilde{T}}\right)_{\tilde{\rho}}\left(\frac{\partial \tilde{T}}{\partial s}\right)_{\tilde{\rho}}\left(\sigma: D(\mathbf{U})-\nabla \cdot Q_{\tilde{T}}\right) . \quad \text { (36) ?eq:NSF_pressure_1? }
\end{aligned}
$$

Using the chain rule this can be written

$$
\tilde{\rho} \frac{D \tilde{p}}{D t}+\tilde{\rho}^{2} \tilde{c}^{2} \nabla \cdot \mathbf{U}=\frac{1}{\tilde{T}}\left(\frac{\partial \tilde{p}}{\partial s}\right)_{\tilde{\rho}}\left(\sigma: D(\mathbf{U})-\nabla \cdot Q_{\tilde{T}}\right),
$$

(37) eq:NSF_pressure_2
with the sound speed $\tilde{c}$ given by

$$
\tilde{c}^{2}=\left(\frac{\partial \tilde{p}}{\partial \tilde{\rho}}\right)_{\tilde{T}}+\left(\frac{\partial \tilde{p}}{\partial \tilde{T}}\right)_{\tilde{\rho}}\left(\frac{\partial \tilde{T}}{\partial \tilde{\rho}}\right)_{s}=\left(\frac{\partial \tilde{p}}{\partial \tilde{\rho}}\right)_{s} .
$$

(38) eq: sound_velocity

Neglecting fluid viscosities and the diffusivity i.e. $\mu=\xi=0, \lambda=0$, the set of equations (15),(16) and (37) writes

$$
\begin{array}{ll}
\frac{\partial \tilde{\rho}}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U})=0, & \text { (39) eq:NSF_ac1 } \\
\frac{\partial(\tilde{\rho} \mathbf{U})}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U} \otimes \mathbf{U})+\nabla \tilde{p}=\tilde{\rho} \mathbf{g}, & \text { eq:NSF_ac2? } \\
\frac{\partial(\tilde{\rho} \tilde{p})}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U} \tilde{p})+\tilde{\rho}^{2} \tilde{c}^{2} \nabla \cdot \mathbf{U}=0, & \text { (41) eq:NSF_ac3 }
\end{array}
$$

completed with the boundary conditions (22),(24) and with an abuse of notation

$$
\begin{equation*}
\tilde{p}(t, x, y, \eta)=p^{a}(t, x, y) \tag{42}
\end{equation*}
$$

The system (39)-(41) with the boundary conditions (22),(24) and (42) is a reformulation of the compressible Euler system where the acoustic velocity explicitely appears. For the system (39)-(41), the energy balance

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}+\tilde{\rho} e\right)+\nabla \cdot\left(\left(\tilde{\rho} \frac{|\mathbf{U}|^{2}}{2}+\tilde{\rho} e+\tilde{p}\right) \mathbf{U}\right)=-\tilde{\rho} \mathbf{g} \cdot \mathbf{U} \tag{43}
\end{equation*}
$$

holds.

### 2.3 Acoustic waves and water waves

The system (39)-(41) - completed with the boundary conditions (22),(24) and (42) is a compressible model with a free surface and hence acoustic and water waves can propagate.

Let us define $\hat{p}$ by

$$
\tilde{p}=p^{a}+\int_{z}^{\eta} \tilde{\rho} g d z+\hat{p}
$$

with $p^{a}=c s t$ thus $\hat{p}$ denotes the non-gravitational part of the pressure. Then the system (39)-(41) with (22) and (24) also writes

$$
\begin{aligned}
& \frac{\partial \tilde{\rho}}{\partial t}+\nabla \cdot(\tilde{\rho} \mathbf{U})=0, \\
& \frac{\partial \mathbf{U}}{\partial t}+(\mathbf{U} \cdot \nabla) \mathbf{U}+\frac{1}{\tilde{\rho}} \nabla \hat{p}+\frac{1}{\tilde{\rho}} \nabla \int_{z}^{\eta} \tilde{\rho} g d z_{1}=\mathbf{g}, \\
& \frac{\partial}{\partial t}\left(\int_{z}^{\eta} \tilde{\rho} g d z+\hat{p}\right)+\mathbf{U} \cdot \nabla\left(\int_{z}^{\eta} \tilde{\rho} g d z+\hat{p}\right)+\tilde{\rho} \tilde{c}^{2} \nabla \cdot \mathbf{U}=0, \\
& \frac{\partial h}{\partial t}+\mathbf{v}_{s} \cdot \nabla_{x, y} h=u_{3, s},
\end{aligned}
$$

where the subscript corresponds to the value of the free surface $z=\eta$.
Assuming a flat bottom and in a two dimensional setting ( $x, z$ ), the system (44)(47) has the following compact formulation

$$
M \frac{\partial Y}{\partial t}+A_{x} \frac{\partial Y}{\partial x}+A_{z} \frac{\partial Y}{\partial z}=S
$$

(48) eq:sys_quasi_lin
with

$$
\begin{aligned}
& Y=\left(\begin{array}{c}
\tilde{\rho} \\
u_{1} \\
u_{3} \\
\hat{p} \\
h
\end{array}\right), \quad A_{x}=\left(\begin{array}{ccccc}
u_{1} & \tilde{\rho} & 0 & 0 & 0 \\
\frac{g(h-z)}{\tilde{\rho}} & u_{1} & 0 & \frac{1}{\tilde{\rho}} & g \\
0 & 0 & u_{1} & 0 & 0 \\
g(h-z) u_{1} & \tilde{\rho} \tilde{c}^{2} & 0 & u_{1} & g \\
0 & \tilde{\rho} u_{1} \\
0 & 0 & 0 & 0 & u_{1, s}
\end{array}\right), \\
& A_{z}=\left(\begin{array}{ccccc}
u_{3} & 0 & \tilde{\rho} & 0 & 0 \\
0 & u_{3} & 0 & 0 & 0 \\
0 & 0 & u_{3} & \frac{1}{\tilde{\rho}} & 0 \\
0 & 0 & \tilde{\rho} \tilde{c}^{2} & u_{3} & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \quad M=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
g(h-z) & 0 & 0 & 1 & \tilde{\rho} g \\
0 & 0 & 0 & 0 & 1
\end{array}\right),
\end{aligned}
$$

and

$$
S=\left(\begin{array}{c}
0 \\
\frac{g}{\tilde{\rho}} \frac{\partial}{\partial x} \int_{z}^{h}\left(\tilde{\rho}(t, x, z)-\tilde{\rho}\left(t, x, z_{1}\right)\right) d z_{1} \\
0 \\
g \frac{\partial}{\partial t} \int_{z}^{h}\left(\tilde{\rho}(t, x, z)-\tilde{\rho}\left(t, x, z_{1}\right)\right) d z_{1}-g u_{1} \frac{\partial}{\partial x} \int_{z}^{h}\left(\tilde{\rho}(t, x, z)-\tilde{\rho}\left(t, x, z_{1}\right)\right) d z_{1}+g \tilde{\rho} u_{3} \\
u_{3, s}
\end{array}\right) .
$$

Considering we are in a shallow water context, we can further assume

$$
\frac{\partial \tilde{\rho}}{\partial z}=\frac{\partial u_{1}}{\partial z}=0
$$

(49) ?eq: sw_regime?
then the system (48) reduces to

$$
M^{s w} \frac{\partial Y}{\partial t}+A_{x}^{s w} \frac{\partial Y}{\partial x}+A_{z} \frac{\partial Y}{\partial z}=B
$$

(50) ?eq: sys_quasi_lin1?
with

$$
A_{x}^{s w}=\left(\begin{array}{ccccc}
u_{1} & \tilde{\rho} & 0 & 0 & 0 \\
\frac{g(h-z)}{\tilde{\rho}} & u_{1} & 0 & \frac{1}{\tilde{\rho}} & g \\
0 & 0 & u_{1} & 0 & 0 \\
g h u_{1} & \tilde{\rho}\left(\tilde{c}^{2}+g z\right) & 0 & u_{1} & g \tilde{\rho} u_{1} \\
0 & 0 & 0 & 0 & u_{1}
\end{array}\right), \quad M^{s w}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
g h & 0 & 0 & 1 & \tilde{\rho} g \\
0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

The eigenvalues of the matrix $a A_{x}^{s w}+b A_{z}^{s w}$ for $(a, b) \in \mathbb{R}^{2}$ cannot be easily computed explicitely but the following result holds.

Proposition 1 The eigenvalues of the matrix $\left(M^{s w}\right)^{-1}\left(a A_{x}^{s w}+b A_{z}^{s w}\right)$ with $u_{1}=u_{3}=$ 0 , are given by

$$
0, \pm \frac{1}{2} \sqrt{2 C_{1} \pm 2 \sqrt{C_{2}+C_{3}}},
$$

with

$$
\begin{aligned}
& C_{1}=\tilde{c}^{2}\left(a^{2}+b^{2}\right)-b^{2} g h, \quad C_{2}=\left(a^{2}+b^{2}\right)^{2} \tilde{c}^{4}+b^{2} g^{2}\left(8 a^{2} h z-4 a^{2} z^{2}+b^{2} h^{2}\right), \\
& C_{3}=-2 b^{2}\left(3 a^{2}+b^{2}\right) \tilde{c}^{2} g h .
\end{aligned}
$$

Remark 2 Notice that the quantities $C_{2}$ is non-negative whereas $C_{3}$ is non-positive. In the situation where $\tilde{c}^{2} \geq g h$ that is encountered in practice, then $C_{1} \geq 0, C_{2}+C_{3} \geq 0$ and $C_{1}-\sqrt{C_{2}+C_{3}} \geq 0$ therefore the system has 4 real eigenvalues. But when $\tilde{c}^{2} \leq g h$ - corrresponding to a less realistic situation - then complex eigenvalues could appear.

Notice also that we are considering situations where $\tilde{c} \gg 1$ (see Eq. (84) below), hence the eigenvalues defined by (51) satisfy the estimates

$$
\begin{equation*}
0, \pm \tilde{c} \sqrt{a^{2}+b^{2}}+O\left(\frac{1}{\tilde{c}}\right), \pm \sqrt{g h} \frac{a b}{\sqrt{a^{2}+b^{2}}}+O\left(\frac{1}{\tilde{c}^{2}}\right) \tag{52}
\end{equation*}
$$

Proof (Proof of Prop. 1) The proof relies on simple computations that are not presented here.

### 2.4 A shallow water approximation

For free surface flows, the vertical direction plays a particular role since it corresponds to the direction of the gravity. Moreover the fluid domain, in our case, is thin in this direction and the two following proposition hold.

Proposition 2 A shallow water approximation of the compressible Euler system (22), (24),(39)-(41) leads to the model

$$
\begin{array}{ll}
\frac{\partial \eta}{\partial t}+\mathbf{u} \cdot \nabla_{0} \cdot \eta=\gamma w, & \text { (53) eq:mod_sw0 } \\
\frac{\partial(\rho h)}{\partial t}+\nabla_{0} \cdot(\rho h \mathbf{u})=0, & \text { eq:mod_sw1 } \\
\frac{\partial(\rho h u)}{\partial t}+\frac{\partial}{\partial x}\left(\rho h u^{2}+\frac{\rho g}{2} h^{2}+h P\right)+\frac{\partial(\rho h u v)}{\partial y}=-\left(\rho g h+\frac{\gamma^{2}}{2} P\right) \frac{\partial z b}{\partial x}, & \text { (55) eq:mod_sw2 } \\
\frac{\partial(\rho h v)}{\partial t}+\frac{\partial(\rho h u v)}{\partial x}+\frac{\partial}{\partial y}\left(\rho h v^{2}+\frac{\rho g}{2} h^{2}+h P\right)=-\left(\rho g h+\frac{\gamma^{2}}{2} P\right) \frac{\partial z b}{\partial y}, & \text { (56) eq:mod_sw2bis? } \\
\frac{\partial(\rho h w)}{\partial t}+\nabla_{0} \cdot(\rho h w \mathbf{u})=\gamma P, & \text { (57) eq:mod_sw3 } \\
\frac{\partial}{\partial t}\left(\rho h P+\frac{\rho^{2} g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(\rho h P+\frac{\rho^{2} g h^{2}}{2}\right) \mathbf{u}\right)+\bar{\rho}_{0}^{2} c^{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0 . & \text { (58) eq:mod_sw4 }
\end{array}
$$

〈prop：model0＿deriv〉

Proposition 3 Smooth solutions of the system（53）－（58）satisfy the energy balance

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\left(2-\frac{\gamma^{2}}{2}\right)\right. & \left.\rho g h z_{b}+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\left(2-\frac{\gamma^{2}}{2}\right) \rho g h z_{b}\right.\right. \\
+ & \left.\left.\frac{\rho g}{2} h^{2}+h P+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)\right)=-\frac{\gamma}{2} \rho g h w, \tag{59}
\end{align*}
$$

that is a shallow water version of Eq．（17）．Equation（59）can be written in a conservative form given by

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\rho g \frac{h \zeta}{2}+\frac{h}{2 \bar{\rho}_{0} c^{2}}(P\right. & \left.\left.+\frac{\rho g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\rho g \frac{h \zeta}{2}\right.\right. \\
& \left.\left.+\frac{\rho g}{2} h^{2}+h P+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)\right)=0
\end{aligned}
$$

（60） ？eq：mod＿sw6bis？

〈prop：energy0＿deriv〉
In a more compact form，the system（53）－（58）can be rewritten under the form

$$
\begin{array}{ll}
\frac{\partial \eta}{\partial t}+\mathbf{u} \cdot \nabla_{0} \cdot \eta=\gamma w, & (61) \text { ?eq:mod_sw00? } \\
\frac{\partial(\rho h)}{\partial t}+\nabla_{0} \cdot(\rho h \mathbf{u})=0, & (62) \text { ?eq:mod_sw11? } \\
\frac{\partial(\rho h \mathbf{u})}{\partial t}+\nabla_{0} \cdot(\rho h \mathbf{u} \otimes \mathbf{u})+\nabla_{0}\left(\frac{\rho g}{2} h^{2}\right)+\nabla_{s w}^{\gamma} P=-g h \nabla_{0}\left(z_{b}\right), & \text { eq:mod_sw22? } \\
\frac{\partial}{\partial t}\left(\rho h P+\frac{\rho^{2} g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(\rho h P+\frac{\rho g h^{2}}{2}\right) \mathbf{u}\right)+\rho^{2} c^{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0, & (64) \text { ?eq:mod_sw33? }
\end{array}
$$

Notice that whereas the model described in Prop． 2 and the model（9）－（11）differ，we have kept the same notations for the variables of each model．

The two operators $\operatorname{div}_{s w}^{\gamma}$ and $\nabla_{s w}^{\gamma}$ defined by (12),(13) appears in Eqs. (55)-(58) and, whatever the value of $\gamma$, the duality relation

$$
\int_{\Omega} \nabla_{s w}^{\gamma}(f) \cdot \mathbf{w} d \mathbf{x}=-\int_{\Omega} \operatorname{div}_{s w}^{\gamma}(\mathbf{w}) f d \mathbf{x}+\int_{\Gamma} h f \mathbf{w} \cdot \mathbf{n} d s
$$

(66) todeq: duality
holds where the vector $\mathbf{n}=\left(n_{x}, n_{y}, 0\right)^{T}$ is the outward unit normal vector to the boundary $\Gamma$, see Fig. 1. In Eq. (66), $f$ and $\mathbf{w}$ belong to suitable function spaces that will be precised later.

Proof (Proof of Prop. 2) It is easy to see (cf. [15, Lemma 2.1]) that a depth averaging of the compressible Euler system with gravity and free surface (39)-(41) completed with the boundary conditions (22),(24),(42) leads to

$$
\begin{aligned}
& \frac{\partial}{\partial t} \int_{z_{b}}^{\eta} \tilde{\rho} d z+\nabla_{x, y} \cdot \int_{z_{b}}^{\eta} \tilde{\rho} \mathbf{v} d z=0, \\
& \frac{\partial}{\partial t} \int_{z_{b}}^{\eta} \tilde{\rho} \mathbf{v} d z+\nabla_{x, y} \cdot \int_{z_{b}}^{\eta} \tilde{\rho} \mathbf{v} \otimes \mathbf{v} d z+\nabla_{x, y} \int_{z_{b}}^{\eta} \tilde{p} d z=\tilde{p}\left(t, \mathbf{x}, z_{b}(\mathbf{x})\right) \nabla_{x, y} z_{b}(68) \text { eq: euler_3d22? } \\
& \frac{\partial}{\partial t} \int_{z_{b}}^{\eta} \tilde{\rho} u_{3} d z+\nabla_{x, y} \cdot \int_{z_{b}}^{\eta} \tilde{\rho} u_{3} \mathbf{v} d z=\tilde{p}\left(t, \mathbf{x}, z_{b}(\mathbf{x})\right)-\int_{z_{b}}^{\eta} \tilde{\rho} g d z, \\
& \frac{\partial}{\partial t} \int_{z_{b}}^{\eta} \tilde{\rho} \tilde{p} d z+\nabla_{x, y} \cdot \int_{z_{b}}^{\eta} \tilde{\rho} \tilde{p} \mathbf{v} d z+\int_{z_{b}}^{\eta} \tilde{\rho}^{2} \tilde{c}^{2} \nabla \cdot \mathbf{U} d z=0 .
\end{aligned}
$$

As in [1] we are now going to make some assumptions concerning the variations along the vertical axis of the velocity field $\mathbf{U}$, the density $\tilde{\rho}$ and of the pressure $\tilde{p}$. In order to be consistent with the shallow water assumption, the choice

$$
\begin{equation*}
u_{1}(t, \mathbf{x}, z)=u(t, \mathbf{x}), \quad u_{2}(t, \mathbf{x}, z)=v(t, \mathbf{x}), \quad \tilde{\rho}(t, \mathbf{x}, z)=\rho(t, \mathbf{x}), \tag{71}
\end{equation*}
$$

is natural since it consists in assimilating the horizontal velocity field with its vertical mean. For the velocity $u_{3}$ and the pressure $\tilde{p}$, we choose

$$
\begin{align*}
& u_{3}(t, \mathbf{x}, z)=\varphi_{\delta}\left(\frac{\eta-z}{h}\right) w(t, \mathbf{x})  \tag{72}\\
& \tilde{p}(t, \mathbf{x}, z)=p^{a}+\int_{z}^{\eta} \tilde{\rho} g d z+\psi_{\delta}\left(\frac{\eta-z}{h}\right) P(t, \mathbf{x}),
\end{align*}
$$

where $p^{a}=c s t$ and the two families of functions $\psi_{\delta}=\psi_{\delta}(z)$ and $\varphi_{\delta}=\varphi_{\delta}(z)$ satisfy

$$
\left\{\begin{array}{l}
\int_{0}^{1} \psi_{\delta}(z) d z=\int_{0}^{1} \varphi_{\delta}(z) d z=1 \\
\psi_{\delta}(1)=\delta, \psi_{\delta}(0)=0, \varphi_{\delta}(0)=\delta, \varphi_{\delta}(1)=2
\end{array}\right.
$$

(74) eq:psi_3

Concerning the expression of $\tilde{c}$, we start from an expression of the state law (20) given by [21] under the form

$$
\tilde{\rho}=\frac{\rho_{0}(\tilde{T})}{1-\frac{\tilde{\varepsilon}}{\bar{\rho}_{0}} \tilde{p}}=\frac{\bar{\rho}_{0} \rho_{0}(\tilde{T})}{\bar{\rho}_{0}-\tilde{\varepsilon} \tilde{p}}
$$

(75) eq:state_law
$\bar{\rho}_{0}$ and $\tilde{\varepsilon}$ being two constants with $\tilde{\varepsilon} \ll 1$ and where

$$
\rho_{0}(\tilde{T})=\bar{\rho}_{0}+a\left(\tilde{T}-T_{0}\right)^{2}
$$

(76) eq:rho_def
with $T_{0}=4^{\circ} C, \bar{\rho}_{0}=9999.7 \mathrm{~kg} \cdot \mathrm{~m}^{-3}, a=-6.6310^{-3} \mathrm{~kg} \cdot \mathrm{~m}^{-3} \cdot \mathrm{~K}^{-2}$. Notice that from the state law (75) we have

$$
\varepsilon \tilde{p}=o(1) .
$$

(77) eq:scaling_p

When multiplied by $\varepsilon$, the relation (21) is compatible with the scaling (77) if

$$
\varepsilon e=o(1), \quad \text { and } \quad \varepsilon s=o(1)
$$

(78) eq: scaling_es

Rewritting (21) under the form or equivalently

$$
d(e-\tilde{T} s)=-s d \tilde{T}+\frac{\tilde{p}}{\tilde{\rho}^{2}} d \tilde{\rho}
$$

(79) eq: thermo_idbis
the Schwarz theorem applied to (79) gives the equality

$$
-\left(\frac{\partial s}{\partial \tilde{\rho}}\right)_{\tilde{T}}=\left(\frac{\partial\left(\tilde{p} / \tilde{\rho}^{2}\right)}{\partial \tilde{T}}\right)_{\tilde{\rho}}
$$

and using the expression of $\tilde{p}$ given by (75) we obtain

$$
\left(\frac{\partial s}{\partial \tilde{\rho}}\right)_{\tilde{T}}=\frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{\varepsilon \tilde{\rho}^{3}}
$$

An integration of the previous relation gives

$$
s=s_{0}(\tilde{T})-\frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{2 \varepsilon \tilde{\rho}^{2}}
$$

(80) eq:s
and from (80) we obtain

$$
d s=\left(s_{0}^{\prime}(\tilde{T})-\frac{\bar{\rho}_{0} \rho_{0}^{\prime \prime}(\tilde{T})}{2 \varepsilon \tilde{\rho}^{2}}\right) d \tilde{T}+\frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{\varepsilon \tilde{\rho}^{3}} d \tilde{\rho}
$$

leading to

$$
\begin{equation*}
\left(\frac{\partial \tilde{T}}{\partial \tilde{\rho}}\right)_{s}=-\frac{2}{\tilde{\rho}} \frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{2 \varepsilon \tilde{\rho}^{2} s_{0}^{\prime}(\tilde{T})-\bar{\rho}_{0} \rho_{0}^{\prime \prime}(\tilde{T})} \tag{81}
\end{equation*}
$$

Using (75),(81) we obtain the expression for the sound speed $\tilde{c}$ defined by (38) under the form

$$
\tilde{c}^{2}=\frac{\bar{\rho}_{0} \rho_{0}(\tilde{T})}{\varepsilon \tilde{\rho}^{2}}+\frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{\varepsilon \tilde{\rho}} \frac{2}{\tilde{\rho}} \frac{\bar{\rho}_{0} \rho_{0}^{\prime}(\tilde{T})}{2 \varepsilon \tilde{\rho}^{2} s_{0}^{\prime}(\tilde{T})-\bar{\rho}_{0} \rho_{0}^{\prime \prime}(\tilde{T})}
$$

(82) ? eq: sound_expr?

Because of the estimate (78) concerning the entropy, a possible choice is $s_{0}^{\prime}(\tilde{T})=0$ leading to the expression

$$
\tilde{c}^{2}=\frac{\bar{\rho}_{0}}{\varepsilon \tilde{\rho}^{2}}\left(\rho_{0}(\tilde{T})-2 \frac{\left(\rho_{0}^{\prime}(\tilde{T})\right)^{2}}{\rho_{0}^{\prime \prime}(\tilde{T})}\right)
$$

(83) ? ${ }^{\text {eq: sound_res? }}$

Moreover, since $\varepsilon \ll 1$ and $a \ll 1$, we have $\rho \approx \rho_{0}(\tilde{T})$ and $\rho_{0}(\tilde{T}) \approx \bar{\rho}_{0}$ leading to an expression for the sound speed under the form

$$
\begin{equation*}
\tilde{c}^{2} \approx \frac{1}{\varepsilon}\left(1-4 a \frac{\left(\tilde{T}-T_{0}\right)^{2}}{\bar{\rho}_{0}}\right) \approx \frac{1}{\varepsilon} \tag{84}
\end{equation*}
$$

Using (76) and (84), the approximation $\rho \tilde{c} \approx \bar{\rho}_{0} c$ also holds and is used in Eq. (70).
Using (71),(72) and (74), we have for the last term in Eq. (70)

$$
\begin{aligned}
\int_{z_{b}}^{\eta} \tilde{\rho}^{2} \tilde{c}^{2} \nabla \cdot \mathbf{U} d z & =\rho^{2} c^{2} \int_{z_{b}}^{\eta} \nabla \cdot \mathbf{U} d z=\rho^{2} c^{2}\left(\varphi_{\delta}(1) w+h \nabla_{0} \cdot \mathbf{u}-\varphi_{\delta}(0) w\right) \\
& =\bar{\rho}_{0}^{2} c^{2}\left(2 w+h \nabla_{0} \cdot \mathbf{u}-\delta \mathbf{u} \cdot \nabla_{0} z_{b}\right)
\end{aligned}
$$

where the boundary condition (22) has been used. Therefore, with the choices (71),(72),(73) and (74), the system (67)-(70) writes

$$
\begin{array}{ll}
\frac{\partial(\rho h)}{\partial t}+\nabla_{0} \cdot(\rho h \mathbf{u})=0, & \text { (85) eq:euler_3d111 }  \tag{85}\\
\frac{\partial(\rho h u)}{\partial t}+\frac{\partial}{\partial x}\left(\rho h u^{2}+\frac{\rho g}{2} h^{2}+h P\right)+\frac{\partial(\rho h u v)}{\partial y}=-(\rho g h+\delta P) \frac{\partial z_{b}}{\partial x}, & \text { (86) ?eq:euler_3d222? } \\
\frac{\partial(\rho h v)}{\partial t}+\frac{\partial(\rho h u v)}{\partial x}+\frac{\partial}{\partial y}\left(\rho h v^{2}+\frac{\rho g}{2} h^{2}+h P\right)=-(\rho g h+\delta P) \frac{\partial z_{b}}{\partial y}, & \text { (87) ?eq:euler_3d222bis? } \\
\frac{\partial(\rho h w)}{\partial t}+\nabla_{0} \cdot(\rho h w \mathbf{u})=\delta P, & \text { (88) ?eq:euler_3d333? } \\
\begin{aligned}
& \frac{\partial}{\partial t}\left(\rho h P+\frac{\rho^{2} g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(\rho h P+\frac{\rho^{2} g h^{2}}{2}\right) \mathbf{u}\right) \\
&+\bar{\rho}_{0}^{2} c^{2}\left(2 w+h \nabla_{0} \cdot \mathbf{u}-\delta \mathbf{u} \cdot \nabla_{0} z_{b}\right)=0,
\end{aligned} & \text { (89) eq:euler_3d444 }
\end{array}
$$

where for the sake of simplicity we have considered $p^{a}=c s t$. Equation (53) is obtained by simply replacing into (24) the quantities $\mathbf{v}_{s}$ and $u_{3, s}$ by their expressions given by (71) and (72).

Then a simple change of variables, namely $w=\gamma \hat{w} / 2$ with $\gamma^{2}=2 \delta$ in the system (85)-(89) leads to Eqs. (54)-(58) where the symbol ${ }^{\wedge}$ has been dropped.

Proof (Proof of Prop. 3) After simple computations and using Eq. (54), Eq. (58) multiplied by $\left(P+\frac{\rho g h}{2}\right) / \bar{\rho}_{0}^{2}$ gives

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\rho h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\frac{\rho h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2} \mathbf{u}\right)+\left(P+\frac{\rho g h}{2}\right) \operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0, \tag{90}
\end{equation*}
$$

and taking the scalar product of Eqs. (55),(57) by $\mathbf{u}$ gives

$$
\frac{\partial}{\partial t}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}\right)+\nabla_{0} \cdot\left(\mathbf{u}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\frac{\rho g}{2} h^{2}\right)\right)+\nabla_{s w}^{\gamma} p \cdot \mathbf{u}-\frac{\rho g}{2} h^{2} \nabla_{0} \cdot \mathbf{u}+\rho g h \nabla_{0} z_{b} \cdot \mathbf{u}=0 .
$$

(91) eq:momu1

Using the duality relation (66), the sum of Eqs. (91) and (90) gives

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{\rho h}{2}|\mathbf{u}|^{2}\right.\right. \\
& \left.\left.\quad+\frac{\rho g}{2} h^{2}+h p+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)\right)=-\frac{\gamma \rho g h w}{2}+\left(\frac{\gamma^{2}}{2}-2\right) \rho g h \mathbf{u} \cdot \nabla_{0} z_{b},
\end{aligned}
$$

or equivalently using (54)

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left(\frac{\rho h}{2}|\mathbf{u}|^{2}+\left(2-\frac{\gamma^{2}}{2}\right) \rho g h z_{b}+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{\rho h}{2}|\mathbf{u}|^{2}\right.\right. \\
& \left.\left.\quad+\left(2-\frac{\gamma^{2}}{2}\right) \rho g h z_{b}+\frac{\rho g}{2} h^{2}+h p+\frac{h}{2 \bar{\rho}_{0} c^{2}}\left(P+\frac{\rho g h}{2}\right)^{2}\right)\right)=-\frac{\gamma \rho g h w}{2}
\end{aligned}
$$

(92) eq:mod_sw7
that is (59). Besides, using (53) and (54), we can easily show that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\rho h \eta}{2}\right)+\nabla_{0} \cdot\left(\frac{\rho h \eta}{2} \mathbf{u}\right)=\gamma \frac{\rho h}{2} w . \tag{93}
\end{equation*}
$$

Finally the sum of Eqs. (92) and (93) multiplied by $g$ gives the result.

### 2.5 The constant density case

In this paragraph, we assume the fluid density is constant. Therefore Eqs. (53) and (54) cannot hold together and we single out the volume conservation (54).

Assuming the variations of the fluid density can be neglected, the proposition 2 can be reformulated as follows.

Proposition 4 A shallow water approximation of the compressible Euler system (39)-
(41) leads to the model

$$
\begin{aligned}
& \frac{\partial h}{\partial t}+\nabla_{0} \cdot(h \mathbf{u})=0, \\
& \frac{\partial(h \mathbf{u})}{\partial t}+\nabla_{0} \cdot(h \mathbf{u} \otimes \mathbf{u})+\nabla_{0}\left(\frac{g}{2} h^{2}\right)+\nabla_{s w}^{\gamma} p=-g h \nabla_{0}\left(z_{b}\right), \\
& \frac{\partial}{\partial t}\left(h p+\frac{g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(h p+\frac{g h^{2}}{2}\right) \mathbf{u}\right)+c^{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0,
\end{aligned}
$$

where $c$ is a constant corresponding to a shallow water approximation of the sound speed．
〈prop：model＿deriv＞
Since $c \gg 1$ ，we have from（96）

$$
\operatorname{div}_{s w}^{\gamma}(\mathbf{u})=O\left(\frac{1}{c^{2}}\right)
$$

Besides，from the definitions（14），（13）and（94），we can easily show that

$$
\begin{align*}
\frac{h}{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u}) & =-\frac{\partial}{\partial t}\left(\frac{\eta^{2}-z_{b}^{2}}{2}\right)-\nabla_{0} \cdot\left(\frac{\eta^{2}-z_{b}^{2}}{2} \mathbf{u}\right)+\gamma \frac{h}{2} w-\left(\frac{\gamma^{2}}{2}-2\right) \frac{h}{2} \mathbf{u} \cdot \nabla_{0} z_{b} \\
& =-\frac{\partial}{\partial t}\left(\frac{h \zeta}{2}\right)-\nabla_{0} \cdot\left(\frac{h \zeta}{2} \mathbf{u}\right)+\gamma \frac{h}{2} w \tag{97}
\end{align*}
$$

using（A COMPLETER），we define $\tilde{\zeta}$ such that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{h \tilde{\zeta}}{2}\right)+\nabla_{0} \cdot\left(\frac{h \tilde{\zeta}}{2} \mathbf{u}\right)=\frac{h}{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u}) . \tag{98}
\end{equation*}
$$

Then the following proposition holds．
Proposition 5 Smooth solutions of the system（94）－（96）satisfy the energy balance

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(\frac{h}{2}|\mathbf{u}|^{2}+\right. & \left.\frac{h}{2 c^{2}}\left(p+\frac{g h}{2}\right)^{2}+g\left(2-\frac{\gamma^{2}}{2}\right) h z_{b}\right)+\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{h}{2}|\mathbf{u}|^{2}\right.\right. \\
& \left.\left.+\frac{h}{2 c^{2}}\left(p+\frac{g h}{2}\right)^{2}+\frac{g}{2} h^{2}+g\left(2-\frac{\gamma^{2}}{2}\right) h z_{b}+h p\right)\right)=\frac{\gamma h}{2} \mathbf{g} \cdot \mathbf{u}, \quad \text { (99) eq:eq8_mod }
\end{aligned}
$$

that is a shallow water version of Eq．（43）．Including a conservative form of the gravitational potential energy，one can rewrite Eq．（99）under the form

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(\frac{h}{2}|\mathbf{u}|^{2}+\frac{g h(\zeta+\tilde{\zeta})}{2}+\frac{h}{2 c^{2}}\left(p+\frac{g h}{2}\right)^{2}\right) & +\nabla_{0} \cdot\left(\mathbf { u } \left(\frac{h}{2}|\mathbf{u}|^{2}+\frac{g h(\zeta+\tilde{\zeta})}{2}\right.\right. \\
& \left.\left.+\frac{g}{2} h^{2}+h p+\frac{h}{2 c^{2}}\left(p+\frac{g h}{2}\right)^{2}\right)\right)=0 . \quad \text { (100) eq:eq9_mod }
\end{aligned}
$$

〈prop：energy＿deriv〉

$$
\frac{\partial(h p)}{\partial t}+\nabla_{0} \cdot(h p \mathbf{u})-\frac{g h^{2}}{2} \nabla_{0} \cdot \mathbf{u}+c^{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0 .
$$

And multiplying Eq. (96) by $p+g h / 2$ and after simple computations, we obtain the relation

$$
\frac{\partial}{\partial t}\left(\frac{h}{2 c^{2}}\left(p+\frac{g h}{2}\right)^{2}\right)+\nabla_{0} \cdot\left(\frac{h}{2 c^{2}}\left(\left(p+\frac{g h}{2}\right)^{2} \mathbf{u}\right)\right)=-\left(p+\frac{g h}{2}\right) \operatorname{div}_{s w}^{\gamma}(\mathbf{u}), \quad(101) \text { eq:momu3 }
$$

that is - when the density is kept constant and neglecting the viscous and diffusivity terms - the shallow water version of Eq. (31). Hence $e_{s w}=(p+g h / 2)^{2} /\left(2 c^{2}\right)$ can be seen as the shallow water version of the internal energy $e$ governed by (31).

Proof (Proof of Prop. 4) The model (94)-(96) is nothing else than a rewritting of Eqs. (54)-(58) where the variations of the fluid density are neglected i.e. $\rho \equiv \bar{\rho}_{0}$ and we have introduced $p=P / \bar{\rho}_{0}$.

Proof (Proof of Prop. 5) Taking the scalar product of Eq. (95) by u gives

$$
\frac{\partial}{\partial t}\left(\frac{h}{2}|\mathbf{u}|^{2}\right)+\nabla_{0} \cdot\left(\mathbf{u}\left(\frac{h}{2}|\mathbf{u}|^{2}+\frac{g}{2} h^{2}\right)\right)+\nabla_{s w}^{\gamma} p \cdot \mathbf{u}-\frac{g}{2} h^{2} \nabla_{0} \cdot \mathbf{u}+g h \nabla_{0} z_{b} \cdot \mathbf{u}=0 .
$$

(102) eq:momu2

Using the duality relation (66) in (102) and adding Eq. (101) gives (99).
Besides, using the definition (98) and relation (97) added to (99) gives (100).

### 2.6 The boundary conditions

The set of equations (94)-(96) is completed with the following boundary conditions. We are considering a channel with an inlet $\Gamma_{\text {in }}$ and an outlet $\Gamma_{\text {out }}$ and we impose specific conditions on each of them, see Fig. 1. The inflow is imposed by a given discharge $\mathbf{q}_{g}$ on $\Gamma_{i n}$, and a water depth $h_{g}$ is imposed on $\Gamma_{\text {out }}$. Finally, we prescribe slip boundary conditions for the velocity at the walls of the channel $\Gamma_{s}$. Hence we have

$$
\begin{array}{ll}
h \mathbf{u}(t, \mathbf{x})=\mathbf{q}_{g}(t, \mathbf{x}), \quad \text { on } \Gamma_{i n}, & (103) \text { ?todeq:bc_inflow? } \\
h(t, \mathbf{x})=h_{g}(t, \mathbf{x}), \quad \text { on } \Gamma_{\text {out }}, & (104) \text { ?todeq:bc_outflow? } \\
\mathbf{u}(t, \mathbf{x}) \cdot \mathbf{n}=0, \quad \text { on } \Gamma_{s} . & (105) \text { ?todeq:bc_slip? }
\end{array}
$$

Notice that we can replace the prescribed water depth at the outflow by a free outflow consisting in imposing a Neumann boundary condition over the elevation

$$
\nabla_{0} h \cdot \mathbf{n}=0, \quad \text { on } \Gamma_{\text {out }} .
$$

### 2.7 Dispersion relation

The model (94)-(96) is a shallow water type model with compressible effects coming from the acoustic wave propagation. A fundamental question is to know what are the velocities of the waves propagating in such a model and typically the influence of the sound speed $c$ over these velocites.

Let us consider the system (94)-(96) in the one-dimensional case, with flat topography and where the temperature variations are neglected. It has the form of an advection-reaction system, namely

$$
\frac{\partial Y}{\partial t}+A \frac{\partial Y}{\partial x}+B Y=0,
$$

(106) eq:advection_reaction
with

$$
Y=\left(\begin{array}{l}
h \\
u \\
w \\
p
\end{array}\right), \quad A=\left(\begin{array}{cccc}
u & h & 0 & 0 \\
g+\frac{p}{h} & u & 0 & 1 \\
0 & 0 & & u \\
0 & c^{2}-\frac{g h}{2} & 0 & u
\end{array}\right), \quad B=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{\gamma}{h} \\
0 & 0 & \frac{\gamma c^{2}}{h} & 0
\end{array}\right) .
$$

Let us introduce $Y_{0} \in \mathbb{R}^{4}$ and $k, \omega$ two constants. A necessary condition so that the system (106) admits a solution having the form $Y=Y_{0} e^{i(k x-\omega t)}$ is that

$$
\operatorname{det}\left(i \omega I_{4}-i k A+B\right)=0,
$$

$I_{4}$ being the identity matrix of dimension 4 . This leads to the four roots

$$
\frac{\omega}{k}=u \pm \frac{\sqrt{2}}{2} \sqrt{C_{s w, 1} \pm \sqrt{\left(C_{s w, 1}\right)^{2}-C_{s w, 3}}}
$$

(107) ? eq: four_roots?
with $C_{s w, 1}=c^{2}+g h+p+c^{2} \frac{\gamma^{2}}{(h k)^{2}}$ and $C_{s w, 2}=4 c^{2} \gamma^{2}(g h+p)$. As in (52), we can assume that $c \gg 1$ leading to the four approximated roots

$$
u \pm \gamma \sqrt{\frac{g h+p}{\gamma^{2}-(h k)^{2}}}+O\left(\frac{1}{c^{2}}\right), u \pm c \sqrt{1+\frac{\gamma^{2}}{(h k)^{2}}}+O\left(\frac{1}{c}\right) .
$$

(108) eq:estim_vp_sw

Remark 3 From the estimates (108), it appears that the model (94)-(96) is able to propagate both water waves and acoustic waves. But since we are in a shallow water context, we have $h k \ll 1$ and for the acoustic waves we do not exactly recover the expected velocities $u \pm c$.

### 2.8 A pseudo-compressible model

As we have seen in the previous paragraph, if $c$ is chosen corresponding to the sound speed in water, then the model (94)-(96) is able to propagate, in a shallow water
context, both water and acoustic waves. But since $c \gg 1$, we introduce

$$
\varepsilon=\frac{1}{c^{2}}
$$

then the model (94)-(96) can be seen as a pseudo-compressible version of the model (9)-(11) allowing to derive an explicit in time numerical scheme that will be studied in the following section. More precisely Eq. (96) writes

$$
\varepsilon\left(\frac{\partial}{\partial t}\left(h p+\frac{g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(h p+\frac{g h^{2}}{2}\right) \mathbf{u}\right)\right)+\operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0
$$

and corresponds to Eq. (11) when $\varepsilon$ goes to 0 . Following the results obtained in Prop. 5, it is important to notice that in the formulation (94)-(96), the limit $\varepsilon \rightarrow 0$ is not singular. Unlike the incompressible limit of compressible models, the limit when $\varepsilon \rightarrow 0$ of the model (94)-(96) is the model (9)-(11).

Hence the model (94)-(96) can be seen as

- a dispersive shallow water type model propagating water and acoustic waves,
- a pseudo-compressible dispersive model whose numerical resolution is easier to implement compared to a fully compressible model. This second aspect is studied in the two next sections.


## 3 The numerical scheme (explicit in time)

? 〈sec: scheme〉? In this section, we propose and study a numerical scheme for the system (94)-(96) with $\varepsilon=1 / c^{2}$.

Let us introduce the notations

$$
X=\left(\begin{array}{c}
h \\
h u \\
h v \\
h w
\end{array}\right), \quad F(X)=\left(\begin{array}{cc}
h u & h v \\
h u^{2}+\frac{g}{2} h^{2} & h u v \\
h u v^{2} & h v^{2}+\frac{g}{2} h^{2} \\
h u w & h v w
\end{array}\right)
$$

and $S(X)=\left(0,-g h \nabla_{0}\left(z_{b}\right)\right)^{T}, R=\left(0, \nabla_{s w}^{\gamma} p\right)^{T}$ where $\nabla_{s w}^{\gamma} p$ is defined by (12). Then, the system (94)-(96) can be written under the form

$$
\begin{align*}
& \frac{\partial X}{\partial t}+\nabla_{x, y} \cdot F(X)+R=S(X), \\
& \varepsilon\left(\frac{\partial}{\partial t}\left(h p+\frac{g h^{2}}{2}\right)+\nabla_{0} \cdot\left(\left(h p+\frac{g h^{2}}{2}\right) \mathbf{u}\right)\right)+\operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0 .
\end{align*}
$$

### 3.1 Time discretisation

Let us sketch the main steps of the procedure. We set $t^{0}$ the initial time and $t^{n+1}=$ $t^{n}+\Delta t^{n}$ where $\Delta t^{n}$ satisfies a stability condition (CFL) precised later - at the fully discrete level - and the state $X^{n}$ denotes an approximation of $X\left(t^{n}\right)$. For each time step, we consider an intermediate state which will be denoted with the superscript ${ }^{n+1 / 2}$. The first step consists in solving the Saint-Venant part of the system (109) with the topography source term and completed with the hyperbolic part of (110) in order to obtain the state $X^{n+1 / 2}=\left(h^{n+1 / 2},(h \mathbf{u})^{n+1 / 2}\right)^{T}$ and $(h p)^{n+1 / 2}$. Then the state $X^{n+1}$ is computed taking into account the contribution of the non-hydrostatic pressure terms.

More precisely, in the system (109),(110) water waves generally propagate at a lower velocity than acoustic waves. Therefore, we propose an explicit time scheme constrained by the associated CFL condition - for the Saint-Venant part of Eq. (109). For the dispersive terms, we adopt an iterative resolution scheme explicit in time and constrained by a generally more restrictive CFL condition associated with the sound speed. Hence, the proposed semi-discretization in time consists in the following time-splitting strategy

$$
\begin{aligned}
& \left\{\begin{array}{l}
X^{n+1 / 2}=X^{n}-\Delta t^{n} \nabla_{x, y} \cdot F\left(X^{n}\right)+\Delta t^{n} S\left(X^{n}\right), \\
\left.\left.(h p)^{n+1 / 2}=(h p)^{n}-\frac{g}{2}\left(h^{n+1 / 2}\right)^{2}-h^{n}\right)^{2}\right)-\Delta t^{n} \nabla_{0} \cdot\left(h^{n}\left(p^{n}+\frac{g}{2}\left(h^{n}\right)^{2}\right) \mathbf{u}^{n}(), 11\right) \text { eq:eq1_sd }
\end{array}\right. \\
& \left\{\begin{array}{l}
p^{n+1 / 2, k+1}=p^{n+1 / 2, k}-\frac{\Delta t^{n}}{\varepsilon K h^{n+1}} \operatorname{div}_{s w}^{\gamma} \mathbf{u}^{n+1 / 2, k}, \\
\mathbf{u}^{n+1 / 2, k+1}=\mathbf{u}^{n+1 / 2, k}-\frac{\Delta t^{n+1}}{K h^{n+1}} \nabla_{s w}^{\gamma} p^{n+1 / 2, k+1},
\end{array} \quad\right. \text { (112) eq:eq2_sd }
\end{aligned}
$$

with $p^{n+1 / 2,1}=p^{n+1 / 2}, \mathbf{u}^{n+1 / 2,1}=\mathbf{u}^{n+1 / 2}, p^{n+1}=p^{n+1 / 2, K+1}, \mathbf{u}^{n+1}=\mathbf{u}^{n+1 / 2, K+1}$ and where for the first component of $R$ we have $h^{n+1}=h^{n+1 / 2}$ since the first component of $X$ is zero. Notice that the two operators $\operatorname{div}_{s w}^{\gamma}$ and $\nabla_{s w}^{\gamma}$ are defined by Eqs. (12),(13) using $h^{n+1}$. $K$ is an integer that is defined so that a stability condition, precised later, is satisfied.

### 3.2 Influence of the pseudo-compressibility over the computational costs

In [1], the authors have studied the model (1)-(5) - that is exactly the model (94)-(96) with $\varepsilon=0$ - and proposed the following semi-discretization in time

$$
\begin{align*}
X^{n+1 / 2} & =X^{n}-\Delta t^{n} \nabla_{x, y} \cdot F\left(X^{n}\right)+\Delta t^{n} S\left(X^{n}\right), \\
(h \mathbf{u})^{n+1} & =(h \mathbf{u})^{n+1 / 2}-\Delta t^{n} \nabla_{s w}^{\gamma} p^{n+1},  \tag{114}\\
\operatorname{div}_{s w}^{\gamma} \mathbf{u}^{n+1} & =0
\end{align*}
$$

(113) todeq:pred
(115) todeq:divu
in which Eq. (114) allows to correct the predicted value $X^{n+1 / 2}$ in order to obtain a state which satisfies the divergence free condition (115). The equation satisfied by
the pressure is then an elliptic equation which is obtained by applying the shallow water divergence operator $\operatorname{div}_{s w}^{\gamma}$ to Eq. (114) and reads

$$
\begin{equation*}
\operatorname{div}_{s w}^{\gamma}\left(\frac{1}{h^{n+1}} \nabla_{s w}^{\gamma} p^{n+1}\right)=\frac{1}{\Delta t^{n}} \operatorname{div}_{s w}^{\gamma}\left(\frac{(h \mathbf{u})^{n+1 / 2}}{h^{n+1}}\right) \tag{116}
\end{equation*}
$$

Once the pressure has been determined by the elliptic equation (116), the correction step (114) gives the final step $X^{n+1}$.

The main drawback of the time scheme (113)-(115) is the numerical cost of the resolution of Eq. (116). And Eq. (96) can be seen as a relaxed version of Eq. (115) allowing to replace the step (114)-(115) by the iterative method (112) applied to the model (109)-(110). More precisely, inserting the second equation of (112) (at iteration $k-1$ ) into the first one gives the relation

$$
\begin{aligned}
p^{k+1} & =p^{k}-\frac{\Delta t^{n}}{\varepsilon K} \operatorname{div}_{s w}^{\gamma} \mathbf{u}^{n+1 / 2, k-1}+\frac{\left(\Delta t^{n}\right)^{2}}{\varepsilon K^{2} h^{n+1}} \operatorname{div}_{s w}^{\gamma}\left(\frac{1}{h^{n+1}} \nabla_{s w}^{\gamma} p^{k}\right) \\
& =2 p^{k}-p^{k-1}+\frac{\left(\Delta t^{n}\right)^{2}}{\varepsilon K^{2} h^{n+1}} \operatorname{div}_{s w}^{\gamma}\left(\frac{1}{h^{n+1}} \nabla_{s w}^{\gamma} p^{k}\right)
\end{aligned}
$$

(117) eq:wave_epsi_p
where the superscripts ${ }^{n+1 / 2}$ have been dropped. Equation (117) appears as an explicit in time discretization of a wave equation. As expected, when $\varepsilon$ tends to 0 , Eq. (117) reduces to Eq. (116). Likewise, inserting the first equation of (112) into the second one gives the relation

$$
\mathbf{u}^{k+1}=2 \mathbf{u}^{k}-\mathbf{u}^{k-1}+\frac{\left(\Delta t^{n}\right)^{2}}{\varepsilon K^{2} h^{n+1}} \nabla_{s w}^{\gamma}\left(\frac{1}{h^{n+1}} \operatorname{div}_{s w}^{\gamma} \mathbf{u}^{k}\right)
$$

(118) eq:wave_epsi_u

The stability of the two discretizations (117),(118) will be examined in paragraph 4.3.
As already mentioned, if $N$ is the number of cells in the considered mesh, the computational cost of the resolution of (116) is $O\left(N^{3 / 2}\right)$ whereas the resolution of (112) is $O(K N)=O(N / \sqrt{\varepsilon})$. And hence, an estimation of $\varepsilon$ is required to compare the costs of the explicit and implicit resolutions.

### 3.3 Choice of $\boldsymbol{\varepsilon}$

If one is interested in the simulation of both water and acoustic waves, $\varepsilon$ is chosen so that $\varepsilon=1 / c^{2}, c$ being the sound speed. But if the objective is to approximate a relaxed version of the system (1)-(5) then $\varepsilon$ is no more a physical parameter and has to be chosen so that the system (94)-(96) is a good approximation of the system (9)(11). Hence, at each time step, $\varepsilon$ can be chosen according to the computed values of the velocities and of the water depth.

And we can proceed as follows.
The energy of the model (94)-(96) behaves as

$$
h \frac{u^{2}+v^{2}+w^{2}}{2}+\frac{g}{2} h \zeta+g\left(2-\frac{\gamma^{2}}{2}\right) h z_{b}+\frac{\varepsilon h}{2}\left(p+\frac{g}{2} h\right)^{2}
$$

Hence, we have to choose $\varepsilon$ such that

$$
\varepsilon\left(p+\frac{g}{2} h\right)^{2} \ll u^{2}+v^{2}+w^{2}+g\left(\eta+z_{b}\right)+g\left(4-\gamma^{2}\right) z_{b} .
$$

(119) eq:epsilon_estim1

Another possibility is to recall that $\varepsilon$ is related to the sound speed with $\varepsilon=1 / c^{2}$ and hence $\varepsilon$ has to satisfy

$$
\frac{1}{\sqrt{\varepsilon}}=c \gg|u|+|v|+\sqrt{g h}
$$

i.e.

$$
\begin{equation*}
\varepsilon \ll \frac{1}{(|u|+|v|+\sqrt{g h})^{2}} . \tag{120}
\end{equation*}
$$

eq:epsilon_estim2
The two conditions (119) and (120) are easy to implement and similar when $|u|+$ $|v|+|w| \ll \sqrt{g h}$. But, in the context of dispersive flows (119) is more appropriate since the vertical velocity $w$ is taken into account.

## 4 Detailed numerical scheme in 1d

A numerical scheme for the model (9)-(11) has been proposed and studied in [1]. Here we focus on the one dimensional case in order to prove the capability of the pseudo-compressible formulation.

In the one dimensional case, the model (94)-(96) writes

$$
\begin{array}{ll}
\frac{\partial h}{\partial t}+\frac{\partial(h u)}{\partial x}=0, & \text { (121) eq:eq1_1d_mod } \\
\frac{\partial(h u)}{\partial t}+\frac{\partial}{\partial x}\left(h u^{2}+\frac{g}{2} h^{2}+h p\right)=-\left(g h+\frac{\gamma^{2}}{2} p\right) \frac{\partial z_{b}}{\partial x}, & \text { (122) ?eq:eq2_2d_mod? } \\
\frac{\partial(h w)}{\partial t}+\frac{\partial(h u w)}{\partial x}=\gamma p, & \text { (123) ?eq:eq3_1d_mod? } \\
\varepsilon\left(\frac{\partial}{\partial t}\left(h p+\frac{g h^{2}}{2}\right)+\frac{\partial}{\partial x}\left(\left(h p+\frac{g h^{2}}{2}\right) u\right)\right)+\gamma w+h \frac{\partial u}{\partial x}-\frac{\gamma^{2}}{2} u \frac{\partial z_{b}}{\partial x}=0 .(124) \text { eq:eq4_1d_mod }
\end{array}
$$

Introducing the 1 d version of the definition of $\tilde{\zeta}$ (see Eq. (98)) given by

$$
\frac{\partial}{\partial t}\left(\frac{h \tilde{\zeta}}{2}\right)+\frac{\partial}{\partial x}\left(\frac{h \tilde{\zeta}}{2} u\right)=\frac{h}{2} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})
$$

(125) eq:def_tilde_zeta_1d

The smooth solutions of Eqs. (121)-(124) satisfy the energy equality

$$
\begin{array}{r}
\frac{\partial}{\partial t}\left(\frac{h}{2}\left(u^{2}+w^{2}\right)+g\left(2-\frac{\gamma^{2}}{2}\right) h z_{b}+\frac{\varepsilon h}{2}\left(p+\frac{g h}{2}\right)^{2}\right)+\frac{\partial}{\partial x}\left(u \left(\frac{h}{2}\left(u^{2}+w^{2}\right)\right.\right. \\
\left.\left.+g\left(2-\frac{\gamma^{2}}{2}\right) h z_{b}+\frac{\varepsilon h}{2}\left(p+\frac{g h}{2}\right)^{2}+\frac{g}{2} h^{2}+h p\right)\right)=-\frac{\gamma g h}{2} w
\end{array}
$$

(126) ? eq: eq7_1d_mod?
or equivalently

$$
\frac{\partial}{\partial t}\left(\bar{E}+\frac{\varepsilon h}{2}\left(p+\frac{g h}{2}\right)^{2}\right)+\frac{\partial}{\partial x}\left(u\left(\bar{E}+\frac{\varepsilon h}{2}\left(p+\frac{g h}{2}\right)^{2}+\frac{g}{2} h^{2}+h p\right)\right)=0
$$

(127) eq:eq8_1d_mod
with $\bar{E}=h\left(u^{2}+w^{2}\right) / 2+g h(\zeta+\tilde{\zeta}) / 2$, see Prop. 5 .
In a more compact form and with obvious notations, the system (121)-(124) becomes

$$
\begin{align*}
& \frac{\partial X}{\partial t}+\frac{\partial F(X)}{\partial x}+R=S(X)  \tag{128}\\
& \varepsilon\left(\frac{\partial(h \hat{p})}{\partial t}+\frac{\partial(h u \hat{p})}{\partial x}\right)+\operatorname{div}_{s w}^{\gamma}(\mathbf{u})=0
\end{align*}
$$

(129) eq:eqX2_1d_mod
with $\mathbf{u}=(u, w)^{T}, \hat{p}=p+g h / 2$ and

$$
\begin{align*}
& X=\binom{h}{h \mathbf{u}},  \tag{130}\\
& \nabla_{s w}^{\gamma} f=\binom{h \frac{\partial f}{\partial x}+\frac{\partial \zeta}{\partial x} f}{-\gamma f}, \quad \operatorname{div}_{s w}^{\gamma} \mathbf{u}=\frac{\partial(h u)}{\partial x}-u \frac{\partial \zeta}{\partial x}+\gamma w .
\end{align*}
$$

(131) eq:def_gradsw

Notice that the fundamental duality relation

$$
\int_{I} p \operatorname{div}_{s w}^{\gamma} \mathbf{u} d x=[h u p]_{\partial I}-\int_{I} \nabla_{s w}^{\gamma} p \cdot \mathbf{u} d x
$$

(132) eq:duality_discrete
holds for any interval $I$.

### 4.1 Semi-discrete (in time) scheme

? (subsec: semi_d_time〉? ${ }^{\boldsymbol{?}}$ The 1d version of the time discretization (111)-(112) writes

$$
\begin{aligned}
& \qquad\left\{\begin{array}{l}
X^{n+1 / 2}=X^{n}-\Delta t^{n} \frac{\partial F\left(X^{n}\right)}{\partial x}+\Delta t^{n} S\left(X^{n}\right) \\
(h \hat{p})^{n+1 / 2}=(h \hat{p})^{n}-\Delta t^{n} \frac{\partial\left(h^{n} \hat{p}^{n} u^{n}\right)}{\partial x}
\end{array}\right. \\
&
\end{aligned}\left\{\begin{array}{l}
p^{n+1 / 2, k+1}=p^{n+1 / 2, k}-\frac{\Delta t^{n}}{\varepsilon K h^{n+1}} \operatorname{div}_{s w}^{\gamma} \mathbf{u}^{n+1 / 2, k} \\
\mathbf{u}^{n+1 / 2, k+1}=\mathbf{u}^{n+1 / 2, k}-\frac{\Delta t^{n}}{K h^{n+1}} \nabla_{s w}^{\gamma} p^{n+1 / 2, k+1}
\end{array}\right\}
$$

The scheme (133)-(134) is explicit in time so it is important to examine its stability w.r.t. the discretisation step $\Delta t^{n}$, this will be done in paragraph 4.3.

### 4.2 The semi-discrete (in space) scheme

〈subsec: semi_d_space〉 To approximate the solution $X=(h, h u, h w)^{T}, h p$ of the system (121)-(124), we use a combined finite volume/finite difference framework. We assume that the computational domain is discretized with $I$ nodes $x_{i}, i=1, \ldots, I$. We denote $C_{i}$ the cell $\left(x_{i-1 / 2}, x_{i+1 / 2}\right)$ of length $\Delta x_{i}=x_{i+1 / 2}-x_{i-1 / 2}$ with $x_{i+1 / 2}=\left(x_{i}+x_{i+1}\right) / 2$. We denote $X_{i}=\left(h_{i}, q_{x, i}, q_{z, i}\right)^{T}$ with

$$
X_{i} \approx \frac{1}{\Delta x_{i}} \int_{C_{i}} X(t, x) d x
$$

the approximate solution at time $t$ on the cell $C_{i}$ with $q_{x, i}=h_{i} u_{i}, q_{z, i}=h_{i} w_{i}$. Likewise, for the topography, we define

$$
z_{b, i}=\frac{1}{\Delta x_{i}} \int_{C_{i}} z_{b}(x) d x
$$

The non-hydrostatic part of the pressure is discretized on a staggered grid

$$
p_{i+1 / 2} \approx \frac{1}{\Delta x_{i+1 / 2}} \int_{x_{i}}^{x_{i+1}} p(t, x) d x
$$

with $\Delta x_{i+1 / 2}=x_{i+1}-x_{i}$ and we set $\hat{p}_{i+1 / 2}=p_{i+1 / 2}+g h_{i+1 / 2} / 2$ where $h_{i+1 / 2}$ is defined by $\Delta x_{i+1 / 2} h_{i+1 / 2}=\left(\Delta x_{i} h_{i}+\Delta x_{i+1} h_{i+1}\right) / 2$.

Now we propose and study the semi-discrete (in space) scheme approximating the model (128)-(129). The semi-discrete scheme writes

$$
\begin{aligned}
& \Delta x_{i} \frac{\partial X_{i}}{\partial t}+\left(F_{i+1 / 2-}-F_{i-1 / 2+}\right)+R_{i}=0, \\
& \Delta x_{i+1 / 2} \varepsilon \frac{\partial}{\partial t}\left(h_{i+1 / 2} \hat{p}_{i+1 / 2}\right)+\varepsilon\left(F_{\hat{p}, i+1}-F_{\hat{p}, i}\right)+\operatorname{div}_{s w, i+1 / 2}^{\gamma}\left(\left\{\mathbf{u}_{j}\right\}\right)=0,(136) \text { eq:div_d }
\end{aligned}
$$

with the numerical fluxes

$$
\begin{align*}
& F_{i+1 / 2+}=\mathcal{F}\left(X_{i}, X_{i+1}, z_{b, i}, z_{b, i+1}\right)+\mathcal{S}_{i+1 / 2+}  \tag{137}\\
& F_{i+1 / 2-}=\mathcal{F}\left(X_{i}, X_{i+1}, z_{b, i}, z_{b, i+1}\right)+\mathcal{S}_{i+1 / 2-} .
\end{align*}
$$

$\mathcal{F}$ is a numerical flux for the conservative part of the system, $\mathcal{S}$ is a convenient discretization of the topography source term.

Since the first two lines of (128) correspond to the classical Saint-Venant system, the numerical fluxes

$$
F_{i+1 / 2 \pm}=\left(\begin{array}{c}
F_{h, i+1 / 2} \\
F_{q_{x}, i+1 / 2 \pm} \\
F_{q_{z}, i+1 / 2}
\end{array}\right)
$$

(139) eq:flux_hyp
can be constructed using any numerical solver for the Saint-Venant system. More precisely for $F_{h, i+1 / 2}, F_{q_{x}, i+1 / 2 \pm}$ we adopt numerical fluxes suitable for the SaintVenant system with topography $[16,9,18]$. Notice that from the definition (130), since only the second component of $S(X)$ is non zero, only $F_{q_{x}}$ has two interface values under the form $F_{q_{x}, i+1 / 2 \pm}$. For the definition of $F_{q_{z}, i+1 / 2}$, the formula (see [4])

$$
F_{q_{z}, i+1 / 2}=F_{h, i+1 / 2} w_{i+1 / 2}
$$

(140) eq: fluxHw
with

$$
w_{i+1 / 2}= \begin{cases}w_{i} & \text { if } F_{h, i+1 / 2} \geq 0 \\ w_{i+1} & \text { if } F_{h, i+1 / 2}<0\end{cases}
$$

(141) eq: def_upwind_w
can be used. The fluxes $F_{\hat{p}, i}$ are defined similarly to (140),(141) but on the staggered grid by the following formula

$$
\begin{equation*}
F_{\hat{p}, i}=\frac{F_{h, i+1 / 2}+F_{h, i-1 / 2}}{2} \hat{p}_{i} \tag{142}
\end{equation*}
$$

with

$$
\hat{p}_{i}= \begin{cases}\hat{p}_{i-1 / 2} & \text { if } \frac{F_{h, i+1 / 2}+F_{h, i-1 / 2}}{2} \geq 0 \\ \hat{p}_{i+1 / 2} & \text { if } \frac{F_{h, i+1 / 2}+F_{h, i-1 / 2}}{2}<0\end{cases}
$$

Combining the finite volume approach for the hyperbolic part with a finite difference strategy for the parabolic part, the non-hydrostatic part $R_{i}$ is defined by

$$
R_{i}=\binom{0}{\nabla_{s w, i}^{\gamma} p}
$$

where the two components of $\nabla_{s w, i}^{\gamma} p$ are defined (see (131)) by

$$
\begin{aligned}
& \left.\Delta x_{i} \nabla_{s w, i}^{\gamma} p\right|_{1}=h_{i}\left(p_{i+1 / 2}-p_{i-1 / 2}\right)+\frac{p_{i+1 / 2}}{2}\left(\zeta_{i+1}-\zeta_{i}\right)+\frac{p_{i-1 / 2}}{2}\left(\zeta_{i}-\zeta_{i-1}\right)(143) \text { eq:pnh_sd1 } \\
& \left.\Delta x_{i} \nabla_{s w, i}^{\gamma} p\right|_{2}=-\frac{\gamma}{2}\left(\Delta x_{i+1 / 2} p_{i+1 / 2}+\Delta x_{i-1 / 2} p_{i-1 / 2}\right),
\end{aligned}
$$

with $\zeta_{i}=h_{i}+\frac{\gamma^{2}}{2} z_{b, i}$. And in (136), $\operatorname{div}_{s w, i+1 / 2}^{\gamma}(\mathbf{u})$ is defined by

$$
\begin{aligned}
\Delta x_{i+1 / 2} \operatorname{div}_{s w, i+1 / 2}^{\gamma}(\mathbf{u})= & \frac{h_{i+1}+h_{i}}{2}\left(u_{i+1}-u_{i}\right)-\frac{u_{i}+u_{i+1}}{2}\left(z_{b, i+1}-z_{b, i}\right) \\
& +\frac{\gamma \Delta x_{i+1 / 2}}{2}\left(w_{i+1}+w_{i}\right) \\
= & (h u)_{i+1}-(h u)_{i}-\frac{u_{i}+u_{i+1}}{2}\left(\zeta_{i+1}-\zeta_{i}\right) \\
& +\frac{\gamma \Delta x_{i+1 / 2}}{2}\left(w_{i+1}+w_{i}\right)
\end{aligned}
$$

(145) eq:div_ip12

Notice that in the definitions (143)-(144) and in the sequel, the quantity $p$ means $\left\{p_{j}\right\}$. Likewise in Eq. (145) and in the sequel, $\mathbf{u}$ means $\left\{\mathbf{u}_{j}\right\}$ for $1 \leq j \leq I$.

### 4.3 Stability of the scheme

〈subsec:stability〉 Using the definitions (133),(134),(135),(136),(143) and (144), the fully discrete scheme for the system (128)-(129) writes

$$
\begin{align*}
& \left\{\begin{array}{l}
X_{i}^{n+1 / 2}=X_{i}^{n}-\frac{\Delta t^{n}}{\Delta x_{i}}\left(F_{i+1 / 2-}^{n}-F_{i-1 / 2+}^{n}\right), \\
(h \hat{p})_{i+1 / 2}^{n+1 / 2}=(h \hat{p})_{i+1 / 2}^{n}-\frac{\Delta t^{n}}{\Delta x_{i+1 / 2}}\left(F_{\hat{p}, i+1}^{n}-F_{\hat{p}, i}^{n}\right),
\end{array}\right.  \tag{146}\\
& \left\{\begin{array}{l}
p_{i+1 / 2}^{n+1 / 2, k+1}=p_{i+1 / 2, k}^{n+1 / 2}-\frac{\Delta t^{n}}{\varepsilon K h^{n+1}} \operatorname{div}_{s w, i+1 / 2}^{\gamma} \mathbf{u}^{n+1 / 2, k}, \\
\mathbf{u}_{i}^{n+1 / 2, k+1}=\mathbf{u}_{i}^{n+1 / 2, k}-\frac{\Delta t^{n}}{K h^{n+1}} \nabla_{s w, i}^{\gamma} p^{n+1 / 2, k+1} .
\end{array}\right. \tag{147}
\end{align*}
$$

The first equation of (133) gives a finite volume scheme for the Saint-Venant system. The choice of numerical fluxes $F_{i+1 / 2 \pm}$ (see [9]) coupled with a numerical treatment of the topography source term e.g. using the hydrostatic reconstruction [2] gives a numerical resolution of the Saint-Venant system endowed with strong stability properties [3] that are recalled in Propositions 6 and 7.

In order to study the discrete energy balance induced by the numerical scheme (146)(147), we define a discrete version of (125) under the form

$$
\begin{aligned}
& (h \tilde{\zeta})_{i}^{n+1 / 2, k+1}=(h \tilde{\zeta})_{i}^{n+1 / 2, k}-\frac{\Delta t^{n}}{K \Delta x_{i}}\left(\tilde{\zeta}_{i+1 / 2}^{n+1 / 2, k} F_{h, i+1 / 2}-\tilde{\zeta}_{i-1 / 2}^{n+1 / 2, k} F_{h, i-1 / 2}\right) \\
& \quad+\frac{\Delta x_{i+1 / 2} h_{i+1 / 2}^{n+1}}{2 K} \operatorname{div}_{s w, i+1 / 2}^{\gamma}\left(\mathbf{u}^{n+1 / 2, k}\right)+\frac{\Delta x_{i+1 / 2} h_{i-1 / 2}^{n+1}}{2 K} \operatorname{div}_{s w, i-1 / 2}^{\gamma}\left(\mathbf{u}^{n+1 / 2, k}\right),
\end{aligned}
$$

(148) eq:tilde_zeta_1d_d
where $\tilde{\zeta}_{i+1 / 2}$ is defined by

$$
\tilde{\zeta}_{i+1 / 2}= \begin{cases}\tilde{\zeta}_{i} & \text { if } F_{h, i+1 / 2} \geq 0 \\ \tilde{\zeta}_{i+1} & \text { if } F_{h, i+1 / 2}<0\end{cases}
$$

Now we focus on the stability condition for the resolution of (134) or equivalently (117). Using the definitions (143) and (144), we obtain the discrete version of
the operator

$$
\Delta_{s w}^{\gamma} p=\operatorname{div}_{s w}^{\gamma}\left(\frac{1}{h} \nabla_{s w}^{\gamma} p\right)
$$

with $D_{i+1 / 2} p=-\Delta x_{i+1 / 2} \Delta_{s w, i+1 / 2}^{\gamma} p$ and

$$
\begin{aligned}
D_{i+1 / 2} p= & -\frac{h_{i+1}}{\Delta x_{i+1}}\left(p_{i+3 / 2}-p_{i+1 / 2}\right)+\frac{h_{i}}{\Delta x_{i}}\left(p_{i+1 / 2}-p_{i-1 / 2}\right) \\
& -\frac{p_{i+3 / 2}}{2 \Delta x_{i+1}}\left(\zeta_{i+2}-2 \zeta_{i+1}+\zeta_{i}\right)-\frac{\Delta x_{i}-\Delta x_{i+1}}{\Delta x_{i+1} \Delta x_{i}} p_{i+1 / 2}\left(\zeta_{i+1}-\zeta_{i}\right) \\
& -\frac{p_{i-1 / 2}}{2 \Delta x_{i}}\left(\zeta_{i+1}-2 \zeta_{i}+\zeta_{i-1}\right) \\
& +\frac{p_{i+3 / 2}}{4 h_{i+1} \Delta x_{i+1}}\left(\zeta_{i+2}-\zeta_{i+1}\right)\left(\zeta_{i+1}-\zeta_{i}\right) \\
& +\frac{p_{i+1 / 2}}{4}\left(\frac{1}{h_{i+1} \Delta x_{i+1}}+\frac{1}{h_{i} \Delta x_{i}}\right)\left(\zeta_{i+1}-\zeta_{i}\right)^{2} \\
& +\frac{p_{i-1 / 2}}{4 h_{i} \Delta x_{i}}\left(\zeta_{i+1}-\zeta_{i}\right)\left(\zeta_{i}-\zeta_{i-1}\right) \\
& +\frac{\gamma^{2} \Delta x_{i+1 / 2}}{4}\left(\frac{\Delta x_{i+3 / 2} p_{i+3 / 2}+\Delta x_{i+1 / 2} p_{i+1 / 2}}{\Delta x_{i+1} h_{i+1}}\right. \\
& \left.+\frac{\Delta x_{i+1 / 2} p_{i+1 / 2}+\Delta x_{i-1 / 2} p_{i-1 / 2}}{\Delta x_{i} h_{i}}\right) .
\end{aligned}
$$

(149) eq:laplac_d

Using the expression (149), we are now able to precise the CFL type stability condition for the discretized version of Eq. (117) that writes

$$
\begin{array}{r}
2-\frac{\left(\Delta t^{n}\right)^{2}}{\varepsilon K^{2} h_{i+1 / 2} \Delta x_{i+1 / 2}}\left(\frac{h_{i+1}}{\Delta x_{i+1}}+\frac{h_{i}}{\Delta x_{i}}+\frac{1}{4}\left(\frac{1}{h_{i+1} \Delta x_{i+1}}+\frac{1}{h_{i} \Delta x_{i}}\right)\left(\zeta_{i+1}-\zeta_{i}\right)^{2}\right. \\
\left.-\frac{\Delta x_{i}-\Delta x_{i+1}}{\Delta x_{i+1} \Delta x_{i}}\left(\zeta_{i+1}-\zeta_{i}\right)+\frac{\gamma^{2} \Delta x_{i+1 / 2}^{2}}{4}\left(\frac{1}{h_{i+1} \Delta x_{i+1}}+\frac{1}{h_{i} \Delta x_{i}}\right)\right) \geq 0
\end{array}
$$

that is fulfilled for

$$
\begin{gather*}
K^{2} \geq \frac{\left(\Delta t^{n}\right)^{2}}{2 \varepsilon h_{i+1 / 2} \Delta x_{i+1 / 2}}\left(\frac{h_{i+1}}{\Delta x_{i+1}}+\frac{h_{i}}{\Delta x_{i}}+\frac{1}{4}\left(\frac{1}{h_{i+1} \Delta x_{i+1}}+\frac{1}{h_{i} \Delta x_{i}}\right)\left(\zeta_{i+1}-\zeta_{i}\right)^{2}\right. \\
\left.\quad+\frac{\left|\Delta x_{i}-\Delta x_{i+1}\right|}{\Delta x_{i+1} \Delta x_{i}}\left|\zeta_{i+1}-\zeta_{i}\right|+\frac{\gamma \Delta x_{i+1 / 2}^{2}}{4}\left(\frac{1}{h_{i+1} \Delta x_{i+1}}+\frac{1}{h_{i} \Delta x_{i}}\right)\right) . \tag{150}
\end{gather*}
$$

And the condition (150) is satisfied when

$$
K^{2} \geq \frac{\left(\Delta t^{n}\right)^{2}}{2 \varepsilon h_{\min } \Delta x_{\min }^{2}}\left(2 h_{\max }+\frac{2}{h_{\min }}(\delta \zeta)_{\max }^{2}+(\delta \zeta)_{\max }+\frac{\gamma^{2} \Delta x_{\max }^{2}}{2 h_{\min }}\right)
$$

with $r_{\text {min }}=\min _{1 \leq i \leq I} r_{i}, r_{\text {max }}=\max _{1 \leq i \leq I} r_{i}$ for $r=h, \Delta x, \delta \zeta$.

The fully discrete scheme (146),(147) satisfies the following stability properties.
Proposition 6 Assuming a suitable CFL condition associated with the chosen numerical fluxes (139) for the hyperbolic part, the scheme obtained coupling the semi-discretizations (133),(134) and (135),(136)
(i) preserves the nonnegativity of the water depth i.e. $h_{i}^{n} \geq 0, \forall i, \forall n$,
(ii) preserves the steady state of the lake at rest,
(iii) is consistent with the model (128)-(129).

〈prop:stab_prop〉
Let us consider that, under a suitable CFL condition associated with the time discretization (133) and the chosen numerical fluxes $F_{h, i \pm 1 / 2}$ and $F_{q_{x}, i \pm 1 / 2}$ in (139), the numerical approximation of the Saint-Venant part of Eq. (128) allows to obtain a discrete entropy inequality under the form

$$
\Delta x_{i}\left(E_{i}^{s v}\right)^{n+1 / 2}=\Delta x_{i}\left(E_{i}^{s v}\right)^{n}-\Delta t^{n}\left(\mathcal{G}_{i+1 / 2}^{n}-\mathcal{G}_{i-1 / 2}^{n}\right)+\mathcal{D}_{i}^{n}, \quad \text { (151) eq:entro_Sv }
$$

with $E_{i}^{s v}=\frac{h_{i}}{2} u_{i}^{2}+\frac{g}{2}\left(\eta_{i}^{2}-z_{b, i}^{2}\right)$ and where $\mathcal{G}_{i \pm 1 / 2}^{n}$ are numerical fluxes. $\mathcal{D}_{i}^{n}$ is a nonpositive term and contains typically two different contributions: the numerical dissipation coming from the upwinding in the space discretization and the error due to the explicit time scheme.

Then assuming (151), we now prove that the numerical scheme (146),(147) satisfies a discrete entropy inequality.

Proposition 7 The scheme (133),(134),(135),(136) satisfies the following discrete entropy inequality

$$
\Delta x_{i} \bar{E}_{i}^{n+1}=\Delta x_{i} \bar{E}_{i}^{n}-\Delta t^{n}\left(\overline{\mathcal{G}}_{i+1 / 2}^{n}-\overline{\mathcal{G}}_{i-1 / 2}^{n}\right)+\overline{\mathcal{D}}_{i}^{n}
$$

(152) eq: entro_discrete
where $\bar{E}_{i}=E_{i}^{s v}+\frac{h_{i}}{2} w_{i}^{2}+(h \hat{\zeta})_{i}+\frac{\varepsilon}{2} \widetilde{h_{i} \hat{p}_{i}^{2}}$ and

$$
\begin{aligned}
\overline{\mathcal{G}}_{i+1 / 2}^{n}= & \mathcal{G}_{i+1 / 2}^{n}+F_{h, i+1 / 2}^{n} \frac{\left(w_{i+1 / 2}^{n}\right)^{2}}{2}+\varepsilon F_{h, i+1}^{n} \frac{\left(\hat{p}_{i+1}^{n}\right)^{2}}{2} \\
& +\frac{1}{K} \sum_{k=1}^{K}\left(h_{i+1 / 2}^{n+1} u_{i+1 / 2}^{n+1 / 2, k} p_{i+1 / 2}^{n+1 / 2, k+1}+\hat{\zeta}_{i+1 / 2}^{n+1 / 2, k} F_{h, i+1 / 2}\right), \\
\Delta x_{i}\left(\widetilde{h_{i} \hat{p}_{i}^{2}}\right)^{n+1}= & \frac{1}{2 K} \sum_{k=1}^{K}\left(\Delta x_{i+1 / 2} \frac{h_{i+1 / 2}^{n+1}}{2}\left(\hat{p}_{i+1 / 2}^{n+1 / 2, k+1}\right)^{2}+\Delta x_{i-1 / 2} \frac{h_{i-1 / 2}^{n+1}}{2}\left(\hat{p}_{i-1 / 2}^{n+1 / 2, k+1}\right)^{2}\right),
\end{aligned}
$$

with

$$
\begin{aligned}
\Delta x_{i} \overline{\mathcal{D}}_{i}^{n}= & \Delta x_{i} \mathcal{D}_{i}^{n}+\Delta t^{n}\left(\left[F_{h, i+1 / 2}^{n}\right]_{-}\left(w_{i+1}^{n}-w_{i}^{n}\right)^{2}-\left[F_{h, i-1 / 2}^{n}\right]_{+}\left(w_{i}^{n}-w_{i-1}^{n}\right)^{2}\right) \\
& +\frac{\Delta t^{n}}{2}\left(\frac{F_{h, i+1}^{n}}{2}\left(\hat{p}_{i+1}^{n}-\hat{p}_{i+1 / 2}^{n}\right)^{2}-\frac{F_{h, i}^{n}}{2}\left(\hat{p}_{i}^{n}-\hat{p}_{i+1 / 2}^{n}\right)^{2}\right) \\
& +\frac{\Delta t^{n}}{2}\left(\frac{F_{h, i}^{n}}{2}\left(\hat{p}_{i}^{n}-\hat{p}_{i-1 / 2}^{n}\right)^{2}-\frac{F_{h, i-1}^{n}}{2}\left(\hat{p}_{i-1}^{n}-\hat{p}_{i-1 / 2}^{n}\right)^{2}\right) \\
& +\frac{\Delta x_{i} h_{i}^{n+1}}{2}\left(w_{i}^{n+1 / 2}-w_{i}^{n}\right)^{2}+\frac{\Delta x_{i+1 / 2} h_{i+1 / 2}^{n+1}}{2}\left(\hat{p}_{i+1 / 2}^{n+1 / 2}-\hat{p}_{i+1 / 2}^{n}\right)^{2} \\
& +\frac{\Delta x_{i-1 / 2} h_{i-1 / 2}^{n+1}}{2}\left(\hat{p}_{i-1 / 2}^{n+1 / 2}-\hat{p}_{i-1 / 2}^{n}\right)^{2} \\
& -\sum_{k=1}^{K} \frac{\Delta x_{i+1 / 2} h_{i+1 / 2}^{n+1}}{2}\left(\varepsilon\left(\hat{p}_{i+1 / 2}^{n+1 / 2, k+1}-\hat{p}_{i+1 / 2}^{n+1 / 2, k}\right)^{2}-\left|\mathbf{u}_{i+1 / 2}^{n+1 / 2, k+1}-\mathbf{u}_{i+1 / 2}^{n+1 / 2, k}\right|^{2}\right) \\
& -\sum_{k=1}^{K} \frac{\Delta x_{i+1 / 2} h_{i-1 / 2}^{n+1}}{2}\left(\varepsilon\left(\hat{p}_{i-1 / 2}^{n+1 / 2, k+1}-\hat{p}_{i-1 / 2}^{n+1 / 2, k}\right)^{2}-\left|\mathbf{u}_{i-1 / 2}^{n+1 / 2, k+1}-\mathbf{u}_{i-1 / 2}^{n+1 / 2, k}\right|^{2}\right) .
\end{aligned}
$$

〈prop:entro_prop〉
Remark 4 Equation (152) is a discrete version of (127). But notice that because of the time scheme - the water depth does not vary in time during the iterative resolution of (147) - the definition of the quantity $\tilde{\zeta}$ is not required at the discrete level. Indeed, relation (152) corresponds to a discrete version of (127) where $\bar{E}$ is replaced by

$$
\frac{h}{2}\left(u^{2}+w^{2}\right)+\frac{g}{2}\left(\eta^{2}-z_{b}^{2}\right)=E^{s v}+\frac{h}{2} w^{2} .
$$

Remark 5 When considering the semi-descrete in space scheme detailed in Section 4.2, a semi-discrete in space version of (152) holds where all the non-negative terms in the expression of $\bar{D}_{i}^{n}$ corresponding to time discretisation errors vanish.

Proof (Proof of Prop. 6) (i) The statement that $\mathcal{F}$ preserves the nonnegativity of the water depth means exactly that

$$
F_{h}\left(h_{i}=0, u_{i}, h_{i+1}, u_{i+1}\right)-F_{h}\left(h_{i-1}, u_{i-1}, h_{i}=0, u_{i}\right) \leq 0,
$$

for all choices of the other arguments. From (133),(135),(137) and (138), we need to check that, with obvious notations

$$
F_{h}\left(X_{i+1 / 2}^{n}, X_{i+1 / 2+}^{n}\right)-F_{h}\left(X_{i-1 / 2}^{n}, X_{i-1 / 2+}^{n}\right) \leq 0,
$$

whenever $h_{i}^{n}=0$. And this property holds typically when the hydrostatic reconstruction (HR) is used to approximate the topography source term since for the HR technique $h_{i}=0$ implies $h_{i+1 / 2_{-}}=h_{i-1 / 2+}=0$, see [2].
(ii) When $u_{i}^{n}=0$ for all $i$, the properties of the hydrostatic reconstruction technique ensure $F_{i+1 / 2-}^{n}=F_{i-1 / 2+}^{n}$ in (133),(135) and $F_{p, i+1-}^{n}=F_{p, i+}^{n}$ in (136). Moreover since $u_{i}^{n}=0 \forall i$ we have $R_{i}=0$ in (135) and $\operatorname{div}_{s w, i+1 / 2}^{\gamma}(\{\mathbf{u}\})=0$ in (136). Therefore $\forall i$

$$
X_{i}^{n+1}=X_{i}^{n}, \quad \text { and } \quad p_{i+1 / 2}^{n+1}=p_{i+1 / 2}^{n}
$$

proving that the scheme is well-balanced.
(iii) The discretization (133),(134) is an explicit first order time scheme. The numerical fluxes defined by (137),(138) and (142) are a consistent discretization of the hyperbolic part of the system (128),(129) without topography. Likewise, the hydrostatic reconstruction applied to the fluxes (139),(142) gives a consistent discretization of the system (128),(129) with topography and the discretizations (143),(144) being obviously consistent with the dispersive part, this proves the result.

Proof (Proof of Prop. 7) Since we have assumed that the kinetic energy of the SaintVenant part of Eq. (128) satisfies (151), this means that the first two components of the first equation of (146) multiplied respectively by $g h_{i}^{n}-\left(u_{i}^{n}\right)^{2} / 2$ and $u_{i}^{n}$ give Eq. (151). It remains to consider the contributions to the energy balance of the last two components of (146) and of Eq. (147).

First let us multiply the third component of the first equation of (146) by $w_{i}^{n}$, then we get

$$
\begin{gathered}
\frac{h_{i}^{n+1}}{2}\left(w_{i}^{n+1 / 2}\right)^{2}-\frac{h_{i}^{n}}{2}\left(w_{i}^{n}\right)^{2}+\frac{\Delta t^{n}}{\Delta x_{i}}\left(F_{h, i+1 / 2}^{n} \frac{\left(w_{i+1 / 2}^{n}\right)^{2}}{2}-F_{h, i-1 / 2}^{n} \frac{\left(w_{i-1 / 2}^{n}\right)^{2}}{2}\right)= \\
\frac{\Delta t^{n}}{\Delta x_{i}}\left(\left[F_{h, i+1 / 2}^{n}\right]_{-}\left(w_{i+1}^{n}-w_{i}^{n}\right)^{2}-\left[F_{h, i-1 / 2}^{n}\right]_{+}\left(w_{i}^{n}-w_{i-1}^{n}\right)^{2}\right)+\frac{h_{i}^{n+1}}{2}\left(w_{i}^{n+1 / 2}-w_{i}^{n}\right)^{2},
\end{gathered}
$$

with the notations $[a]_{+}=\max (a, 0),[a]_{-}=\min (a, 0) a=[a]_{+}+[a]_{-}$and $w_{i+1 / 2}^{n}$ is defined by (141). Then we multiply the last component of Eq. (146) by $p_{i+1 / 2}^{n}+\frac{g}{2} h_{i+1 / 2}^{n}$ leading to

$$
\begin{aligned}
\frac{h_{i+1 / 2}^{n+1}}{2}\left(\hat{p}_{i+1 / 2}^{n+1 / 2}\right)^{2}- & \frac{h_{i+1 / 2}^{n}}{2}\left(\hat{p}_{i+1 / 2}^{n}\right)^{2}+\frac{\Delta t^{n}}{\Delta x_{i+1 / 2}}\left(F_{h, i+1}^{n} \frac{\left(\hat{p}_{i+1}^{n}\right)^{2}}{2}-F_{h, i}^{n} \frac{\left(\hat{p}_{i}^{n}\right)^{2}}{2}\right) \\
= & \frac{\Delta t^{n}}{\Delta x_{i+1 / 2}}\left(\frac{F_{h, i+1}^{n}}{2}\left(\hat{p}_{i+1}^{n}-\hat{p}_{i+1 / 2}^{n}\right)^{2}-\frac{F_{h, i}^{n}}{2}\left(\hat{p}_{i}^{n}-\hat{p}_{i+1 / 2}^{n}\right)^{2}\right) \\
& +\frac{h_{i+1 / 2}^{n+1}}{2}\left(\hat{p}_{i+1 / 2}^{n+1 / 2}-\hat{p}_{i+1 / 2}^{n}\right)^{2},
\end{aligned}
$$

with $F_{h, i+1}=\left(F_{h, i+3 / 2}+F_{h, i+1 / 2}\right) / 2$. Thanks to the definition (4.2), the two quantities

$$
\frac{F_{h, i+1}^{n}}{2}\left(\hat{p}_{i+1}^{n}-\hat{p}_{i+1 / 2}^{n}\right)^{2}, \quad \text { and } \quad-\frac{F_{h, i}^{n}}{2}\left(\hat{p}_{i}^{n}-\hat{p}_{i-1 / 2}^{n}\right)^{2},
$$

are always non-positive.
Second, we multiply the equations (147) respectively by $\hat{p}_{i+1 / 2}^{n+1 / 2, k+1}$ and $\mathbf{u}_{i}^{n+1 / 2, k}$ and sum the obtained relations for $k=1, \ldots K$. Precisely, starting from the definitions (143),(144), we rewrite $\nabla_{s w, i}^{\gamma} p$ under the form

$$
\nabla_{s w, i}^{\gamma} p=\nabla_{s w, i+1 / 2}^{\gamma} p+\nabla_{s w, i-1 / 2}^{\gamma} p
$$

with

$$
\nabla_{s w, i+1 / 2}^{\gamma} p=\left\lvert\, \begin{gathered}
h_{i}\left(p_{i+1 / 2}-p_{i}\right)+\frac{p_{i+1 / 2}}{2}\left(\zeta_{i+1}-\zeta_{i}\right) \\
-\frac{\gamma}{2} \Delta x_{i+1 / 2} p_{i+1 / 2}
\end{gathered}\right.
$$

and we obtain a discrete version of the duality relation (132) under the form

$$
\begin{aligned}
\Delta x_{i} \nabla_{s w, i+1 / 2}^{\gamma} p^{n+1 / 2, k+1} & \cdot \mathbf{u}_{i}^{n+1 / 2, k}=e_{i+1 / 2-}^{n+1 / 2, k+1 / 2} \\
& -\frac{\Delta x_{i+1 / 2}}{2} \operatorname{div}_{s w, i+1 / 2}^{\gamma}\left(\mathbf{u}^{n+1 / 2, k}\right) p_{i+1 / 2}^{n+1 / 2, k+1}
\end{aligned}
$$

(153) eq:duality_d
with $e_{i+1 / 2-}^{n+1 / 2, k+1 / 2}$ defined by

$$
\begin{aligned}
e_{i+1 / 2}^{n+1 / 2, k+1 / 2}= & h_{i+1 / 2}^{n+1} u_{i+1 / 2}^{n+1 / 2, k} p_{i+1 / 2}^{n+1 / 2, k+1}-h_{i}^{n+1} u_{i}^{n+1 / 2, k} p_{i}^{n+1 / 2, k+1} \\
& +p_{i+1 / 2}^{n+1 / 2, k+1}\left(\zeta_{i+1}-\zeta_{i}\right) \frac{u_{i}^{n+1 / 2, k}-u_{i+1}^{n+1 / 2, k}}{2} \\
& -\frac{\gamma}{4} \Delta x_{i+1 / 2} p_{i+1 / 2}^{n+1 / 2, k+1}\left(w_{i}^{n+1 / 2, k}-w_{i+1}^{n+1 / 2, k}\right) .
\end{aligned}
$$

Notice that in the expression of $e_{i+1 / 2-}^{n+1 / 2, k+1 / 2}$ the last two terms are second order and $e_{i+1 / 2-}^{n+1 / 2, k+1 / 2}+e_{i+1 / 2+}^{n+1 / 2, k+1 / 2}=0$.

The duality relation (153) has been written for the variable $p_{i \pm 1 / 2}^{n+1 / 2, k+1}$ but the last two terms in (153) should be a discrete version of the r.h.s. of Eq. (101) i.e. of the quantity $\hat{p} \operatorname{div}_{s w}^{\gamma}(\mathbf{u})$. And since $\hat{p}=p+g h / 2$ the reminder is (for interfaces $i \pm 1 / 2$ )

$$
\frac{g}{2} h_{i+1 / 2}^{n+1} \operatorname{div}_{s w, i+1 / 2}^{\gamma}\left(\mathbf{u}^{n+1 / 2, k}\right)+\frac{g}{2} h_{i-1 / 2}^{n+1} \operatorname{div}_{s w, i-1 / 2}^{\gamma}\left(\mathbf{u}^{n+1 / 2, k}\right),
$$

corresponding to the right hand side of (148) multiplied by $g$.
For the errors coming from the time dicretization of Eqs. (147), we have

$$
\begin{aligned}
\left((h p)_{i+1 / 2}^{n+1 / 2, k+1}-(h p)_{i+1 / 2}^{n+1 / 2, k}\right) \hat{p}_{i+1 / 2}^{n+1 / 2, k+1}= & \left((h \hat{p})_{i+1 / 2}^{n+1 / 2, k+1}-(h \hat{p})_{i+1 / 2}^{n+1 / 2, k}\right) \hat{p}_{i+1 / 2}^{n+1 / 2, k+1} \\
= & \frac{1}{2}\left(h \hat{p}^{2}\right)_{i+1 / 2}^{n+1 / 2, k+1}-\frac{1}{2}\left(h \hat{p}^{2}\right)_{i+1 / 2}^{n+1 / 2, k} \\
& +\frac{h_{i+1 / 2}^{n+1}}{2}\left(\hat{p}_{i+1 / 2}^{n+1 / 2, k+1}-\hat{p}_{i+1 / 2}^{n+1 / 2, k}\right)^{2}, \\
\left((h \mathbf{u})_{i}^{n+1 / 2, k+1}-(h \mathbf{u})_{i}^{n+1 / 2, k}\right) \cdot \mathbf{u}_{i}^{n+1 / 2, k}= & \frac{h_{i}^{n+1}}{2}\left|\mathbf{u}_{i}^{n+1 / 2, k+1}\right|^{2}-\frac{h_{i}^{n+1}}{2}\left|\mathbf{u}_{i}^{n+1 / 2, k}\right|^{2} \\
& -\frac{h_{i+1 / 2}^{n+1}}{2}\left|\mathbf{u}_{i+1 / 2}^{n+1 / 2, k+1}-\mathbf{u}_{i+1 / 2}^{n+1 / 2, k}\right|^{2} .
\end{aligned}
$$

Summing the previous relations for $k=1, \ldots, K$ and adding the result to the other contributions gives the corresponding expressions appearing in relation (152). This ends the proof.

## 4．4 Higher order schemes

Basically，for the discretization of the model（121）－（124），we have presented a first order scheme in space and time．Second order extensions（in space and time）can be proposed see［1］．

## 4．5 Simulation results

？〈subsec：num＞？ In this paragraph，only few numerical examples are presented．A more complete validation of the numerical procedure will be presented in a companion paper．Notice that in the 1d case，we mainly validate the numerical scheme but the reduction of the computation costs will be more significant in a two－dimensional setting．

## 4．5．1 Dingemans experiments

〈subsubsec：dingemans〉
The experiments carried out by Dingemans［13］at Delft Hydraulics deal with the wave propagation over uneven bottoms．A small amplitude wave $(0.02 \mathrm{~m})$ is generated at the left boundary of a closed basin with vertical shores．At rest，the water depth in the channel varies from 0.4 m to 0.1 m ，see Fig．3．Eight sensors recording the free surface elevation are located at abscissa $2 \mathrm{~m}, 4 \mathrm{~m}, 10.5 \mathrm{~m}, 12.5 \mathrm{~m}, 13.5 \mathrm{~m}, 14.5$ $\mathrm{m}, 15.7 \mathrm{~m}$ and 17.3 m ．


Fig． 3 Channel profile for the experiments and location of the sensors．
〈fig：dingemans＞

For $\gamma=\sqrt{3}$ ，we compare the simulations results obtained with the two numerical schemes（the one proposed in［1］and the one proposed in this paper with $\varepsilon=1 / c^{2}=$ $10^{-4} \mathrm{~m}^{-2} \cdot \mathrm{~s}^{2}$ ）．The results obtained with a uniform mesh of 1600 nodes are depicted over Fig． 4 where the computed and measured free surface elevations at four points are presented．Notice that for $\varepsilon=10^{-7} \mathrm{~m}^{-2} . \mathrm{s}^{2}$ ，the simulations of the complete and relaxed model cannot be distinguished．


Fig. 4 Comparisons between the experimental data (solid line) and the simulations of the dispersive model with the model presented in [1] (blue dashed line) and with the relaxed model presented in this paper (red dashed-dotted line). Figs. $(a),(b),(c)$ and $(d)$ respectively correspond to the results for the sensors $3,4,5$ and 6 .

### 4.5.2 Comparison of the computational costs

For the simulation results given in paragraph 4.5.1, we compare the computational costs of the numerical schemes with and without pseudo-compressibility effects. More precisely, we compare the CPU time necessary to simulate the test case presented in paragraph 4.5.1 with the method proposed in [1] - corresponding to an incompressible model and requiring to solve the elliptic equation (116) - and the proposed explicit in time scheme (111)-(112) with the pseudo-compressible effects.

The advantages of the model and numerical srategy presented in this paper are significant for 2 d problems with a large number of nodes but can hardly be highlighted in the 1 d case where the elliptic operator to inverse is a symmetric tridagonal matrix. Hence, in order to illustrate the interest of the proposed scheme, we have used a conjugate gradient technique mimicking what would be done to solve (116) in 2d for an unstructured mesh.

Figure 5 presents the CPU time required to perform the simulations of the Dinguemans experiment with several meshes namely with 2000, 4000, 8000, 16000 and 32000 nodes. It appears that when the number of nodes increases, the proposed explicit in time scheme is more efficient than the conjugate gradient algorithm (used here without preconditioning). Notice that the authors have not performed an exhaustive comparison between the costs of the conjugate gradient technique - for which several optimizations are possible - and the iterative and explicit time resolution scheme (111)-(112).


Fig. 5 Computational costs necessary to simulate the Dinguemans experiment with several meshes.〈fig:cpu〉

### 4.5.3 The acoustic waves

For the test case depicted in paragraph 4.5.1, the basin is at rest at the initial instant and we give at time $t=0.01 \mathrm{~s}$, the value of the quantity $\varepsilon(p+g h / 2)$ representing the pseudo-compressible effects. It appears over Fig. 6 that at time $t=0.1 \mathrm{~s}$, whereas the free surface has just begun to deform at the boundary where the wave is generated, the acoustic-type waves have already propagated in the basin.
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