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Abstract: Considering a reduced center-of-mass model for bipedal walking, by utilizing the
Capture Point as a system coordinate one can separate the stable and unstable components of
the dynamics. In this paper, previous works on the stabilization of the Capture Point dynamics
are extended by employing model predictive control (MPC). This allows to explicitly incorporate
constraints on the zero-moment-point (ZMP) in the controller design. The proposed Capture-
Point-MPC is evaluated in simulation and experiments with the DLR-Biped.
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1. INTRODUCTION

Bipedal walking is one of the core skills for humanoid
robots and as such received considerable attention in the
robot control literature. The problem has been tackled
by control of simplified dynamical models (Kajita et al.
(2003); Choi et al. (2007)), planning based approaches
for the complete multi-body dynamics (Suleiman et al.
(2008)), as well as by utilizing physical embodiment as
in passive dynamic walkers (McGeer (1990)).

From a modeling point of view, bipedal walking systems
are in general best described by floating base systems,
in which the contact between the feet and the ground
introduces additional constraints during single and double
support. In this way, the rigorous modeling leads to un-
deractuated mechanical systems. Vukobratovic and Stepa-
nenko (1972) introduced the zero moment point (ZMP) as
a representation of the horizontal moments of the ground
reaction force. By preventing the ZMP to reach the borders
of the support polygon it is possible to ensure that the
feet stay in firm contact with the ground. In this way, the
underactuation problem can be avoided.

The linear inverted pendulum model for bipedal walking
was introduced in (Kajita et al. (2001)) as a simplified
model for control and is since then widely used for gen-
eration of walking patterns (Sugihara et al. (2002); Choi
et al. (2007)). Kajita et al. (2003) used an extension of
LQR control by preview action for a closed loop approach
to bipedal walking pattern generation. This approach was
extended by Wieber (2006) based on a model predictive
control (MPC) formulation, which allows to exactly con-
sider the constraints on the ZMP. Further extensions al-
lowed to handle more general problems including variable
foot placement in (Diedam et al. (2008)). Moreover, MPC
was applied to push recovery control in (Stephens (2011)).

Pratt et al. (2006) introduced the ’Capture Point’ (CP)
as the point on the floor, where the robot should place
its ZMP in order to asymptotically stop the motion of the
center of mass (COM). In (Pratt et al. (2006)), the CP was
used as a tool for analyzing the push recovery problem.
The same concept was introduced by Hof (2008) in the
biomechanics literature under the notation ’extrapolated
center of mass’. Moreover, it can be shown that the CP also
corresponds to the ’divergent component of motion’ of the
linear inverted pendulum dynamics, which was utilized in
(Takenaka et al. (2009)) for realtime generation of walking
patterns. Based on the dynamics of the capture point
Englsberger et al. (2011) proposed a feedback tracking
controller in which the constraints on the ZMP were added
by an additional projection of the control input.

In this paper, we propose to utilize model predictive
control to stabilize the unstable dynamics related to the
CP. Thereby, we aim at a feedback control solution rather
than a walking pattern generator. Therefore, we consider
the ZMP as the control input and combine the outer loop
MPC with an inner loop ZMP controller. In contrast to
the controller presented in (Englsberger et al. (2011)),
the utilization of model predictive control allows the
incorporation of ZMP constraints in the controller design.

The paper is organized as follows. Section 2 reviews the
concentrated mass model for bipedal walking and its
use for walking pattern generation. In Sec. 3 we discuss
the capture point dynamics and formulate an MPC for
feedback stabilization. Simulations and experiments are
presented in Sec. 4. Finally, Sec. 5 concludes the paper.

2. BACKGROUND

2.1 Concentrated mass model for bipedal walking

Bipedal walking in general is an underactuated control
problem, whenever the foot happens to loose planar con-



tact with the ground. The ZMP (Vukobratovic and Stepa-
nenko (1972)) was introduced as a concise representation
of the contact force and from its very definition it fol-
lows that such underactuated situations can be avoided if
the controller ensures that the zero moment point stays
strictly within the support polygon. The location of the
ZMP (px, py, 0) can be computed based on the position
(cx, cy, cz) of the total center of mass and the torque
�x, �y, �z corresponding to the change of the system’s total
angular momentum around the COM:

px =
cx(c̈z + g)− cz c̈x

c̈z + g
− �y
m(c̈z + g)

, (1)

py =
cy(c̈z + g)− cz c̈y

c̈z + g
+

�x
m(c̈z + g)

, (2)

wherein m and g denote the total mass and the gravity
acceleration. If the dynamical effects of the vertical motion

Fz=mg

Fx=mcx
..

p ξ

cx

cx/ω
.

Fig. 1. Capture Point

and the change of angular momentum can be neglected,
(1)-(2) simplifies to the well-known equations of motion of
the linear inverted pendulum model (Kajita et al. (2001))

ẍ = !2(x− p) , (3)

with the horizontal coordinates of the COM x = (cx, cy)

and ZMP p = (px, py), and the parameter ! =
√
g/cz. De-

spite its simplicity and its known limitations, (3) describes
the macroscopic dynamics of bipedal walking surprisingly
well and has successfully been used for the generation
of walking trajectories of several position controlled hu-
manoid robots (Kajita et al. (2003); Wieber (2006)).

One widely used approach is the combination of a walking
pattern generation algorithm with an underlying ZMP
based feedback stabilizer. From a control point of view,
one challenge of both the walking pattern generation and
the feedback control are the requirement that the ZMP
should not reach the borders of the support polygon.

2.2 MPC for Walking Pattern Generation

For the purpose of trajectory generation it is useful to
consider the motion of the center of mass as the ma-
nipulated quantity and use it to steer the ZMP along

the consecutive stance foot positions. Kajita et al. (2003)
therefore introduced the jerk of the COM motion as an
input u =

...
x to (3) in order to obtain the ZMP as a system

output y = p. The resulting model is given by the linear
system

...
x =u , (4)

y = x− !2ẍ , (5)

which was controlled by a discrete LQR controller with
preview action in (Kajita et al. (2003)). Wieber (2006)
proposed to apply linear model predictive control to the
discrete time implementation of the model (4)-(5) and
used the resulting COM and ZMP trajectories as desired
trajectories for an underlying feedback stabilizer. Thereby,
the MPC framework allows to ensure the fulfillment of
the support polygon constraints in the generated ZMP
trajectories. The approach was extended and generalized
in (Diedam et al. (2008)) to adaptive foot placement.

3. CAPTURE POINT MODEL PREDICTIVE
CONTROL

The model (4)-(5) is well suited for trajectory generation
but is problematic for the design of feedback controllers,
since it contains the acceleration ẍ as an additional virtual
state variable in addition to the physical state variables x
and ẋ. A state feedback controller based on this model
thus can lead to an algebraic feedback loop causing an
ill-posed feedback system.

In this paper we aim instead at a feedback control law for
the model (3). Therefore, we consider the ZMP (which is
related to the contact forces) rather than the COM motion
as a control input.

3.1 Capture Point Dynamics

In (Pratt et al. (2006)) the ’Capture Point’ (CP) has been
introduced as the specific (constant) location for the ZMP,
which asymptotically brings the COM motion to a rest.
As shown in (Pratt et al. (2006)) and (Hof (2008)), this
point can be determined by computing the solution of the
linear differential equation (3) for a constant ZMP p and
requiring that the COM converges to p. This leads to the
definition of the CP

� := x+
1

!
ẋ . (6)

Apart from the physical interpretation of � as the ’Capture
Point’, which allows to asymptotically stop the robot
motion, we can see that � represents a composite variable
of a position dependent and a velocity dependent term.
Such composite variables are well know from the literature
of adaptive control (see e.g. Slotine and Li (1991)).

Considering � as a state variable, we can perform a state
transformation for the system (3) from the state (x, ẋ)
into the new state variables (x, �). This leads to

ẋ+ !x= !� , (7)

�̇ − !�=−!p . (8)

We can see that in the new coordinates the system has a
cascaded form. The capture point dynamics (8) represents
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Fig. 2. Capture Point Control for stabilizing the unstable
part of the cascaded system

an unstable first order system (for each of the directions
x and y), which drives the first order COM dynamics (7).
Notice that this system structure is a direct consequence
of utilizing the composite variable � as a state variable.

3.2 Controller design

In (Englsberger et al. (2011)) two different linear feed-
back controllers were proposed for the model (8). Both
controllers had the form

p = kd�d + (1− kd)� , (9)

where the negative gain kd < 0 was related to the
open loop solution of (8) and was chosen either time-
varying or constant in the two controllers. As a desired
trajectory, a time shifted reference trajectory was used, i.e.
�d(t) = �ref (t+ T0), and this time shift parameter T0 also
affected the design of kd. The main idea behind the control
law (9) was to focus on the stabilization of the unstable
part of the dynamics and utilize the particular cascaded
system structure of (7)-(8) for analyzing the stability of
the whole system (see Fig. 2). Recently, an extension of
this control law to the more general nonlinear model (1)-
(2) was proposed in (Englsberger and Ott (2012)).

In order to respect the constraints on the ZMP, a pro-
jection onto the support polygon was proposed in (Engls-
berger et al. (2011)), but the stability analysis was per-
formed for the unconstrained control law. This limitation
of the control law from Englsberger et al. (2011) motivates
the approach in this paper in which the ZMP constraint
will be incorporated in an MPC based feedback controller
for the capture point dynamics (8) (see Fig. 3).

CP

Control
ZMP 

Projection

ZMP 

Control

Position 

Controlled

Robot

Trajectory

Generation

p

xdξref pd

ξ

ZMP controlled robot

CP Comp.

support

footstep locations

polygon

CP

MPC }

x, x.

Fig. 3. Capture Point Model Predictive Control (CPMPC)
compared to the control approach from Englsberger
et al. (2011) where the feedback controller was de-
signed independently from the ZMP constraint.

Similarly as in (9), we are interested in stabilizing only the
unstable part of the dynamics. Therefore, we use (8) as a
prediction model and we consider p as the control input,
which has to be realized by an inner loop force or ZMP
controller. Considering a discrete time implementation
with piecewise constant control inputs for p, we obtain
(from (8)) the prediction model

�k+1 =A�k +Bpk , (10)

with

A =

[
e!T 0

0 e!T

]
B =

(
1− e!T
1− e!T

)
, (11)

where T is the sampling time of the prediction model.
Based on the current state �k and the future control inputs
pk the prediction of (10) j time steps ahead is simply

given by �k+j = Aj�k +
∑j−1
i=0 A

j−1−iBpk+i and we can
summarize the predicted CP for the next N steps in the
vector

Ξ = F ��k + F pP , (12)

with

F � =

⎡⎢⎣ A...
AN

⎤⎥⎦ F p =

⎡⎢⎣ A0B ⋅ ⋅ ⋅ 0

⋅ ⋅ ⋅
. . .

...
AN−1B ⋅ ⋅ ⋅ A0B

⎤⎥⎦ , (13)

and the predicted capture point values and the future
values for the ZMP included in the vectors

Ξ =

⎛⎜⎝ �k+1
...

�k+N

⎞⎟⎠ , P =

⎛⎜⎝ pk
...

pk+N−1

⎞⎟⎠ . (14)

The considered control objective is the tracking of a
given reference trajectory �ref for the capture point, while
keeping the ZMP strictly within the support polygon. As
an objective function for the MPC at time instant k, we
choose

Jk =
1

2

N∑
i=1

qi(�k+i − �ref,k+i)T (�k+i − �ref,k+i) +

riΔp
T
k+i−1Δpk+i−1 , (15)

with positive weights q1 ⋅ ⋅ ⋅ qN for the output and r1 ⋅ ⋅ ⋅ rN
for the rate of change of the control input. The second term
in (15) is added for obtaining a smoother control signal.
Equivalently we can write this cost function in the form

Jk =
1

2
(Ξ−Ξref )TQ(Ξ−Ξref ) + ΔP TRΔP , (16)

with the diagonal matricesQ = diag(qi) andR = diag(ri)
and the vector Ξref of future reference trajectory values
�ref,k+i. The rate of change of the future ZMP can be
related to P via

ΔP = ΘP − e1pk−1 (17)

where

Θ =

⎛⎜⎜⎝
I 0 ⋅ ⋅ ⋅
−I I 0 ⋅ ⋅ ⋅
0 −I I 0 ⋅ ⋅ ⋅
... ⋅ ⋅ ⋅

. . .
. . .

⎞⎟⎟⎠ , e1 =

⎛⎜⎜⎝
I
0
...
0

⎞⎟⎟⎠ . (18)

By utilizing (12), we can write (16) in the standard form
of a quadratic programming (QP) problem (Ferreau et al.
(2008)):

Jk(P ) =
1

2
P THP + gTP , (19)

where



H = ΘTRΘ + F TpQF p ,

g =F TpQ(F ��k −Ξref )−ΘTRe1pk−1 .

The presented optimization formulation contains both x
and y direction, while the representation (3) describes two
decoupled system equations in lateral and sagittal direc-
tion. However, the inequality constraints in the following
section contain constraints which introduce additional cou-
plings between the two directions. As a consequence it is
not possible to consider the control of the two directions
separately.

According to the MPC framework, the current control
input is computed by optimizing the cost Jk(P ) for the
future control inputs and applying the first control action
from P to the system, i.e.

pd = eT1 P
∗ , P ∗ := argmin

P
Jk(P ) . (20)

In the solution of the optimization problem, additional
constraints as formulated in the next section can be
integrated into the controller computation.

3.3 Constraint formulation

In the following we assume that a set of desired footstep
positions ri ∈ ℝ2 and orientations �i ∈ ℝ are provided
(from a kinematic footstep planning algorithm) as well as
a mapping function s(k), which gives for each time index
k the corresponding footstep i. Let R(�) ∈ SE(2) be the
rotation matrix corresponding to the footstep orientation.
In the following it is assumed that the foot geometry has a
simple rectangular shape. For a time index k corresponding
to a single support phase, the constraints on the ZMP are
given by

fmin ≤ R(�s(k))(pk − rs(k)) ≤ fmax , (21)

where fmin and fmax are the minimum and maximum
values determined by the foot geometry.

In case of a time instant k corresponding to a double
support phase, instead of (21) we would need to describe
the complete support polygon, which leads to a larger set
of inequality constraints. In the experiments reported in
section 4 we used a simple approximation of the double
support polygon by a rectangular box constraint.

3.4 A Remark on Stability

It is well know in the literature on MPC that stability of
the closed loop system can be enforced by an additional
terminal constraint on the state (Mayne et al. (2000)),
which would mean in our case �k+N = �ref,k+N . However,
this constraint can strongly affect the convergence of the
optimization in case that the prediction horizon is not
long enough. In the experiments reported in section 4, we
therefore approximated this terminal constraint by a high
terminal cost via the weight qN .

3.5 Capture Point Reference Trajectory

In Englsberger and Ott (2012) a method for the generation
of a CP reference trajectory from given footsteps was

pend=ξend=xend

x0=ξ0p0

x(t)

ξd(t)

ξeos

p1 p2

p3
p4

ξini,1
ξeos,1=ξini,2

ξeos,2=ξini,3

ξend

Fig. 4. Two-dimensional Capture Point manipulation:
(a) Foot to foot shift (b) Preview of next three
steps for CP reference

proposed. For a fixed ZMP p the solution of (8) is given
by

�(t) = p+ e!t (�0 − p) . (22)

For a constant ZMP p the CP � moves away from the
ZMP on a straight line. With the COM dynamics (7) we

find that the COM follows the CP, its velocity vector �̇
always pointing towards the CP.

The basic idea used in this paper is to produce a walk-
ing pattern by shifting the CP during a step from one
predefined footprint to the next (Fig. 4(a)). As the COM
automatically follows the CP (green curve), only the CP
dynamics (blue lines) has to be considered. This way, the
CP and COM are shifted from the initial COM position x0

to the final COM position xend. The goal CP at the end
of each step is denoted by �eos (“eos” = “end of step”).

The computation of �eos is based on a backward cal-
culation. With the final CP position �eos,i at the end
of each step and the desired ZMP position (here cho-
sen to be in the center of the stance foot pf, i) we can
calculate an ideal initial CP �ini,i for each step with

�ini,i = pf,i + (�eos,i − pf,i)/(e! tstep), where tstep denotes
the total time per step. This ideal initial CP �ini,i is
then used as the desired final CP position �eos for the
previous step, so �eos,i−1 = �ini,i. In that way, from the
final step (after which the robot usually comes to a stop)
until the current step, all �eos,i as well as the whole future
desired trajectory of the CP (blue lines in Fig. 4(a)) can
be calculated. In practice, we limit ourselves to the use of
the current footprint (pf,1) and the three next footprints
(pf,2, pf,3 and pf,4, see Fig. 4(b)) for the calculation of
the CP tracking reference, instead of using the whole list
of future footprints. This reduces the computational effort
while the deviation from the trajectory generation using
all future footprints is marginal.

The reference trajectory for the prediction horizon can be
computed from (22) based on the footprints pf,i and on
�ini,i. The special feature of the proposed CP reference tra-
jectory is that in the unperturbed case the ZMP p is always
located in one of the foot centers pf,i, which decreases the
likelihood of tilting. Holding the ZMP in the foot center
during a step might be desirable whereas a discontinuity
at the transition of a support phase (e.g. single to double
support) can cause perturbations. Therefore, the MPC is
trying to track the CP reference trajectory on the one hand



side, but to return a smooth ZMP trajectory on the other
hand side.

3.6 Position based ZMP Control

In order to implement the desired ZMP pd from (20) on
a position controlled robot, an underlying ZMP control
loop is required. The current ZMP can be measured by
force/torque sensors in the feet of the robot. Considering
the modeling assumption of the simplified dynamics (3),
we can relate the desired ZMP pd to a desired force
F d = m!2(x − pd) that should act on the COM. It is
well known that a position based force set point regulator
can be implemented by simple integral action (Roy and
Whitcomb (2002)):

ẋd = kf (F d − F ), (23)

with a positive force control gain kf . Since we are inter-
ested in a ZMP controller rather than a force controller,
we insert F d and the relation between the force F and p
into (23) to obtain the ZMP control law

ẋd = kfm!
2(p− pd) . (24)

4. EVALUATION

4.1 Simulation results for the nominal model

Before evaluating the results on a real robot, we analyze
the performance of the model predictive controller on the
nominal model (8). Figure 5 shows the capture point
tracking performance for a sampling time of 40ms with
a prediction horizon of 40 steps, i.e. 1.6s. In the cost
function, the weights for the tracking error and the change
of the control input were used constant over the prediction
horizon with q = 1 and r = 0.1. In Fig. 6 we see a
second result with the same prediction horizon, but with
a sampling time of 80ms and only 20 steps. Obviously,
a smaller sampling time with a higher number of steps
leads to a better performance for the same length of the
prediction horizon.

With regard to real-time implementation, however, it is de-
sired to keep the number of optimization parameters small.
Therefore, we used a sampling period for the control policy,
which was increasing over the control horizon, while we
used a constant sampling period for the state prediction.
Table 1 shows the sampling periods and the corresponding
number of samples (i.e. optimization variables). For the
state prediction, a constant sampling time of 10ms was
used. The prediction horizon has a length of 0.89s. Within
this horizon only 9 optimization variables appear, which
correspond to the control inputs related to the different
control sampling times. In Fig. 7 one can see the tracking
performance of this modified MPC formulation. Even if
we have only 9 optimization parameters and a shorter
prediction horizon, the small sampling time of 10ms thus
leads to an improved performance compared to Fig. 5 and
Fig. 6.

4.2 Experiments

The proposed application of model predictive control to
the capture point dynamics with an underlying ZMP
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Fig. 5. Simulation of the Capture Point MPC for the
nominal model with a sampling time of 40ms and
a prediction of 40 steps. The reference trajectory is
shown by the red curve.
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nominal model with a sampling time of 80ms and
a prediction of 20 steps. The reference trajectory is
shown by the red curve.

1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

time[s]

 

 

1 2 3 4 5 6
0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

time[s]

 

 
ξx [m] ξy [m]

Fig. 7. Simulation of the Capture Point MPC for the
nominal model with a sampling time of 10ms and
a reduction to a set of 9 optimization parameters for
each direction. The reference trajectory is shown by
the red curve.

controller was implemented and evaluated for the DLR-
Biped (Ott et al. (2010)) (Fig. 8). The feet of this robot
have a compact size of 9.5cm width and 19cm length
and are equipped with six-axis force torque sensors, which
allow to determine the position of the ZMP in a sensor
sampling rate of 2ms. The realtime control and trajectory
generation is implemented in a sampling time of 1ms. The

Table 1. Increasing sampling periods for the
control policy in the simulation

Control period 10ms 40ms 80ms 160ms 320ms
Control samples 1 2 4 1 1



QP problem (20) was solved with the state of the art solver
from Ferreau et al. (2008) in a sampling rate of 2ms.

Fig. 8. DLR-Biped

The prediction horizon of the MPC was chosen as Tℎ =
0.89s and was split into two parts for which we used
different prediction sampling times T1 and T2. The first
part corresponds to two steps with a sampling time of
T1 = 5ms, while in the second part of the prediction
horizon, we used a sampling time of T2 = 10ms. Moreover,
we used an increasing sampling period for the control
policy in order to reduce the size of the optimization
problem (as discussed in section 4.1). Table 2 shows the
distribution of the control sampling periods used in the
experiments. The resulting optimization problem thus has
16 optimization variables, 8 for each direction (x and y).

Table 2. Increasing sampling periods for the
control policy in the experiments

Control period 5ms 40ms 160ms 320ms
Control samples 2 2 3 1

Table 3. Optimization weights

Sampling time T1 T1 T2 T2 T2 T2 T2

Samples 1 1 8 16 16 16 32
qi 1 1 2 4 6 8 100
ri 0.2 0.5 10 10 10 10 10

An important aspect in the experimental evaluation was
the tuning of the optimization weights along the prediction
horizon, which are the controller parameters. The used
optimization weights are shown in Table 3. In order to
emulate the terminal constraint mentioned in section 3.4,
the terminal weight was selected very high. The relatively
low weights ri at the beginning of the control horizon
lead to a better disturbance rejection, but also to a larger
variation of the ZMP and thus a higher sensitivity to noise.

Figure 9 shows the resulting Capture Point trajectory for
a forward walk with a stride length of 0.2m. The reference
trajectory is shown in red. The corresponding ZMP is
shown in Fig. 10. In order to illustrate the solution of the
QP problem over time, the resulting future ZMP control
inputs in x and y direction are shown in Fig. 11 and Fig. 12.
One can clearly see the increasing sampling time of the
control policy, which is more fine granular at the beginning
of the prediction horizon and gets coarser at the end.

5. SUMMARY AND OUTLOOK

In this paper the application of the model predictive
control framework to the feedback stabilization of the
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Fig. 9. Capture Point in the forward walking experiment.
The reference trajectory is shown in red.
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Fig. 10. ZMP in the forward walking experiment. The
desired trajectory is shown in red.

time [s]
optimization time index

px [m]

Fig. 11. Solution of the QP problem: Future ZMP control
inputs in x direction. The time represents the time
at which the optimization is computed, while the ’op-
timization time index’ corresponds to the prediction
time within the MPC.

capture point dynamics for bipedal walking is presented.
In contrast to (Englsberger et al. (2011)), constraints on
the ZMP are directly included in the controller design.
The approach aims at a feedback controller, rather than
a walking pattern generator. Therefore, the ZMP in the
capture point dynamics was considered as the control
input. The cost function in the MPC was chosen based
on a given desired CP reference trajectory in combination



time [s]
optimization time index

py [m]

Fig. 12. Solution of the QP problem: Future ZMP control
inputs in y direction. The time represents the time
at which the optimization is computed, while the ’op-
timization time index’ corresponds to the prediction
time within the MPC.

with a cost for the rate of change of the control input.
In the presented setup, the desired ZMP from the MPC
algorithm was implemented by a position based ZMP
controller. The performance of the approach was evaluated
by simulations and experiments with the DLR-Biped.
In order to allow for a real-time implementation with
a small set of optimization variables, in the MPC a
control sampling time with increasing sampling periods
over the control horizon was used. The proposed algorithm
achieved stable walking motions using predefined footstep
locations. Our future works on this topic will focus on
an elimination of the need for a pre-defined CP reference
trajectory and on more efficient implementations of the
optimization in the MPC algorithm.
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