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Abstract—Covariance matrices usually exhibit specific spec-
tral structures, such as low-rank ones in the case of factor models.
In order to exploit this prior knowledge in a robust estimation
process, we propose a new regularized version of Tyler’s M -
estimator of covariance matrix. This estimator is expressed as
the minimizer of a robust M -estimating cost function plus a
penalty that is unitary invariant (i.e., that only applies on the
eigenvalue) that shrinks the estimated spectrum toward a fixed
target. The structure of the estimate is expressed through an
interpretable fixed-point equation. A majorization-minimization
(MM) algorithm is derived to compute this estimator, and the
g-convexity of the objective is also discussed. Several simulation
studies illustrate the interest of the approach and also explore a
method to automatically choose the target spectrum through an
auxiliary estimator.

I. INTRODUCTION

Covariance matrix estimation is generally a first step in the
analysis of multivariate data sets. In this scope, M -estimators
of the scatter [1] offer an interesting alternative to the tra-
ditional sample covariance matrix, thanks to their robustness
properties among the family of elliptical distributions [2].
Notably, Tyler’s M -estimator [3, 4] is a popular choice due to
its invariance and robustness properties on this whole family.

Nevertheless, low/insufficient sample support (“small n,
large p” problems) are still challenging, as M -estimators can-
not be computed for n < p. A potential solution to this issue
is to use shrinkage (also referred to as regularization) methods
[5, 6]. Thus, regularized M -estimators have been proposed
as minimizers of a penalized M -estimation objective, which
involves a regularization penalty that shrinks the estimate
towards a given target matrix T [7–10]. For this class of
estimators, several works were also conducted on bias-variance
trade-off for regularization parameter selection (see e.g., [11]
and references therein).

In many applications, covariance matrices exhibit particular
spectral structures [12–15], such as low-rank ones. Exploiting
this structure through regularized M -estimators requires an
appropriate setting of the target T, that raises the following
dilemma: i) using T = I (or cI with c an estimate of the mean
of the eigenvalues) shrinks the eigenvalues of the estimate
toward identity (or grand mean), which does not reflect most
spectral structure; ii) using another arbitrary matrix (e.g.,
diagonal) can account for a specific spectral structure, but also
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shrinks inherently the eigenvectors of the estimate, which may
not be desired in general.

To alleviate this problem, we consider here the use of
a penalty that is unitary invariant (i.e., that only applies on
the eigenvalues [16]). A shrinkage penalty is proposed and
applied to derive a new regularized version of Tyler’s M -
estimator, which is expressed through an interpretable fixed-
point equation. A majorization-minimization (MM) algorithm
[17] is derived to compute this estimator, and the g-convexity
[18] of the objective is also discussed. Several simulations
illustrate the interest of the approach and also explore a method
to automatically select the target spectrum with the eFusion
algorithm [15].

II. BACKGROUND

A. Tyler’s M-estimator

Consider a n-sample of p-dimensional vectors {zk}nk=1
(simply denoted {zk} afterwards). Tyler’s M -estimator [3] is
the minimizer of the cost function

LTy(Σ|{zk}) =
p

n

n∑
k=1

ln
(
zHk Σ−1zk

)
+ ln |Σ| (1)

on the set of positive definite matrices, denoted H++
p . For n >

p and when the samples span the whole space, this estimator
exists and is unique (up to a scale factor). Moreover, it satisfies
the following fixed-point equation:

Σ̂Ty =
p

n

n∑
k=1

zkz
H
k

zHk Σ̂−1
Tyzk

∆
= HTy(Σ̂Ty), (2)

and can be computed with the fixed-point algorithm [2–4]

Σt+1 = HTy(Σt). (3)

In many applications, the number of variables measured in a
single observation can be considerably larger than the number
of available samples. For example, in portfolio optimization
problems in finance, the number of assets often exceeds the
number of historical returns. Thus, the condition n > p can
be restrictive in modern applications, which motivated the
development of shrinkage methods.

B. Regularized Tyler’s M -estimator

For “small n, large p” problems, several formulations
(yielding the same estimate structure) have been proposed to
compute a regularized counterpart of Tyler’s M -estimator [7–
10]. Below we present the one used in [8][Sec. IV.B] that is



most compatible with our derivations of the spectrum regu-
larized Tyler’s (SRTy) M -estimator proposed herein. Consider
the function

LR(Σ) = Tr
{
Σ−1T

}
+ ln |Σ| (4)

for a given target matrix T ∈ H++
p , i.e, the Kullback-Leibler

divergence from Σ to T. For a real α > 0, regularized Tyler’s
M -estimators are defined as the minimizers of the objective

LαRTy(Σ) = LTy(Σ|{zk}) + αLR(Σ) (5)

on H++
p . Denote β = α/(1 + α). When β ∈ (min(0, 1 −

n/p), 1], this estimator exists and is unique [8–10]. Moreover,
it satisfies the following fixed-point equation:

Σ̂RTy =
p(1− β)

n

n∑
k=1

zkz
H
k

zHk Σ̂−1
RTyzk

+ βT, (6)

where the shrinkage of the estimate towards the target T
becomes clearly apparent. Similarly to Σ̂Ty, Σ̂RTy can be
computed using the fixed-point iterations

Σt+1 = (1− β)HTy(Σt) + βT. (7)

Note that for β sufficiently large, Σ̂RTy exists in the prob-
lematic settings n < p (at the cost of introducing some bias
[19]). The use of shrinkage is also beneficial in the cases
p > n, as it can improve the estimation accuracy (or bias-
variance trade-off). However, as discussed in the introduction,
the formulation of Σ̂RTy cannot account for a specific spectral
structure without additionally shrinking the eigenvectors of the
estimate, which motivated the present work.

III. SPECTRAL SHRINKAGE OF TYLER’S M -ESTIMATOR

A. Problem formulation

The eigenvalue decomposition (EVD) of a given Hermitian
matrix is denoted

Σ
EVD
= VΛVH with

V = [v1, . . . ,vp] ∈ Upp ,
Λ = diag(λ),

λ = [λ1, . . . , λp] .

(8)

Above Upp denotes the set of p×p unitary matrices and diag(λ)
a diagonal matrix with elements in λ as its diagonal elements.
In order to avoid any ambiguity in this definition, we assume
ordered eigenvalues as λ1 ≥ . . . ≥ λp > 0, and an arbitrary
element of each vj (e.g., the first entry) can be assumed to
be real positive. Define φ as the operator that extracts the
diagonal matrix of eigenvalues from a given Hermitian matrix
(with preserved order):

φ : Σ
EVD
= VΛVH 7−→ φ(Σ)=Λ. (9)

For a given target spectrum ΛT (a real positive diagonal
matrix, with ordered diagonal), we propose the following
penalty function or spectral regularizer,

LSR (Σ) = Tr
{

ΛT (φ(Σ))
−1
}
+ ln |φ(Σ)| . (10)

Note that LSR is unitary invariant, i.e., it is only a function of
the eigenvalues of the entry. We propose a spectral regularized
Tyler’s (SRTy) M -estimator as the minimizer of the objective

LαSRTy(Σ) = LTy(Σ|{zk}) + αLSR (Σ) (11)

on H++
p where α > 0.

B. Structure of the solution

The following proposition explicits the structure of the
proposed regularized estimator.

Proposition 1 The minimizers LαSRTy, denoted Σ̂SRTy, satisfy
the following fixed-point equation:

Σ̂SRTy =
p

n(1 + α)

n∑
k=1

zkz
H
k

zHk Σ̂−1
SRTyzk

+
α

1 + α
V̂ΛT V̂H

Σ̂SRTy
EVD
= V̂Λ̂V̂H .

(12)

Proof: First, remark that ln |φ(Σ)| = ln |Σ|, so we have
the relation

∂ ln |Σ|
∂Σ

=
∂ ln |φ(Σ)|

∂Σ
= Σ−1. (13)

Moreover

∂ ln
(
zHk Σ−1zk

)
∂Σ

= −Σ−1zkz
H
k Σ−1

zHk Σ−1zk
, (14)

and for Σ
EVD
= VΛVH , it can be shown that

∂Tr
{

ΛT (φ(Σ))
−1
}

∂Σ
= −VΛ−1ΛTΛ−1VH . (15)

Thus, solving ∂LαSRTy(Σ)/∂Σ = 0 leads to the solution
expressed in (12).

Note that when ΛT = I, the proposed estimator coincides
with the regularized estimator of [8–10] in (6). Otherwise,
the proposed method only shrinks the eigenvalues towards
the target ΛT and does not apply any explicit shrinkage on
the eigenvectors, which was the desired outcome. Another
property of Σ̂SRTy is that it naturally satisfies the constraint

Tr
{

ΛT Λ̂−1
}
= p, (16)

which can be checked by multiplying (12) by Σ̂−1
SRTy and

taking the trace of the obtained relation.

C. Geodesic convexity

The concept of geodesic convexity (g-convexity) has been
used in [7, 10, 18] to study the uniqueness of (regularized)
M -estimators. Define the geodesic path between two matrices
Σ0 and Σ1 in H++

p as

Σx = Σ
1/2
0

(
Σ

−1/2
0 Σ1Σ

−1/2
0

)x
Σ

1/2
0 , x ∈ [0, 1]. (17)

A function f is said to be g-convex on H++
p if

f(Σx) ≤ (1− x)f(Σ0) + xf(Σ1), x ∈ (0, 1). (18)

The g-convexity enjoys properties similar to those of the
convexity in the standard Euclidean case. Specifically, if a
function is g-convex, then any local minimum is a global
minimum (cf. Proposition 1 in [18]). For the considered cost
function, we have the following proposition:

Proposition 2 The objective LαSRTy is g-convex in Σ onH++
p .



Algorithm 1 MM algorithm to compute Σ̂SRTy

1: Initialize Σ0 = I
2: repeat
3: Compute HTy(Σt)

EVD
= UtDtU

H
t from (2).

4: Update Σt+1 = Ut

(
1

1+αDt +
α

1+αΛT

)
UH
t .

5: t = t+ 1
6: until convergence criterion is met

Proof: The g-convexity of LTy is established in [10].
The function LSR is orthogonally invariant, i.e. LSR(Σ) =
LSR(QΣQH) for any rotation matrix Q. Moreover, LTy is
convex in {ln(λj)} (from the EVD of Σ in (8)). Therefore it
is g-convex in Σ (Theorem 3.1. of [16]).

Hence, if a solution satisfying (12) is obtained in the feasible
set H++

p , it is a global minimum. Due to space limitations,
the conditions for existence and uniqueness of such solution
will be discussed in a forthcoming communication.

D. Majorization-minimization algorithm

In this section, we derive an MM algorithm [20] in order
to compute the proposed estimator. At each iteration, the MM
algorithm operates by minimizing a surrogate (upper bound)
of the objective function at the given point. This ensures a
monotonic decrement of the objective at each iterations.

Thanks to the concavity of ln, the function LTy can be
upperbounded at the point Σt by the surrogate

g(Σ|Σt) = Tr
{
Σ−1Zt

}
+ ln |Σ|+ const. (19)

with Zt = HTy(Σt) (defined in (2)) with equality achieved
at Σt (cf. Proposition 1 of [20]). The update of the variable
Σt+1 is then obtained by solving the following sub-problem:

minimize
Σ

g(Σ|Σt) + αLSR(Σ). (20)

With the change of variable Σ
EVD
= VΛVH , this problem is

equivalent to

minimize
V∈Upp ,Λ∈Dp

Tr
{
VΛ−1VHZt

}
+ αTr

{
ΛTΛ−1

}
+ (1 + α) ln |Λ|.

(21)

Denote Zt
EVD
= UtDtU

H
t . The solution for the update of

the eigenvectors is given as Vt+1 = Ut (see e.g., [21] and
references therein). For this fixed solution, the update of Λ is
obtained by solving

minimize
Λ∈Dp

Tr
{
Λ−1(Dt + αΛT )

}
+ (1 + α) ln |Λ|,

(22)
where Dp denotes the set of positive diagonal matrices. This
then leads to Λt+1 = {1/(1 + α)}Dt + {α/(1 + α)}ΛT .
Eventually, the resulting algorithm take the form of fixed-point
iterations, summarized in the table Algorithm 1.

IV. SIMULATIONS

A. Validation

For these validation simulations the data follows a multi-
variate Student t-distribution [2] with the d = 3 degrees of

freedom (thus, with considerably heavier tails than the normal
distribution). The scatter matrix, denoted Σ(ρ), is Toeplitz
with entries Σi,j = ρ(j−i), with ρ = ξ(1 +

√
−1)/

√
2 and

its EVD is denoted by Σ(ρ)
EVD
= V(ρ)Λ(ρ)VH(ρ). Figure 1

illustrate the convergence of Algorithm 1 and the convergence
of the estimate towards the fixed-point equation in (12), which
are empirical validations of Proposition A and the proposed
MM algorithm. Figure 2 presents the normalized mean squared
error (NMSE) on the shape matrix (namely, trace normalized
covariance matrix) and the spectrum for Σ̂SCM, Σ̂Ty, Σ̂RTy,
and Σ̂SRTy (with target spectrum ΛT = Λ(ρT ) for various
values of |ρT |). First we confirm that, for ΛT = I (i.e.
|ρ| = 0), Σ̂RTy and Σ̂SRTy are equivalent. Clearly, I (or
ΛT = I) is an appropriate target when |ρ| tends closer to
0, which explains the good performance of these estimators
on the left panel of Figure 2. However, this is no longer true
when |ρ| tends to 1, and Σ̂SRTy using an appropriate target can
offer a better bias-variance trade-off. Of course establishing a
target spectrum depends on available prior knowledge and the
application. In the next example, we test an application where
ΛT is automatically selected with an auxiliary method.

B. Data-adaptive target spectrum selection

We now consider a spiked model, where the scatter matrix
is built as

Σ =

r∑
i=1

γviv
H
i +

p∑
i=r+1

σ2viv
H
i (23)

where γ = 20, σ2 = 1, and vr are the eigenvectors of Σ(0.5)
(constructed as in the previous section). In this scenario, one
can leverage on recent eigenvalues-fusing algorithms [14, 15]
to get a first estimate of the spectral structure (rank and
plateaus). Figure 3 illustrates the performance of Σ̂SRTy using
eFusion [15] (with corresponding estimator denoted Σ̂eFusion)
to build its target spectrum, that is, the target spectrum was
chosen as ΛT = φ(Σ̂eFusion). On the left panel of Figure 3,
the samples are close to Gaussian (namely, the degrees of
freedom of the t-distribution is d = 20). Since Σ̂SCM is close
to be the MLE, it is more accurate than Σ̂Ty. Σ̂RTy exhibits
a bias-variance trade-off that can improve the estimation ac-
curacy. Σ̂eFusion exhibits the best performance as it is able
to fuse eigenvalues correctly in this Gaussian factor model
case. Σ̂SRTy outperforms Σ̂RTy, as it is able to exploit an
appropriate prior on the spectral structure (which is far from I
in the factor model). On the right panel of Figure 3, the samples
follow a heavy-tailed t-distribution with d = 3 degrees of
freedom. Σ̂Ty is robust to these distributions so it outperforms
Σ̂SCM. Σ̂eFusion appears robust to non-Gaussian distributions,
but does not offer as much gain as in the previous case. Finally,
Σ̂SRTy offers improved MSE in this non-Gaussian scenario for
large values of α.

V. CONCLUSION

This paper proposed a new spectrum regularizing penalty
function LSR (Σ) that can be used in covariance estimation
problems to shrink the eigenvalues of the covariance matrix
estimator towards a fixed target spectrum ΛT . The penalty
is orthogonally invariant and g-convex, and it was used in
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Fig. 1. Convergence criterions w.r.t. iterations for 10 independent Monte
Carlo trials: gap to minimal value of objective function (top), MSE between
iterates (middle), MSE between left and right terms of fixed-point equation
(12) (bottom). n = 40, p = 30, |ρ| = ξ = 0.9. The data is generated from
p-variate Student t-distribution with d = 3 degrees of freedom.
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Fig. 2. NMSE on shape matrix (top) and spectrum (bottom) versus 1/(1+α)
for p = 12, n = 20, |ρ| = 0.5 (left panel) and |ρ| = 0.95 (right panel).

this paper to construct a new spectrum-regularized Tyler’s
M -estimator (SRTy-estimator). An algorithm was proposed to
compute this estimator (that satisfies the fixed-point equation
(12)) and several simulations illustrated the interest of the ap-
proach. The important question of the adaptive selection of the
regularization parameters will be discussed in a forthcoming
communication by extending [10].
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