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Abstract—This paper deals with polarimetric synthetic aper-
ture radar (PolSAR) image segmentation. More precisely, we
present a new robust clustering algorithm designed for non-
Gaussian data. The algorithm is based on an expectation-
maximization approach. Its novelty is that, in addition to the
estimation of each cluster center and covariance matrix, it also
provides for each observation an estimation of the scale parame-
ter, allowing a better flexibility when assigning each observation
in one cluster. The method performances are evaluated on both
simulated and real multi-looked PolSAR data. It is demonstrated
that the algorithm outperforms the classical clustering algorithms
such as k-means and GMM (Gaussian-based EM algorithm) in
various scenarios.

I. INTRODUCTION

The main goal of data clustering is to divide the data in
different groups, called clusters, basing on the similarities be-
tween them. In the context of so-called model-based clustering
algorithms, all data points from the same cluster are considered
as sampled from one distribution with fixed parameters. A
widely used multivariate probabilistic model is the Gaussian
Mixture Model (GMM), which represents the distribution of
the data as a random variable given by a mixture of Gaussian
distributions. Consequently, all points drawn from one of these
normal distributions are considered to belong to the same
cluster. The parameters of this model are usually estimated
using the two-step iterative Expectation-Maximization (EM)
algorithm [1], based on the maximization of the likelihood.
For GMM model, the EM algorithm provides closed-form
expressions for the estimators of the mean and covariance
matrix of each cluster.

However, it has been shown that this EM version can have
really poor performances in the presence of noise (additive to
the GMM) or high heterogeneous data. This can be explained
by the non-robustness of the estimators computed in the
algorithm: the empirical means and the sample covariance
matrices (SCM). In order to improve the performance, two
main strategies were developed. One consists in modifying
the model to take into account any additive noise and the
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other one is to change the GMM for a mixture of non-
Gaussian distributions leading to robust estimators that are able
to deal with outliers or heterogeneous data. We are particularly
interested in robustness because of the noisy nature of the
PolSAR images we want to analyze and, in this case, we
consider the latter class of algorithms. This decision is mainly
based on the fact that non-Gaussian distributions have been
successfully used to model real data behaviors in various radar
applications [2], [3].

In Machine Learning, image segmentation is a classical
clustering application. The goal is to segment the image in
parts that have common characteristics. For example, in the
case of color compressing, the goal is to detect sets of pixels
that have similar colors so that the image can be accurately
represented with a smaller amount of colors (one per cluster).
In the case of PolSAR images, our objective is to segment
field images by land use [4], [5]. In order to achieve this goal,
we adapt the flexible and robust algorithm presented in [6]
and we applied it on images by considering patches of pixels.

The rest of the paper is organized as follows. In section 2,
we present the theoretical background of PolSAR images and
the robust theory on top of which our algorithm is constructed.
Section 3 describes the design of our method. Section 4 is
devoted to the experimental results, which allow us to show the
improved performance of our method for different simulated
PolSAR images in comparison with other commonly used
methods such as k-means. Finally, our conclusions are stated
in section 5.

Notation: Vectors (resp. matrices) are denoted by boldfaced
lowercase letters (resp. uppercase letters). AT represents the
transpose of A, |A| represents the determinant of A and tr(A)

represents the trace of A. N (0, Im) denotes the m-variate
Gaussian distribution with zero-mean and covariance matrix
equal to the identity matrix of dimension m.

II. THEORETICAL BACKGROUND

A. PolSAR images

Polarimetric SAR sensors measure the amplitude and phase
of backscattered signals in four combinations of the linear



received and transmitted polarizations: horizontal-horizontal
(HH), horizontal-vertical (HV), vertical-horizontal (VH) and
vertical-vertical (VV). These signals form the complex scat-
tering matrix S

S =

[
SHH SHV
SV H SV V

]
Thanks to the reciprocity theorem, in the monostatic case
(when the same antenna is used as transmitter and receiver) we
assume that the cross-pol channels of the scattering matrix are
equal, that is SHV = SV H . Therefore, the scattering matrix S

can be rewritten to form a scattering vector as follows

kL =
[
SHH

√
2SHV SV V

]T
(1)

or equivalently

kP =
1√
2
[SHH + SV V SHH − SV V 2SHV ]

T
. (2)

Because of the random nature of PolSAR images, the
vector k has been usually modeled as a zero-mean complex
Gaussian circular process. Denosing or clustering PolSAR
data then consist in estimating the covariance matrix of the
vector k in each pixel of the image. To that end, the well-
known sample covariance matrix has been widely employed.
However, the modern PolSAR data provided by high resolution
SAR systems exhibit highly heterogeneous nature that can not
be described by the classical Gaussian model. Consequently,
new, more complex, models appeared. One of them, the
scalar-texture model, has been designed in order to provide
the additional parameter able to describe different scenarios
occurred in PolSAR images. In the following section, we
introduce the scalar texture model, also known as compound-
Gaussian model, and its generalization given by elliptical
distributions class.

B. Data model

Given χ = {xi}ni=1 a set of data points in Rm we consider
points as samples from a mixture of distributions with the
following probability density function (pdf):

f(x) =

K∑
k=1

πkfθk(x) with
K∑
k=1

πk = 1, (3)

where πk represents the proportion of the kth distribution
in the mixture and fθk its pdf depending on the parameters
grouped in θk. We assume that fθk(xi) is the pdf of Ellipti-
cally Symmetric (ES) distributions. An m-dimensional random
vector xi from the kth distribution is ES-distributed if its pdf
can be written as

fθk(xi) = C|Σk|−
1
2 gxi

(
(xi − µk)

TΣ−1
k (xi − µk)

)
(4)

where C is a constant, gxi : [0,∞)→ [0,∞) is any function
(called the density generator) such that (4) defines a pdf, µk
is the location parameter (mean) and Σk is the scatter matrix.

The matrix Σk reflects the structure of the covariance matrix
of Xi (the covariance matrix is equal to Σk up to a scale factor
if the distribution has a finite second-order moment, see [7]
for details). This is denoted ES(µk,Σk, gxi

(.)).
These models admits a Stochastic Representation given as

follows: x ∼ ES(µk,Σk, gxi
(.)) if and only if it admits the

following stochastic representation [8]

x
d
= µk +

√
QAku, (5)

where the non-negative real random variable Q, called the
modular variate, is independent of the random vector u that is
uniformly distributed on the unit m-sphere and Σk = AkA

T
k

is a factorization of Σk.

ES distributions include the class of compound-Gaussian
distributions. This particular family displays a random vector
as an affine transformation of Gaussian process represented as
follows

xi = µk +
√
τ̃ikAkgi, (6)

where µk corresponds to the mean, τ̃ik is a positive random
variable independent from gi, gi ∼ N (0, Im) and AkA

T
k =

Σk. Generally, some one-dimensional constraints on Σk is
assumed for identifiability (between τ̃ik and Σk) conditions. In
this work, we assume tr(Σk) = m (See [?] for more details).
It is important to notice that since we consider a mixture of
distribution, the (unknown) pdf of τ̃ik can be different from
one cluster to an other, explaining the notation involving an
extra index k.

In the following, we do not set a particular distribution for
τ̃ik in Eq. (6) to estimate the cluster distribution in a parametric
way. Instead, we model each cluster in an approximated way.
We assume that each data point xi ∈ Rm, from the cluster j
of the mixture, is the result of multiplying a sample from a
multivariate zero-mean Gaussian by a deterministic constant
[?] and a consequent translation, i.e. it can be written as

xi = µk +
√
τikAk gi, (7)

with the mean µk a real vector, τik a deterministic constant
or parameter, gi ∼ N (0, Im) and AkA

T
k = Σk with tr(Σk) =

m. The proposed model can be seen as a general compound-
Gaussian distribution conditionally to the texture parameter
τ̃ik = τik.

Consequently, the data model considered for developing the
clustering algorithm is the mixture model defined in Eq. (3)
where θk = (µk,Σk, {τik}i=1,..,N ) for k = 1, ...,K. When
comparing to a classical EM algorithm, this data modelling
requires (in the M step) the estimation of all the τik’s pa-
rameters leading to different estimators for the mean and the
covariance matrix. Details can be found in [6].

III. ALGORITHM

The proposed algorithm, called R-EM for robust EM al-
gorithm, is designed to segment images with the presence of



noise. In particular, we focus our method on PolSAR images.
As this type of signals are complex valued zero-mean images,
we then consider the amplitude real values to segment these
images with our method and other classic methods as k-means
and EM for GMM. We first smooth the data with small patches
because the resulting amplitude real value is a very noisy
signal.

Our algorithm has the same general structure as the two-
step classical EM algorithm. Some distinctive characteristics
of this algorithm are the recursive equations for the parameter
estimations and the adaptation for images of τ updates. More
precisely, we iteratively solve a fixed-point equation system
derived from the expected likelihood in the maximization step
that results in a robust estimation of the various parameters
(see [6] for technical details). The equations corresponding to
this equation system are in line 12 and line 13 of Algorithm
1 and correspond to the Tyler’s M -estimators of the mean
and the covariance matrix [9], [10]. On the other hand, we
consider a patch of pixels to take advantage of the local
structure of the image. Each patch represents the squared
neighborhood of the pixel where it is centered and is supposed
to be somehow homogeneous. Based on the later idea, we
compute the estimation of the τi parameter of each pixel
as the trimmed mean of all the pixels that belong to the
corresponding patch. Even though we smooth the image before
applying the clustering method, the trimming technique helps
to discard some extreme values that remain in the data even
after the smoothing.

Regarding the additional parameters that have to be tuned,
different sizes for the patches have been tested for the texture
estimation: 3 × 3, 5 × 5 and 7 × 7. Additionally, we have
also explored different strategies for the τ estimation: mean,
median and trimmed mean over the patch. The trimmed mean
has been kept as shown in Algorithm 1.

IV. EXPERIMENTS

In this section, we present the results obtained for simulated
and real PolSAR data.

A. Simulated data

The original clusters have been generated using a Markov
Random Field (MRF) following a Gibbs distribution as in [11].
A polarimetric behavior has been assigned to the different
clusters of the designed images. The matrices have been
sampled from the PolSAR data as explained in [11]. The
procedure is the following.

First, we choose the number of polarimetric clusters K.
A ground truth (original clusters) is generated using a MRF.
For each cluster, one of the seven possible polarimetric signa-
tures is randomly assigned and the Gaussian speckle noise is
generated according to them. The exact values of covariance
matrices can be found in [11]. Then, we generate several noisy
PolSAR images in order to obtain multi-looked images. The

Algorithm 1: Scheme of the proposed R-EM algorithm
Input : Data χ = {xi}ni=1, K the number of clusters
Output: Clustering labels Z = {zi}ni=1

1 Set initial random values θ(0);
2 l← 1;
3 while not convergence do
4 E: For each 1 ≤ k ≤ K and 1 ≤ i ≤ n compute:
5

p
(l)
ik =

π
(l−1)
k f

θ
(l−1)
ik

(xi)

K∑
j=1

π
(l−1)
j f

θ
(l−1)
ij

(xi)

;

6 M:
7 For each 1 ≤ k ≤ K:
8 Update π(l)

k = 1
n

∑n
i=1 p

(l)
ik ;

9 Update w(l)
ik =

p
(l)
ik∑n

l=1 p
(l)
lk

;

10 Set µ(′)
k = µ

(l−1)
k and Σ

(′)
k = Σ

(l−1)
k ;

11 while not convergence do
12

µ
(′′)
k =

n∑
i=1

p
(l)
ik xi

(xi−µ
(′)
k )T (Σ

(′)
k )−1(xi−µ

(′)
k )

n∑
i=1

p
(l)
ik

(xi−µ
(′)
k )T (Σ

(′)
k )−1(xi−µ

(′)
k )

;

13

Σ
(′′)
k = m

n∑
i=1

w
(l)
ik (xi − µ

(′′)
k )(xi − µ

(′′)
k )T

(xi − µ
(′′)
k )T (Σ

(′)
k )−1(xi − µ

(′′)
k )

;

14 end
15 Update µ

(l)
k = µ

(′′)
k and Σ

(l)
k = Σ

(′′)
k ;

16 For each pixel xi:
17 For each pixel xt in the patch of xi :
18

τ
(l)
tk =

(xt − µ
(l)
k )T (Σ

(l)
k )−1(xt − µ

(l)
k )

m
;

19 Set τ (l)ik = trimmedmean({τ (l)tk }t);
20 l← l + 1;
21 end
22 Sample zi from a multinomial distribution
M(pi1, ..., piK) to assign xi to a cluster;

multi-looked images are obtained averaging several speckle
images. An example of generated classes and simulated multi-
looked PolSAR data is given in Figure 1. The number of
classes is set to 3. The multi-looked data are obtained av-
eraging 6 speckle images.

The segmentation is performed by k-means, GMM and the
robust EM algorithm denoted as R-EM. Figure 2 displays the
obtained results. First column displays the results obtained
with k-means method, second column displays the results



Figure 1: An example of original classes (left) and simulated
6-looked PolSAR data (right)

Figure 2: Clustering results for multi-looked data PolSAR
data. From left to right: results for k-means, GMM and R-EM,
from top to bottom: results for 6,9 and 12-looked PolSAR data

with GMM and third column displays the results obtained
with R-EM. First row summarizes the results obtained for 6-
looked data. One can note that the k-means method provides
“noisy” results while R-EM gives the best clustering results.
This is even more obvious for 9-looked (second row) and 12-
looked data (third row). From third row, one can see that the
results obtained with R-EM contain an insignificant number of
misclassified pixels. To confirm these results, Table I provides
the percentage of correct classification for the three methods.
These results are in favor of the proposed algorithm whose
improved performance is due to its flexibility (thanks to the τ
parameter) and its robustness (thanks to Tyler’s M -estimators).

B. Real data

In the case of the real data segmentation, we have extracted
a fragment that has been slightly smoothed. This PolSAR
image is shown in Figure 3, where at least three clusters can
be distinguished. We again compare our results to the k-means

image k-means EM R-EM
6-looked 0.85 0.92 0.92
9-looked 0.82 0.88 0.91

12-looked 0.96 0.98 0.99

Table I: Clustering accuracy of the different results

Figure 3: Real PolSAR image extract.

and GMM clustering results. Segmented images are shown in
Figure 4. In this case there is not a clear ground-truth and
the results look similar. Results provided by GMM and R-
EM are better than the ones obtained with the k-means. Then,
it is difficult to compare GMM and R-EM since according
to the region we consider conclusions are different, e.g. for
the green cluster R-EM contains less misclassified pixels than
GMM while conclusions are opposite for the purple cluster.

V. CONCLUSIONS

In this work, we have designed an original image segmen-
tation method based on robust estimators that mimic the EM
algorithm. We have performed experiments with MRF-based
simulations of PolSAR images that have shown that our algo-
rithm outperforms classical clustering techniques, namely the
k-means and the EM algorithm for GMM distributions. On the
other side, on real PolSAR data, results were more mitigated.
In conclusion, this first work is promising and deserves to be
analyzed more in depth since several parameters have to be
tuned. Another interesting perspective would be to explore the
complex case, more realistic for PolSAR images, directly by
deriving new estimators from the complex likelihood. Finally,
it would be interesting to derive an algorithm without assuming
deterministic τ .

Figure 4: Segmentation results for k-means, GMM and R-EM
applied to a 80× 80 fragment of the real PolSAR image.
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