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Combined tracking and vibrotactile rendering with a wearable armband

Marco Aggravi, Tommaso Lisini Baldi, Claudio Pacchierotti, and Domenico Prattichizzo

Abstract—We introduce a wearable armband interface capable of tracking its orientation in space as well as providing vibrotactile sensations. It is composed of four vibrotactile motors, able to provide contact sensations, an inertial measurement unit (IMU), and a battery-powered Arduino board. We use two of these armbands, worn on the forearm and the upper arm, to interact in an immersive Virtual Reality (VR) environment. The system renders in VR the movements of the user’s arm as well as its interactions with virtual objects. Specifically, users are asked to catch a series of baseballs using their armbands-equipped arm. Whenever one baseball hits the arm, the armband closer to the contact vibrates. The amplitude of the vibration is proportional to the distance between the impact point and the position of the activated armband.

I. RELATED WORKS AND MOTIVATION

Wearable haptics in Virtual Reality has been proven capable of providing compelling contact sensations in an unobtrusive and comfortable way [1], [2], [3], significantly improving the sensation of presence in the virtual world [4]. However, in addition to provide rich haptic sensations, it is also important to precisely track the position of the limbs involved in the interaction, so as to be able to detect any contact in a timely manner. Recently, IMU-based solutions have become very popular for this purpose, also thanks to their compact form factor, weight, and ease of use. They enable the wearable tracking of the orientation of multiple parts of the body, and they have already been proven rather effective in VR. Nonetheless, most tracking solutions involve magnetometers, which cannot be placed next to metallic objects and magnetic source, e.g., an actuator.

II. THE WEARABLE HAPTIC-TRACKING SYSTEM

Our system is composed of an arbitrary number of elastic strap bands, each comprising four Precision Microdrives 304-116 vibration motors, a Xsens MTI-3 IMU, an Arduino Pro Mini 3.3 V, a 3.7 V LiPo battery, and a Bluetooth antenna.

Differently from camera-based techniques, the proposed IMU-based tracking approach [5] does not suffer from occlusion- and lighting-related issues. Moreover, it only uses accelerometers and gyroscopes, making it suitable to be used in the presence of iron and magnetic disturbances, guaranteeing good performance even near vibration motors.

For this demonstration, we track the orientation of the user’s arm, donning two armbands at the forearm and upper arm (see Fig. 1). After a calibration phase, the system can retrieve the orientation of both links w.r.t. their initial pose with an error of less than 1.5 degrees at 100 Hz. By adding more strap bands, the system can track an arbitrary number of limbs.

III. DEMONSTRATION TASK

We tested our system in a baseball-catching experience in VR. A virtual avatar’s arm mimicks the movements of the user’s arm, who observes the scene via a Head-Mounted Display. Randomly, baseballs are thrown toward the avatar, and the user tries to stop them with his or her arm. The user receives vibrotactile feedback if a baseball hits the arm. This collision is detected using a set of colliders around the avatar’s arm (see Fig. 2). The provided feedback is proportional to the distance between the impact point and the position of the closest armband.
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