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Compliant Physical Interaction based on External Vision-F@oatrol and
Tactile-Force Combination

Mario Prats, Philippe Martinet, Sukhan Lee and Pedro J. Sanz

Abstract— This paper presents external vision-force control external control, does the coupling in sensor-space, which
and force-tactile integration in three different examples of allows to control vision and force on all the degrees of

multisensor integration for robotic manipulation and execution freedom, whereas only the vision control law is directly
of everyday tasks, based on a general framework, presented in ’
connected to the robot.

[1], that enables sensor-based compliant physical interaction of . L
the robot with the environment. The first experiment is a door In the literature we can found several applications of
opening task where a mobile manipulator has to pull open the robots performing physical interaction tasks in real life

handle with a parallel jaw gripper by using vision and force  environments, as for example [4], [5] and [6]. However,
sensors in a novel external vision-force coupling approach [2] very few approaches consider multiple sensors in a general

where the combination is done at the control level; the second f k. Instead. ad-h licati v imol
one is another vision-force door opening task, but including '"@MEWOrK. Instéad, ad-noc applications are usually imple

a sliding mechanism and a different robot, endowed with a Mmented, leading in specialized robots unable to performyman
three-fingered hand; finally, the third task is to grasp a book different manipulation tasks.

from a bookshelf by m_eans of tact@le and force integre_lti_on. The In [1], we have presented a genera| framework for enab"ng
purpose of this paper is twofold: first, to show how vision and -, mpjiant physical interaction based on multiple sensor
force modalities can be combined at the control level by means . . . . e
of an external force loop. And, second, to show how the sensor- information. .T.he purpose of this pgper is twofold: frrst, to
based manipulation framework proposed in [1] can be easily show how vision and force modalities can be combined at
applied to very different physical interaction tasks in the real the control level by means of external vision-force control
world, allowing for dependable and versatile manipulation And, second, to show how this framework can be used for
the fast implementation of sensor-based physical intieract
tasks in very different robotic systems, as well as its versa
Management of uncertainty is one of the big challenges ifity, allowing to perform very different tasks in housdto
the design of robot applications able to operate autonolyousenyironments, without having specific models of them, and
in unstructured envirnoments like human or outdoor SCenafithout being Speciﬁca”y programmed for a particu|ar task
ios. Robot grasping and manipulation of objects is not apor this, three different applications are described ifeckint
exception, but one of the fields in robotics more affected bycenarios, and involving different robots and sensors: the
the uncertainties of the real world. The use of data Cominﬂ'st one is a door opening through vision-force control;
from multlple sensors is a valuable tool to overcome theaﬁe second one is another vision-force door opening task,
difficulties. but including a sliding mechanism and a different robot,
In particular, vision and force are the most important senendowed with a three-fingered hand; finally, the third task
sors for task execution. Whereas vision can gUide the hamto grasp a book from a bookshelf by means of tactile and
towards the object and supervise the task, force feedback c@rce integration.
locally adapt the hand trajectory according to task forces. The paper is organized as follows: the sensor-based physi-
When dealing with disparate sensors, a fundamental quesl interaction framework detailed in [1] is outlined in tien
tion stands: how to effectively combine the measurementg Sections IlI, IV and V describe three different examples
provided by these sensors? One approach is to combipe the framework application, involving different robots
the measurements using multi-sensor fusion techniques [3hd sensor combinations. The novel vision-force coupling

However, such method is not well adapted to vision and foregpproach is introduced in the first experiment. Conclusions
sensors since the data they provide measure fundamentallyd future lines are given in section VI.

different physical phenomena, while multi-sensory fusion

is aimed in extracting a single information from disparate !l. A FRAMEWORK FOR SENSORBASED COMPLIANT
sensor data. Another approach is to combine visual and force PHYSICAL INTERACTION

data at the control level, as we propose in this paper, wherea framework for describing physical interaction tasks,
a novel vision-force control law [2], based on the concept dhased on multisensor integration is presented in detail in
another paper of this conference [1]. Our approach is based
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We describe the task by the following elements (see [1

for a complete description):

o Thetask frame, 7', where the task motion can be natu-
rally described in terms of a velocity/force reference.

« The hand frame, H, defined in hand coordinates, and
thegrasp frame, GG, defined in object coordinates, which
indicate, respectively, the part of the hand used fc
performing the task, and the part of the object where t
perform the task.

« The task velocity,v*, and the task forcef*, given in
the task frame. The velocity reference is suitable fo
tasks where a desired motion is expected, whereas t
force reference is preferred for dynamic interaction witt
the environment, where no object motion is expectec
but a force must be applied (for polishing a surface
for example). A6 x 6 diagonal selection matrixSe,
is used to choose whether a particular task directio
needs a velocity or a force reference. A suitable forc
controller must convert the force references on force
controlled DOFs to velocities, so that the task is finally
described as a desired velocity given in the task framéig. 1. The vision task is to align hand frarté with the grasp framej.

T

In general, the task frame is not rigidly attached to the
robot end-effector frame. The task frame, according to itd" an ActivMedia PowerBot mobile robot. The hand of
definition, must be always aligned with the natural decomthe robot is a PowerCube parallel jaw gripper. This robot
position of the task. Therefore, sensors must be integrat®§longs to the Intelligent Systems Research Center (ISRC,
in order to provide an estimation of the task frame positiofUngkyunkwan University, South Korea), and is already
and orientation during task execution (sensor-baseditrgck €ndowed with recognition and navigation capabilities £,
of the task frame [7]). This estimation is represented b§hat it is able to recognise the object to manipulate and to
the homogeneous transformation matfid;, so that the Tetrieve its structural model from a database.
desired task velocityr;., can be transformed from the task

Open door

frame to the robot end-effector frame, according to: A. Planning the task, hand and grasp frame
— The structural model of the d is shown in Figure 1. The
rp = Wy 7 1) e structural mo e door is shown in Figur

task of pulling open the door can be specified naturally as

whereEW 1 is the6 x 6 screw transformation matrix asso-@ rotation around” axis of frameO, but also as a negative
ciated tof M, which is computed from the kinematic Chaintranslation velocity along’ axis of the frame~. The second
linking the robot end-effector with the object mechanism, i alternative has the advantage that we carfeéy = Lixa,
EﬁT — EMy - HﬁG - SMy [1]. without th_e need to know the doo_r mode_l. We adopt this

The relative pose between the robot end-effector and tfpproach in order to make the solution valld. for other dpors.
task frame depends on the particular execution and must b8US: I’ = G, and we setv” to be a negative translation
estimated on-line by the robot sensors, because it can vaf§locity alongZ axis (the desired opening velocity). As there
during execution due to the particular object mechanism, & N© need for force references for this tagk, = 0 and
due to task redundancy, where a particular DOF is controlietf = Osxé- _ _ _
by a secondary task. The robot must always estimate theFor the parallel jaw gripper, there are very few manip-
hand-to-task relationship during task execution by medns glation possibilities. We consider only one possible task-
the model, world knowledge, vision sensors, tactile sexysororiented hand preshape, which is the precision preshage. Th
force feedback, etc. so that the task frame is always knowland frame is set to the middle point between both fingertips,
with respect to the end-effector frame, thus allowing th&S Shown in Figure 1.

robot to perform the desired task motion. As the door contains a handle, the grasp frame is set to the
handle, so that the grasp is performed on it. More concretely

lIl. EXAMPLE |2 PULLING OPEN A DOOR THROUGH the grasp frame is set centered at the handle major axis, as
VISION-FORCE COMBINATION shown in Figure 1. Then, according to the specification of the

In this section, the framework for sensor-based compliaftand and grasp frames, the desired relationship betweén bot
physical interaction is applied to the task of pulling opka t is "M = I,.4, i.e. the identity: when grasping, the hand
door of a wardrobe, using a mobile manipulator composeftame must be completely aligned with the grasp frame (the
of an Amtec 7DOF ultra light weight robot arm mountedhandle must lie in the middle point between both fingertips).
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Fig. 3. Kinematic screw during hand-to-handle alignmentlofeing an
exponential decrease, which is the classical behaviourisumal servoing

tasks. The kinematic screw converges to zero, WAV = " M.

hand-grasp relative pose is obtained. It is desirable t@gdes

a control strategy so that the grasp is continuously impigvi
during task execution. With a vision-based approach, any
misalignment between the gripper and the handle (due to
sliding, model errors, etc.) can be detected and corrected
B. Task execution through a position-based visual servoing control law [V@3.

For this task, a position-based vision-force servoing®! (e vectos of visual features to be = (t uf)”, where
closed-loop approach has been adopted. A robot head dbis the translational part of the homogeneous matiMc,
serves both the gripper and the object and tries to achieve?gdud is the axis/angle representation of the rotational part
relative pose between both. of HMQ. The VE|OCity in the hand frameH is CompUtEd

1) Estimating hand-handle relative pose: Virtual visual using a classical visual servoing control law:
servoing [9] is used to estimate the pose of the hand and —~
the handle, using a set of point features drawn on a pattern T = —Xe + e (3)
whose model and position is known. One pattern is attached ot
to the gripper, in a known po;itioﬁMgp.Ano_ther patternis  \yheree(s, s?) = ﬁ(s — s%) (in our cases? = 0, as
attached t_o the object, also in a known position with respeo:{MG — I,,.). The interaction matrixf; is set for the
to the object reference fram&Mop. As future research haricular case of position-based visual servoing:
we would like to implement a feature extraction algorithm
in order to use natural features of the object instead of the L ( —I3x3 Os3x3 )
markers. Figure 1 shows the different frames involved in the s O3x3 —Lg
relative pose estimation process and the task. ]

The matrix “Mg, which relates hand and handle, is L, = I35 — Q[u]x +01- M [u]?
computed directly from the pose estimation of the gripper 2 sinc %
and the object, according to the following expression: where [u], is the skew anti-symmetric matrix for the

rotation axisu. Finally, the end-effector motion is computed

c Eng-1 E -1 ¢ Opnf-1 .0 astg = EWy - 1H.

( Map - “Mgp MH) Mop “Mop-"Me (2) 3) Task motion and coping with uncertainties: The end-
where “M¢p is an estimation of the pose of grippereffector velocity that the robot has to achieve in order to
pattern, expressed in the camera frame, &Mop is an  perform the task motion, is computed by transforming the
estimation of the object pattern pose, also in the cametask velocity, from the task frame to the end-effector frame
frame. My and M are the hand and grasp frameaccording to equation 1.
positions with respect to the end-effector and the object Even if the relative pose between the hand and the
reference frame respectively, as set in the previous pointshandle,” W, is estimated and corrected continuously, this

2) Improving the grasp: After pose estimation, a measureestimation can be subject to important errors, considering

of the error between the desiredI;) and currentf M) that it is based on vision algorithms, that can be strongly

Fig. 2. The mobile manipulator at ISRC opening a door by meanero&f
and vision combination



affected by illumination, camera calibration errors, €ce

to this fact, the robot motion is also subject to errors, and
cannot match exactly the desired motion for the task. As the
hand is in contact with the environment, any deviation of
the hand motion regarding the task trajectory will generate
important forces on the robot hand that must be taken into
account.

We adopt a novel external vision/force control law (see
[2] for details) for integrating vision and force and coping
with uncertainties. With this approach, the force vector,
with current external forces, is used to create a new vision
reference according to:

s*=s?+ L, Ly K (f ~ f) 4)

where f* is the desired wrench, added as input to the
control loop (null in this particular caseX is the envi-
ronment stiffness matrix, ang” is the modified reference
for visu/a\l featuresL, relatestr and Xz according to
Xp =Ly 7¢ [10]. Then, the visual servoing control law,
described in the previous point, takes as visual reference
the new computed reference?. Unlike most of existing
approaches, our approach for vision-force coupling does th
coupling in sensor-space, which allows to control visiod an
force on all the degrees of freedom, whereas only the vision
control law is directly connected to the robot, thus avaidin
local minima [2].

In conclusion, there are two simultaneous end-effector
motions: one, computed by equation 1, which is in charge of
performing the task motion, and another one, computed by
equation 3, in charge of (_:O_nthOUSIy allgnlng_the hand WIﬂaig. 4. Specification of the sliding door opening task witke firoposed
the handle by external vision-force control. Figure 3 showsrmalism (top), and the mobile manipulator at Jaume-I Unitgmspening
the kinematic screw, computed by equation/s\from the errdysliding door through force and vision combination (bottom).
between the desired M) and the currenti{M() relative

pose of the hand and the grasp frame during reaching the
handle. For more experimental results of the vision/force- "€ Barrett Hand offers more advanced capabilities than

guided door opening task, along with a detailed analysis afi@e Parallel jaw gripper. A task-oriented grasp planner [12
a demonstration video, please refer to [11]. sel_ects a hoo_k preshape as the more suitable h_and configu-
ration for the intended task, and the hand frame is set to the
IV. EXAMPLE IlI: OPENING A SLIDING DOOR THROUGH inner part of the fingertips, as shown in Figure 4.
VISION-FORCE COMBINATION The grasp frame is also set by the task-oriented grasp

This experiment is very similar to the previous one in th@/@nner to the right part of the handle. Then, according to
sense that two complementary sensors (vision and force) 4¢ SPecification of the hand and grasp frames, the desired
used for a door opening task. However, in this case, we de&lationship between both '€MG = Lyx4, which means
with a sliding door and a more complex robot: a mobildhat 'Fhe robot has to use the fingertips to make contact with
manipulator composed of a PA-10 arm, endowed with '€ right face of the handle.
three-fingered Barrett Hand, and mounted on an ActivMedia )
PowerBot mobile robot (the UJI Service Robot). B. Task Execution

, Once the task has been specified, it is performed by the
A. Planning the task, hand and grasp frame same methods explained in the previous experiment, support

The structural model of the new door is shown in Figuréng the claim that the robot is not specifically programmed
4. The only difference with the previous case is that the tadkr one particular task. Instead, the same algorithms are
is now specified as a negative velocity alakigaxis of frame applied, but its execution depends on the task specification
O. However, as before, we choose to specify it as a positivend the multisensor information that the robot receives
translation velocity alond’ axis of the frame, so that we during execution. As in the previous example, an external
can set®My = I,.4, without the need to know the door camera tracks the robot hand and the object simultaneously
geometric model. and a position-based visual servoing control is performed




in order to reach and keep the desired relative hand-object
configuration, ”M¢. At the same time, force control is
used for dealing with vision errors and ensuring a successfu
execution of the task, even in the presence of uncertainties
and errors.

V. EXAMPLE |lI: GRASPING A BOOK THROUGH
FORCETACTILE COMBINATION

Now, the sensor-based compliant physical interaction
framework is applied to the task of taking out a book from
a bookshelf, using the UJI Service Robot and force-tactile
combination. The goal of the task is to extract a book from
a shelf, while standing among other books. The approach
is to do it as humans do: only one of the fingers is used,
which is placed on the top of the target book and is used to
make contact and pull back the book, making it turn with

r h hown in Figure 6. In thi k, th
espect to the base, as sho gure 6 this task, tFe. 5. Frames involved in the book grasping task. The taatilay is used

force/torque sensor is used to apply a force towards the boRKestimate the relationship between the hand and the graspeff' M.
and avoid sliding, whereas a tactile array provides detaile

information about the contact, and helps estimating thelhan

and grasp frame relationship. As shown in Figure 5, there The fingertip has to make contact on the top of the book.
is one tactile array on each of the fingertips. This sensdtherefore, we set the grasp frame to the book top surface,
consists of an array df x 5 cells, each of one can measurewhich could be located by vision or range sensors. The
the local pressure at that point. desired relationship between the hand and the grasp frame,
HMyg, is set to the identity.

A. Planning the task, hand and grasp frame

In Figure 5, a representation of the book grasping tasl: Task execution
including the necessary frames, is shown. There are twoIn this case, the task is performed by combining force and
possibilities for the task frame in this case. The first is tdactile feedback. Tactile information is used to estimatd a
set it to the book base (framE’ in Figure 5), so that the improve the contact between the hand and the book, whereas
task is described as a rotation velocity around this frarhe. T force feedback is used in order to cope with uncertaintiels an
second possibility is to set the task frame on the top edge efsure that a suitable force is performed on the book surface
the book (framel” in Figure 5), so that the task is describedso that there is no sliding.
as a negative translational velocity alodg direction. We 1) Estimating hand-book relative pose: Contact on the
have opted for the second solution, because, in this case, thook is performed with the tactile array. Depending on the
task frame coincides with the grasp frame, and, then, tlseresensor cells that are activated, the relative pose between
no need to know the book model. In the first case, the heigtiie sensor surface and the book can be estimated. It is not
of the book should be known in order to transform the taskossible to compute the complete relative pose only with
velocity from the task frame to the hand frame. By adoptingactile sensors, because they only provide local inforomati
the second solution, we make the approach general for amfen there is contact. However, we can obtain a qualitative
book size. Two references are set in the task framieand description of the relative pose. For example, if there is
f*. The first one is set to a negative velocity ;1 axis, in contact with the upper part of the sensor, but not with the
order to perform the task motion, wherefdsis set to a force lower part, we can deduce that the sensor plane is rotated
along Z axis. This force is needed in order to make enoughroundY axis with respect to the book top plane.
pressure on the book surface and avoid slip. We have setAll the tactile cells lie in theX'Y plane of the hand frame.
it to 10 N for our particular system, but it depends on théNe consider that the finger is completely aligned with the
friction coefficient between the fingertip and the book. Fobook surface when there are cells activated on each of the
small friction, a bigger force would be needed. Therefordpur XY quadrants of the hand frame, i.e., all the tactile
St is set todiag(0,0,1,0,0,0). sensor surface is in contact. If there is contact on the upper

For this task, we define a special hand posture where ohalf of the sensor, but not on the lower half, or vice versa,
of the fingers is slightly more closed than the other onesye consider that there is a rotation abddtaxis, between
so that we can easily make contact on the top of the bodke sensor (hand frame) and the book surface (grasp frame).
with one finger, as shown in Figure 5. The hand frame iSimilarly, a rotation around axis can be detected.
set to the inner part of the middle finger fingertip, just in 2) Improving the grasp: The goal of this process is to
the centre of the tactile sensor. The hand frame pose wittlign the finger (tactile sensor) surface with the book sgfa
respect to the robot end-effectdifM y, is computed from taking as input the qualitative description of the relative
hand kinematics. pose, described in the previous point. We follow a reactive



Fig. 6. The robot grasping the book by means of force and ¢abtised continuous estimation of hand-to-object relatosep

approach, where fingertip rotation arourdandY axis of integration of multiple and disparate sensor information f
the hand frame is continuously controlled, in order to obtaihand-to-object pose estimation is a key point for succéssfu
contact on each of th&(Y quadrants of the hand frame. and dependable robotic physical interaction.

With this approach, the behaviour of the robot is completely
reactive to the tactile sensor readings. The goal is to keep
the sensor plane always parallel to the book top plane, thusThe authors would like to thank Universitat Jaume-
ensuring that! Mg = Iy, I/Bancaja, under project PI1B2005-28, and Generalitat Va-

3) Task motion and Coping with uncertainties: According |enCiana, under prOjeCtS CTBPRB/2005/052 and GV-2007-

to the task description, the task motion is performed b$09 for their invaluable support in this research.
moving the hand along negativ& axis of the task frame,
while applying a force alond’ axis. This motion makes the | M. Prats, PJ. S 4 AP, del Pobil. A f « for clia
: : H . Prats, P.J. sanz, an .P. ael PoDpll. ramework Tor c
book turn Wlth reSp,eCt to the base, as shown in Figure 6. NOtE physical interaction based on multisensor information.|BE&E Int.
that, as the fingertip moves backwards and the book turns, Conf. on Multisensor Fusion and Integration for Intelligent Systems,
the tactile sensor may lose contact with the lower part. This_ Seoul, Korea, 2008. [Submitted]. o
situation is detected by the qualitative pose estimatod, an?! ' Mezloularl’ '\f gra:s, and P. de%mnzg gﬁf”a'(rggg‘%%”/fjorpe
. - . ' control. InIntl. Conference on anc obotics ' 07), Jeju,
corrected with the control strategy described in the previo Korea, 2007.
point, so that the hand frame is always aligned with thel3] R. Bajcsy. Integrating vision and touch for robotic applications.

: : Trends and Applications of Al in Business, 1984.
grasp frame, ensuring that task motion can successfully bfz'l] Lars Petersson, David Austin, and Danica Kragic. Higkel control
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