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Homography based visual servoing with omnidirectional cararas :
the cases of points and lines

Hicham Hadj Abdelkader, Youcef Mezouar, Nicolas Andrefti@hilippe Martinet

Abstract— This paper presents homography-based visual ser- also benefit from such sensors since they naturally overcome
voing scheme valid for the entire class of central catadiopic  the visibility constraint. Vision-based control of robm#irms,
cameras (including conventional perspective cameras). &t ge- single mobile robot or formation of mobile robots appear

ometrical relationships between imaged points and lines itwo thus in the literat ith idirecti | dta
views are exploited to estimate a generic homography matrix us in the literature with omnidirectional cameras (rééer

from which a partial Euclidean reconstruction is obtained. The ~ €xample to [4], [21], [18]). Image-based visual servoingwi
informations extracted from the homography and imaged poitts ~ central catadioptric cameras using points has been stbgied

and lines are then used to design hybrid control laws. in [4]. The use of straight lines has also been investigated i
[18].
. INTRODUCTION This paper is concerned with homography-based visual

Vision-based servoing schemes are flexible and effegervo control techniques with central catadioptric camera
tive methods to control robot motions from cameras obthis framework (called 2 1/2 D visual servoing) has been
servations [12]. They are traditionally classified intoer first proposed by Malis and Chaumette in [16]. The 2 1/2
groups, namely position-based, image-based and hybrig-visual servoing scheme exploits a combination of recon-
based control [8], [12], [16]. These three schemes makfructed Euclidean information and image-space inforonati
assumptions on the link between the initial, current angh the control design. The 3D informations are extracted
desired images since they require correspondences betwggfin an homography matrix relating two views of a reference
the visual features extracted from the initial image Witl'b|ane_ As a consequence, the 2 1/2 D visual Servoing scheme
those obtained from the desired one. These features @ges not require any 3D model of the target. The resulting
then tracked during the camera (and/or the object) motiofhteraction matrix is triangular with interesting deccingl
If these steps fail the visually based robotic task can n@froperties and it has no singularity in the whole task space.
be achieved. Typical cases of failure arise when matchingnfortunately, in such approach the image of the targetis no
joint images features is impossible (for example when nguaranteed to remain in the camera field of view. Motivated
joint features belongs to initial and desired images) orwhepy the desire to overcome this deficiency, we extend in
some parts of the visual features get out of the field of ViE\thS paper homography_based visual servo control tecbsiqu
during the servoing. Some methods have been investigatgflan entire class of omnidirectional cameras. We describe
to resolve this deficiency based on path planning [17how to obtain a generic homagraphy matrix related to a
switching control [7], zoom adjustment [19]. However, sucleference plane for central catadioptric cameras usingéua
strategies are sometimes delicate to adapt to generic.setgpints or lines. Then the 3D informations obtained from

Conventional cameras suffer thus from restricted field ahe homography is used to develop 2 1/2 D visual servoing
view. There is thus significant motivation for increasingschemes based on points and lines features.

the field of view of the cameras. Many applications in
vision-based robotics, such as mobile robot localizati®n [ [I. CENTRAL CATADIOPTRIC IMAGING MODEL

and navigation [22], can benefit from panoramic field of The central catadioptric projection can be modeled by a
view prOVided by omnidirectional cameras. In the “teratur central projection onto a virtual unitary Sphere' fo”ov\jwj
there have been several methods proposed for increasing theerspective projection onto an image plane. This virtual
field of view of cameras systems [5]. One effective waynitary sphere is centered in the principal effective vieinp

is to combine mirrors with conventional imaging systemand the image plane is attached to the perspective camera. In
The obtained sensors are referred as catadioptric imagifigis model, called unified model and proposed by Geyer and

systems. The resulting imaging systems have been termggniilidis in [10], conventional perspective camera appea
central catadioptric when a single projection center deesr as a particular case.

the world-image mapping. From a theoretical and practical

view point, a single center of projection is a desirabléd. Projection of point

property for an imaging system [2]. Baker and Nayar in |et F, andF,, be the frames attached to the conventional

[2] derive the entire class of catadioptric systems with @amera and to the mirror respectively. In the sequel, we

single viewpoint. Clearly, visual servoing applicatior8nc suppose thaf, and F,, are related by a simple translation
Hicham Hadj Abdelkader, Youcef Mezouar, Nicolas Andreffdan along theZ-axis (7:0 and 7, have the same orientation as
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respectively. The optical centét has coordinate 0 —¢]”  wherey = /1+ (1 —£2)(22 + y?). Equation (2) shows

with respect taF,,, and the image plang = f(¢ —2¢) is  thatn can be computed as a function of image coordinates

orthogonal to the Z-axis wherg is the focal length of the x and sensor parametér Noticing that:

conventional camera argdand+ describe the type of sensor o _

and the shape of the mirror, and are function of mirror shape Xm = (0" + % )

parameters (refer to [3]). wherex = [xT ﬁ]T, we deduce thaX,, can also be
Consider the virtual unitary sphere centered i as computed as a function of image coordinatesnd sensor

shown in Fig.1 and le’ be a 3D point with coordinates parametet.

X = [X Y Z]T with respect taF,,. The world pointX is o )

projected in the image plane into the point of homogeneols Proiection of lines

coordinatesx; = [z; y; 1]T. The image formation process Let £ be a 3D straight line in space lying on the inter-

can be split in three steps as: pretation plane which contains the principal projectiontee
- First step: The 3D world pointX’ is first projected on the M (see Figure 1). The binormalized Euclidean Pliicker coor-
unit sphere surface into a point of coordinatesfp: dinates [1] of the 3D line are defined oﬁlsﬁT a’ n ]T.
1 - The unit vectorsh = (hy, by, h,)T anda = (ug, uy, u,)’
Xm = m [ X Y Z ] are respectively the orthogonal vector to the interpretati

plane and the orientation of the 3D liftand are expressed
in the mirror frameXF,,. h is the distance from( to the
origin of the definition frame. The unit vectolsanda are
orthogonal, thus verifyn”@ = 0. If the 3D line is imaged

) Second step:The.pointXnEl lying on the unitary. with a perspective camera then the unit vediocontains
sphere is then perspectively projected on the normahzetﬂe coefficient of the 2D lind in the image plane, i.e the

The projective ray X,, passes through the principal
projection centefM and the world pointt’.

image planeZ: — L—¢ This p;ojeTction s a point of homogeneous coordinatesof the perspective projection of
zoin%gye]r;e)z.ous coordinates = [x"1]" = f(X) (where .pny \yorid point lying onc verifies:
X v T K Th)'x=1"x=0 (4)
x=f(X) = Z+EX| Z+<X| 1 @) with 1 = K Th. If the line is imaged with a central

catadioptric camera then the 3D points on the 3D lihe

- Third step: Finally the point of homogeneous Coordi_are mapped into points in the catadioptric image lying on
natesx; in the image plane is obtained after a plane-to-plang pp P P ge ying

collineationK of the 2D projective poink: a conic curve.
xTKTOK 'x =xTQx =0 (5)

The matrix K can be written aK = K.M where the where; = K~"QK™" and:
upper triangular matri¥. contains the conventional camera h2 =1 —h2)  hghy(1—€%)  hgh,
intrinsic parameters, and the diagonal malvikcontains the ~ Qo< | hohy(1 - &%) h2 —&2(1—h2) hyh.
mirror intrinsic parameters: hyh, hyh h?
p-¢ 0 0 fu ouww uo | C. Polar lines
M= 0 p—-& 0 , Ke=1 0 fo v The quadratic equation (5) is defined by five coefficients.
0 0 1 0 0 1 Nevertheless, the catadioptric image of a 3D line has only
Note that, settingt = 0, the general projection model two degrees of freedom. In the sequel, we show how we can
becomes the well known perspective projection model. get a minimal representation using polar lines.
Let ® and A be respectively a 2D conic curve and a point
In the sequel, we assume thét#£ 0. Let us denote) =  in the definition plane of. The polar lind of A with respect
s|X|/1Z] = s\/1+ X2/Z% +Y2/Z2, wheres is the sign to ® is defined byl o« ®A. Now, consider the principal point
of Z. The coordinates of the image point can be rewritte®; = [ug vo 1]7 = K[0 0 1]T" and the polar lind; of O;

as: with respect toQ?; : I; o« ©Q;0;, then:
.94 _Y/Z
T=11 YT 13, I o« K 7TOK1'0;=K TQK'K[0 0 1]7 ®)
By combining the two previous equations, it is easy to show « K Th
thatn is the solution of the following second order equatio”i\/loreover, equation (6) yields:
N = (z+y)* 1L+ —1=0 c_ KL @)
Noticing that the sign of; is equal to the sign of, it can O IKTL|
be shown that the exact solution is: Itis thus clear that the polar lifg contains the coordinates
=y =&t +y?) of the projection of the 3D lin& in an image plane of an

= 22 +y2) -1 2) equivalent (virtual) perspective camera defined by the éram



essential matrices share similar degenerate configugation
that those observed with conventional perspective cameras
it is why we will focus on homographic relationship. In the
sequel, the collineation matriK and the mirror parameter

¢ are supposed known. To estimate these parameters the
algorithm proposed in [3] can be used. In the next section,
we show how we can compute homographic relationships
between two central catadioptric views of co-planar points
and co-planar lines.

Let R and t be the rotation matrix and the translation
vector between two positiong,, and F;, of the central
catadioptric camera (see Figures 1(a) and 1(b)). Consider a
3D reference planér) given in £, by the vectorr*’ =
[n* — d*], wheren* is its unitary normal inF;, andd* is
the distance fron{r) to the origin of 7',.

A. Homography matrix from points

Let X be a 3D point with coordinateX = [X Y Z]T
with respect taF,,, and with coordinateX = [X* Y* Z*]|T
with respect taF,. Its projection in the unit sphere for the
two camera positions are:

] T

Xm="'+X=5[ X Y Z] ; Xa=0"+x =

Using the homogenous coordinafs= [X Y Z H]T and
X* = [X*Y* Z* H*]T, we can write:

pn ' +Ox=[Is 0]X=[R t|X" (8

(b) The distancel(X, 7) from the world pointt’ to the plane

(7) is given by the scalar produet " - X* and:
Fig. 1. Geometry of two views : (a) points, (b) lines
d(X*,w*) — P*(W*il 4 {)n*Ti* _ d*H*

As a consequence, the unknown homogenous compadfient
Fv = Fm (see figure 1) with internal parameters choseis given by:
equal to the internal parameters of the catadioptric camera (71 + ) (X" )
(i.,e K, = K:M). This result is fundamental since it allows H* = %n”i* — 7*’7T (9)
us to represent the physical projection of a 3D line in a d _ _ d
catadioptric camera by a simple (polar) line in a virtuallh® homogeneous coordinatesBfwith respect taf;, can
perspective camera rather than a conic. Knowing only tHee rewritten as:
optical centerQ;, it is thus possible to use the linear pin- X* = ¥ (1 I. 01 % 0 1"
hole model for the projection of a 3D line instead of the non — Y [ 3 ] X+ [ 13 ](10)
linear central catadioptric projection model. By combining the Equations (9) and (10), we obtain:
Ill. SCALED EUCLIDEAN RECONSTRUCTION X*=p* (77*_1 +&)A*X* + b* (11)

Several methods were proposed to obtain Euclidean recqppere
struction from two views [9]. They are generally based on the T
estimation of the fundamental matrix [14] in pixel space or  A* = |:13 g—} and b} = |01x3 — %}
on the estimation of the essential matrix [13] in normalized ) _ )
space. However, for control purposes, the methods bas@gcording to (11), the expression (8) can be rewritten as:
on the esgennal matrix are not well suited since degengrate p(~t + 6% = p* (7"~ + OHT* + at (12)
configurations can occur (such as pure rotational motion).
Homography matrix and Essential matrix based approaches#th H = R + d%n*T anda = —@.
do not share the same degenerate configurations, for exampl@ is the Euclidean homography matrix written as a
pure rotational motion is not a degenerate configuratiomwhédunction of the camera displacement and of the plane co-
using homography-based method. The epipolar geometry ofdinates with respect t&,. It has the same form as in
central catadioptric system has been more recently investhe conventional perspective case (it is decomposed into a
gated [11], [20]. The central catadioptric fundamental andbtation matrix and a rank 1 matrix). If the world poiAt



belongs to the reference plafe) (i.e a = 0) then Equation whereG = KHK ! = K(R + %n*T)K‘l. As in the
(12) becomes: case of points the homography matrix related(tg can
X o« HX* (13) be linearly estimated. Equation (16) can be rewritten as:

lri x G~Tly = 0 and G can thus be estimated using at

Note that the Equat.ion (13) can be turned into a Iinea}east four couples of coordinated;(,, 1;;),k = 1...4). The
homogeneous equatiad x H,x* = 0 (where x denotes homography matrix is then compljtelcd’als _ K-lgK.

the cross-product). As usual, the homography matrix rdlatq:rom H, the camera motion parameteRs t; — + and

to (), can thus be estimated up to a scale factor, using fqur dar
: . . e structure of the observed scene (for example the vector
couples of coordinate&y;x;), k = 1---4, corresponding

to the projection in the image space of world poidts n*). It can also be shown that the rat,{é (ratio of the lines

belonging to (). If only three points belonging td) depth) can be computed as follow:
are available then at least five supplementary points are _h [n* x KL

O I S
; ) . =—=(1+t; R _
necessary to estimate the homography matrix by using for " (1+ta n )||Rn* x KTL|

example the linear algorithm proposed in [15]. From thepese parameters are important since they are used in the
estimated homography matrix, the camera motion parametfgsign of our control scheme with imaged lines. In the next
(that is the rotatiorR and the scaled translatian- = 75)  section, we propose a vision control scheme which allows to

and the structure of the observed scene (for example tlﬂﬂy decouple rotational and translational motions.
vectorn*) can thus be determined (refer to [9]). It can also

be shown that the ratie = % can be estimated as follow: IV. CONTROL SCHEMES
In order to design an hybrid visual servoing scheme, the

(17)

o= = (1+n TR t,.) (' + f)n*Tx*_ (14) features used as input of the control law combine 2D and

p* (' +Hn*TRTX 3D informations. We propose to derive these informations

This parameter is used in our 2 1/2 D visual servoing contrétom imaged points or polar lines and the homography matrix
scheme using points. computed and decomposed as depicted in the last section.

Let us first define the input of the proposed hybrid control

B. Homography matrix from lines scheme as follow -

Let £ be a 3D straight line with binormalized Euclidean

— T T T
Pliicker coordinatesa’ h™ 1|7 with respect toF,, and s=[s, sl (18)
with coordinates@* " h*" 2*]" with respect toF;;,. Con-  The vectors, depends of the chosen image features. The
sider that the 3D lineC lies in a 3D reference plangr) as  vector s, is chosen ass, = uf where u and 6 are
defined below. respectively the axis and the rotation angle extracted from

Let &, and X, be two points in the 3D space lying R, (j.e the rotation matrix between the mirror frame when
on the line £. The central catadioptric projection of thethe camera is in these current and desired positions). The

Sy — S
S, — S

* Q%

3D Iine L iS fu”y qeﬁned by theﬁ normal vector to the task functione to regu'ate to) is then given by
interpretation planeh. The vectorh can be defined by .

. . . i . " Su — Sy,
two points in the 3D line ash = 52 N9t|C|ng e=[s—s"]= [ } = [ ud ] (19)
that[HX}]x = det(H)H™ " [X}]H™! (([HXj]« being the

X1 XX2
Skew-symmetric matrix associated to the Vem’i) and wheres* is the desired value of. Note that the rotational

w

according to (3) and(13) can be written as: part of the task function can be estimated using partial Eu-
det(H) clidean reconstruction from the homography matrix derived
ho ————H (X" x X3*) in Section IIl). The exponential convergence @fcan be
IX1 x X3 obtained by imposing = — e, the corresponding control
Sinceh* = 212Xz is the normal vector to the interpre- laW is:
. X3 x X5 . . . _ _ALfl( _ *) (20)
tation plane expressed in the frand€,, the relationship T= §—s
between two views of the 3D line can be written by: where 7 = [v7 w|T is the central catadioptric camera
hoc H Th* (15) velocity (v andw denote respectively the linear and angular

velocities) , A tunes the convergence rate afidis the
The expression of the homography matrix in the pixel spagfiteraction matrix which links the variation of feature t@c
can be derived hence using the polar lines. As depictedio the camera velocitys = L7).
below, each conic, corresponding to the projection of a 3D The time derivative ofuf can be expressed as a function
line in the omnidirectional image, can be explored througf the camera velocity as:
its polar line. Letl; andl¥ be the polar lines of the image d(ub)
centerO; with respect to the conic®; and 2} respectively = 05 L,]7
in the two positionsF,,, andF;, of the catadioptric camera. o )
From equation (6), the relationship given in equation (15hereL. is given in [16]:

can be rewritten as: 0 sinc(6)
- e )

b6y agy Tl mglkt @)



wheressinc(d) = b”‘eﬂ and [u]x being the antisymmetric B. Using imaged lines to defing

matrix associated to the rotation axis To control the3 translational degrees of freedom with

A. Using points to define, imaged lines, the chosen visual observation vector is:

To control the 3 translational degrees of freedom, the sy = [log(h1) log(hz) log(hs)]” (28)
visual observations and the rato expressed in (14) are .
used: whereh, ho and hs are the depth of three co-planar lines.

s, = [zy0]” (22) From the time derivative of the line depth, expressed as

a function of the camera velocity [1], given ty, = (T X
where » and y are the current coordinates of a choserh,)v, it can be shown that:

catadioptric image point given by Equation (b)= log(p).

The translational part of the task function is thus: W = [%(ﬁk xhe)T 03] 7 (29)
e=s,—s,=[z—z"y—y" T|" (23)  According to (6) and (29), the time derivative of the vector

whereT" = log (pi* = log(c). The first two components sv IS thus given by:

of s, — s/ are computed from the normalized current and $, =[L, O0s3]T
desired catadioptric images, and its last components can b
estimated using Equation (14). where:

Consider a 3-D pointX, lying on the the reference 1K 1y || A 0 0 T @xK )T
plane (), as the reference point. The time derivative of itsL, = [ 0 IK "Lz lhe 0 ] [(ﬁzxKTlaz)T
coordinates, with respect to the current catadioptric &am 0 0 KTl (G xK hig) |

Fom. is given by: Note that the time derivative of, does not depend of the

X =[-I3 [X]«]T (24) camera angular velocity. It is also clear tHat is singular
) ) ) ) ) only if the principal pointM of the mirror frame lies in
[X]x being the antisymmetric matrix associated to the vectqfa 3p reference planér). The task functiore can thus

X. The time derivative o, can be written as: be regulated to zero using the control law (20) with the

os.. . ; o . . i
5, = Svx (25) following square block-diagonal interaction matrix
X L 0
- L=|" 31
with: [ 0 LJ (31)
Z+E(Y24+ 22 —£XY —X(p+€Z .
Os parel ) (pre2) As can be seen on equation (30), the unknown dépthnd
v - —£XY pZ+E(X24+2Z2%) =Y (p+£2) . . . . . .
OX ~— p(Z+€p)? ) ) R the unitary orientations1; with respect to the catadioptric
X(z+er) T LA camera frame have to be introduced in the interaction matrix

By combining the equations (24), (25) and (14), it can b&loticing that@; = (h; x Rh])/|[h; x Rh;| and using

shown that: equation (6), the orientation can be estimated as follow:
sv=[A B|T (26) KL xRK'I
u =
with KT < RKTL|
1 —W Exy Ve Furthermore, if the camera is calibrated ands chosen to
A= v ey 71”2”12;5”““” - approximateh;, then it is clear thaflL; 'L, is a diagonal
e ey (ne—1)& matrix with Z— for i = 1,2,3 as entries. The only point of
and equilibrum is thuss* and the control law is asymptotically
2y _(1+22)'1:c{5y2 Y stable in the neighborood of* if h; is chosen positive.
B=| 112y cs2 o In practice, an approximated matri* ! at the desired
V€ Y o position is used to compute the camera velocity vector and
0 0 0 the rotational part of the interaction matrix can be set to
where: v, = /1+(1-€*)(22+y?) and 1, = L3 =13 [16]. Finally, The control law is thus given by:
£+ (z24y?)(1-€2)+€2 Th k f H H ~
R . The task functione (see Equation L1 0] [s, -5t
(19)) can thus be regulated # using the control law T==A1T Iy ou (32)
(Equation (20)) with the following interaction matrik:
A B V. RESULTS
L= [ 05 L, } (27) We present now results concerning a positioning task of

R a six degrees of fredom robotic arm with a catadioptric
In practice, an approximated interaction matfixis used. camera in eye-in-hand configuration. The catadioptric zame
The parametep* can be estimated only once during an off-used is an hyperbolic mirror combined with a perspective
line learning stage. camera (similar results are obtained with a catadioptric



camera combining a parabolic mirror and an orthographic
lens, these results are not presented in this paper). From
an initial position, the catadioptric camera has to reah th
desired position. This means that the task function (refer
to equation (19)), computed from the homography matrix
between the current and desired images, converges to zero.
To be close to a real setup, image noise has been added
(additive noise with maximum amplitude of 2 pixels) to the
image and the interaction matrix is computed using erroseou
internal camera parameters. The first simulation concerns
imaged points while the second simulation concerns imaged
lines.

a) imaged points.:The initial and desired attitudes of
the catadioptric camera are plotted in the Figure 2(a). This
figure also shows the 3-D camera trajectory from its initial
position to the desired one. Figure 3(a) shows the initial
(blue *) and desired (red *) images of the observed target.
It shows also the trajectory of the point (green trace) in
the image plane (the controlled image point has a black
trace trajectory). The norm of the error vector is given in
Figure 3(b). As can been seen in the Figures 3(c) and 3(d)
showing the errors between desired and current observation
vectors the task is correctly realized. The translatiomal a
rotational camera velocities are given in Figures 3(e) difid 3
respectively.

Fig. 2.

\< Initial camera
05 \

|

0 /

“"Final and desired
Camera

0.2 :
Desired position
01

Initial position

(b)

3-D Trajectories of the catadioptric camera [météa$ the case

b) imaged lines.:Figure 2(b) shows the spacial config- imaged points, (b) the case of imaged lines

uration of the 3D lines as well as the 3D trajectory of the
central catadioptric. The images correponding to theahiti
and desired positions are shown by figures 4(c) and 4(d).
These figures show the projected 3D lines (conics) and the
associated polar lines. The trajectories of the conics anﬁ]
of the corresponding polar lines in the image plane are
given in Figures 4(a) and 4(b) respectively. These trajezto
confirm that the initial images (conics and polar lines) reac (2
the desired images. Figures 4(e) and 4(f) show respectively
the translational and rotational velocities of the catpttio  [3l
camera. As shown in Figures 4(g) and 4(h), the error vaector
between the current and desired observation vectors ate wahj
regulated to zeros, and thus the positioning task is cdyrect
realized.

VI. CONCLUSION [5]

In this paper hybrid vision-based control schemes valid®l
for the entire class of central cameras was presented. Geo-
metrical relationship between imaged points and lines wagr
exploited to estimate a generic homography matrix from
which partial Euclidean reconstruction can be obtainea Th
information extracted from the homography matrix were[g]
then used to design vision-based control laws. Results with
simulated data confirmed the relevance. In future work, th‘?g]
robustness and stability analysis with respect to calimat

errors must be studied.
[10]

(11]
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