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Abstract - In this article, we present the kinematic
calibration of a H4 parallel robot using a vision-based
measuring device. Calibration is performed according
to the inverse kinematic model method, using first the
design model then a model developed for calibration
purpose. With a precision of the order of magnitude
of 0.2mm and 0.03°, our vision system allowed us to
obtain a final positioning accuracy of the end-effector
lower than 0.5mm. Conclusions are given on the use
of a vision-based measuring device for the calibration
of this class of mechanisms.

I. INTRODUCTION

Compared to serial mechanisms, parallel structures
may exhibit a much better repeatability [1], but their large
number of links and passive joints often limits their per-
formance in terms of accuracy [2]. A kinematic calibration
is thus needed. The algorithms proposed to conduct cal-
ibration for parallel structures can be classified in three
classes: methods based on the direct use of a kinematic
model, on the use of kinematic constraints on mechanism
parts, and methods relying on the use of redundant pro-
prioceptive sensors.

The use of additional proprioceptive sensors on the passive
joints of the mechanism enables one to have a unique solu-
tion to the direct kinematic model [3], and to perform the
kinematic calibration [4, 5, 6], or to improve their accu-
racy [7]. Practically speaking, the mechanism design has
to take into account the use of such extra sensors. Never-
theless, not all kinds of mechanisms can be equipped with
additional sensors.

Methods based on kinematic constraints of the end-
effector [6] or the legs [8, 9, 10, 11] solve this problem.
However, the former methods are not numerically efficient
[6], and kinematic constraints of the legs of the mechanism
in position or orientation seem difficult to achieve in prac-
tice on large structures.

The forward kinematic model of parallel structures can
rarely be expressed analytically [1]. The use of this model
to achieve kinematic calibration may consequently lead to
numerical instability [6]. On the other hand, the inverse

kinematic model can usually easily be derived. Calibra-
tion can then be performed by comparing the measured
joint variables and their corresponding values estimated
from the measured end-effector pose and the inverse kine-
matic model. Each leg can furthermore be calibrated in-
dependently [12]. Up to now, the inverse kinematic model
method seems the most efficient method [6].

Its main limitation is the need for accurate measurement
of the full end-effector pose (i.e. both its position and
its orientation). Among the proposed measuring devices
[13, 14, 15, 16], only a few have been used to conduct kine-
matic identification of a parallel structure [12, 17, 18, 19].
Indeed, the systems are either very expensive, tedious to
use or with low working volume. On the opposite, a vision-
based measuring system enables one to perform the pose
measurement accurately [20], is low-cost and easy to use.
Using this device and the inverse kinematic method may
therefore be an efficient way to conduct kinematic calibra-
tion.

In this article, we present the kinematic calibration of a
H4 robot [21] using a vision-based measuring device. In
the first part, two different kinematic models are detailed.
The first one (Model 12) corresponds to the initial de-
sign of the mechanism, and the second one (Model 31) is
developed for calibration purpose. The use of a vision-
based measuring system for kinematic calibration is then
analyzed. The identifiability conditions bound to the use
of such an exteroceptive sensor are underlined. Experi-
mental results on a H4 prototype are then presented with
validation experiments, showing a final positioning accu-
racy of the end-effector of less than 0.5mm. The calibra-
tion gain induced by the use of the calibration model is
discussed. Finally conclusions are given on the use of a
vision-based measuring device for the calibration of this
class of mechanisms.

II. KINEMATIC MODELLING
A. Hj Description

The H4 mechanism (Fig. 1) is a parallel mechanism
composed of four chains, actuated by four angular motors
located between the base and the arms. The forearms
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Fig. 1 : H4 and vision-based measuring system

linking the arms and the nacelle are composed of two
rods. The end-effector has four degrees of freedom
(three translations and one rotation) if the closed loops
constituted by these four pairs of rods correspond to
spatial parallelograms [21]. The end-effector is linked to
the nacelle with a mechanical amplification system to
achieve a higher rotation capability.

B. Model 12

Hypotheses. In the following, the end-effector will be
assumed to have only four degrees of freedom. The hy-
pothesis validity will be discussed in paragraph IV. Each
forearm parallelogram is assumed perfect and is thus
equivalent to a link ensuring a circular translation of the
nacelle with respect to the arm. In this part, we assume
furthermore that the rotary joint centers P;,i € [1,4] be-
tween the base and the arms are located in the same plane,
at equal distance R from the corresponding joint centers
A; on the nacelle when this latter is considered to be in
the base plane (Fig. 2). The four arms are supposed to be
of equal length L, and the forearms of length . Consid-
ering the nacelle dimensions h and d (Fig. 3), the mech-
anism geometry is therefore defined by nine parameters :
R,l, L, h,d,a; with i € [1,4]. With such a model, param-
eter d has however no influence on the kinematics [21].
Taking into account the joint offsets ¢;,, ¢ € [1,4], twelve
parameters finally define the mechanism kinematics.

Inverse Kinematic Model. An implicit model can
be readily written between end-effector pose (X,Y, Z,6)
(Fig. 3) and joint variables by expressing the i-th forearm
length, i € [1,4] as a function of the parameters [21]:

) ) 2 @.l.cos(ai).cos(qi)
L -1 - ||.PlAl|| = -2 +P;Aiy.l.sin(a;q).cos(q:) (1)
—P;A;. Lsin(q;)

Forearm

Fig. 3 : Definition of the nacelle’s angle

The inverse kinematic model can then be derived from
this implicit model [21]:
g = 2.Atan (JV*— %M) del4 (@)
— 2 —
with G = L2 — l2 — ”PzAz” 5 N = QIPZAZZ

—_— el
M = —2.1.(PjA;,.cos(a;) + P;Ay,.sin(o;)) and € = £1
depending on the assembly

Calibration method. To identify the parameter
vector £, an error function is minimized, which compares
the estimated joint variables and the measured ones ¢ for
N different end-effector poses (X;,Y;, Z;,6;):

N 4
rnginZZ(qz‘(&ijYijjﬁj)—‘fij)z (3)

j=1i=1

C. Model 31

Hypotheses. The former geometry corresponds to the
mechanism design. Due to the manufacturing tolerances,
assembly errors, the previous assumptions about the ge-
ometry may be questionable. In this part, the mechanism
is still considered as a four degrees of freedom mechanism
and the nacelle is assumed to be planar with dimensions
h et d. On the other hand, no assumption is now made
about the position and orientation of the revolute joints



TABLE 1 : Model 31 kinematic parameters

Designation Parameter
iy Yiy Ziy 1€ [2,4] Rotary joint positions
Ui, Bi, 1€ [1,4] Rotary joint orientations
Qios ¢ € [1,4] Joint offsets
liy L, i € [1,4] Arm and forearm lengths
h, d Nacelle dimensions

Fig. 4 : Definition of the base frame and orientation of rotary
joint between base and arm for the Model 31

between the base and the arms, nor on the arm and fore-
arm lengths.

The base frame is attached to the first joint center P;
(Fig. 4), its axis zp parallel to the end-effector rotation
axis, and orientation defined by the “H-configuration” of
the nacelle. The position of the joint centers P; is defined
relatively to the corresponding joint centers on the nacelle
in a similar way to the Model 12. The joint axis Z; are
defined by Euler angles 1; and 3;. Thirty-one parameters
are then necessary to define its geometry (Table 1).

Implicit model. The implicit model can be obtained
as in ILB. for each kinematic chain i € [1,4]:

1LV, + Wi))? =12 (4)
with
— sin(qi+qig)cos(Bi)sin(Y;)—cos(qi+qig)cos(i)
i —sin(qi+qig)cos(Bi)cos(hi)—cos(qi+qig)sin(i)
—sin(qi+qiq)sin(B:)

Y —yi+d—ea;hsin(0)
—2

V=
X—z;+(14€1;—€2,c08(0))h
W—Z _ ( 1 2
and €1; = *+1, €3; = £1 depending on the assembly.
The inverse kinematic model consists in expressing ¢; as a
function of (X,Y, Z, 0), which seems not possible analyti-
cally.

Calibration method. The parameter vector £ is ob-
tained from the implicit model by solving:

min

Y S (- 1LV W) )

j=1i=1

III. FROM VISION TO CALIBRATION

In this part, we consider how to use vision to perform
the kinematic calibration of the H4 mechanism.

A. Vision-based measurement characteristics

The vision-based measuring system is composed of a

camera, fixed onto the base, and a calibration board fixed
onto the end-effector (Fig. 1). The system is calibrated at
the beginning of the experiment by acquiring a sequence of
about 8 images, using a software developed at LASMEA
[22]. After calibration, the pose ©T., of the calibration
board with respect to the camera can be computed for
each image [23]. Furthermore, the measuring system is
easy to use, and the experimental procedure for the kine-
matic calibration is fast.
The full-pose measurement enables one to perform cali-
bration by the inverse kinematic model method. In this
model, the end-effector pose BT, is defined by its posi-
tion and orientation with respect to the base frame, and
related to the pose measurement by the relation:

Bch = BTCCTCbeT(zc (6)

Two transformations have therefore to be identified
simultaneously with the kinematic parameters: ZTg
between the camera and base frames, and “°T,. between
the calibration board and the end-effector.

B. Prior Kinematic Analysis

Information about the kinematics of the system
can be obtained before conducting the identification
process. Indeed, the H4 robot has a constant rotation
axis, perpendicular to the nacelle, provided that the as-
sumption concerning the forearm parallelograms is valid.
Consequently, the calibration board also rotates around
this constant axis. The latter can hence be immediately
estimated in the camera frame since the rotation matrix
between the calibration board and the camera € R, can
be computed for each end-effector pose. Furthermore,
as the rotation axis corresponds to the vector z, this
vector can be identified in the camera frame Rc. This
enables us to reduce the number of kinematic parameters
identified simultaneously.

C. Identifiability

Model 12. Identifying T and ®°T.. is equivalent to
base-world and tool-hand calibration problems. Since the
calibration board movement is limited to one rotation
w.r.t the camera, the transformation T, cannot be com-
pletely identified [24, 25]. Moreover, in our context, due
to visibility condition of the calibration board, the cam-
era and calibration board are approximately aligned with



the mechanism rotation axis (Fig. 1). Then expanding
(6) shows that zep.c. and zp ¢ (the translation compo-
nents along z of the transformations 7., and CTB) can
be identified only by their sum. Finally, as the angles
defining parallelism between the end-effector and the cal-
ibration board have only a second-order influence, their
identification seems also tedious. Hence the a priori value
of these parameters will then be used. These remarks have
been confirmed by the numerical estimation of the Jaco-
bian matrix.

Model 31. This model is also invariant with respect
to a simultaneous rotation of the location of the joints
between the base and the legs, the camera frame and the
calibration board frame around the axis zp. Therefore,
one parameter between the two corresponding angles of
the transformations 27 and 7., has here again to be
fixed to its a priori value. In the same way, the nacelle
dimension d and the translation component yp ¢ of the
transformation BT are only identifiable by their sum.
The a priori value of the parameter d is then used.

The identification by the inverse kinematic model method
is therefore submitted to two identifiability problems:
The first one is the number of degrees of freedom of the
mechanism, that prevents from achieving the complete
calibration of the transformations related to the mea-
suring device. The second one comes from the number
of degrees of freedom introduced in the joint location
parameterization for the Model 31. We can also remark
that the identification of the transformations related to
the measuring device imply a global identification of the
mechanism, and not the independent identification of
each kinematic chain.

IV. EXPERIMENTATION
A. Set-up

The camera sensor has a resolution of 1024 x 768 pixels,

8bit encoded, with a 3.8 mm lens. Images are stored on
a PC via an IEEE1394 bus. For each position, 10 images
are stored and their average value is considered for the
pose evaluation, in order to reduce high frequency noise.
The pose can be measured with accuracy in the order of
respectively 0.2 mm and 0.03° for each translation and
rotation component.
Eighty-one poses are used, equally distributed in a 200 x
200 x 150 mm? volume, with three different orientations
(0 = —20°, 0°, 20°). Out of them, seventy-one poses
are randomly chosen for the calibration, the other ten are
used to perform a validation test.

B. Kinematic Analysis

The variation of the rotation axis in the camera frame
is quantified by the variation of the angle between the axis

TABLE 2 : A priori and identified kinematic parameters
of the model 12 (IS units)

h 1 R L
a priori 0.060 0.2600 | 0.1400 | 0.4800
Identified | 0.0610 | 0.2600 | 0.1413 | 0.4876
a1 a2 asg Qy
a priori 0 3.1416 | 4.7124 | 4.7124
Identified | -0.0015 | 3.1016 | 4.6807 | 4.6859
qo1 qoo qog 04
a priori 0 0 0 0
Identified | -0.0662 | -0.0080 | -0.0476 | -0.0561

and its mean direction. The estimated standard deviation
is equal to 0.12°. The amplitude of the axis direction
variation confirms that the mechanism can be safely con-
sidered as having four degrees of freedom.

C. Identification

Model 12. The computation of the estimated parame-
ters is achieved using the inverse kinematic model method,
with non-linear optimization. The Levenberg-Marquardt
algorithm is used, and columns of the identification Jaco-
bian matrix are scaled with extremal scaling value [26] to
avoid biased estimation. The identified parameters related
to the mechanism are listed in Table 2, and compared to
their a priori values.

It is noticeable that using the a priori parameters,
rather than the optimally estimated ones, yields an aver-
age positioning error of the nacelle of 26mm and 0.022rad.

Model 31. The angle around 25 between the nacelle
and the calibration board identified with the Model 12 is
used to achieve the kinematic calibration with the second
model. The a priori value of d is employed.

D. Validation

Joint residuals. For Model 12, a first validation con-
sists in estimating with the identified inverse kinematic
model the joint variables from the ten pose measurements
that were not used for calibration, and compare these val-
ues to the recorded joint variables. The mean and root
mean square errors of the four joints are indicated in Ta-
ble 3, showing an accuracy increase from some 0.1rad be-
fore calibration to some 10~*rad afterwards. For Model
31, the validation is achieved by computing the errors
committed in the joint variables estimation, to enable
comparison with Model 12. The errors are of the same
order.

Straightness evaluation. To confirm these results in-
dependently from the measuring device, an experiment is



TABLE 3 : Mean and root mean square errors on joint
variables (rad)

Variable | @1 | @ | a4 |
Before calibration

Mean 9.0F—2 [35F2] 7.3F2 8.3F—2

R.M.S 9.0F=2 | 3.7F-2 [ 7.4F-2 8.3F2
After calibration - Model 12

Mean 71E-5 [ 11EA ] 7 qE-4 ] 2 1F1

R.M.S 14F=3 [ 13F-3 ] 14F-3 2653
After calibration - Model 31

Mean | —2.0F—4 [ 5284 4 7E-% | 74F-5

R.M.S 29F-3 [26F-3 ] 18F3 3.1F-3

TABLE 4 : Straightness evaluation for the two
experiments with initial and calibrated kinematic

parameters
Direction 1 2
Before calib. | 1.35-3 | 2.3F-3
Model 12 4.9F-1 | 58F-1
Calib. model | 5.95—% [ 1.1F—3

conducted where the end-effector is manually constrained
to follow a line materialized by a ruler (Fig. 5). The cor-
responding joint variables are stored. From these joint
variables values, poses are computed by means of a numer-
ical forward kinematic model. The physical set-up implies
that these poses should lie on a straight line. Hence, the
straightness of the line is computed for the two kinematic
parameter sets (a priori and identified) as the root mean
square of the distance between the different positions and
the line estimated by a least squares criterion. The exper-
iment is conducted with two different orientations of the
rule. The results are presented in Table 4. For Model 12,
the straightness improvement is equal to 63% and 75% |,
which confirms the first validation. For Model 31, the im-
provement is actually lower, with a relative gain around
50% for the two experiments. The low decrease of straight-
ness improvement can be due to several factors. The first
one is the diminution of the ratio between the pose number
and the kinematic parameter number, even if this ratio re-
mains acceptable (36 parameters and 284 equations). The
second factor is the identifiability problem bound to the
use of an exteroceptive measuring device. Eventually the
hypothesis concerning the spatial parallelograms may be
questionable, and a kinematic model taking into account
the geometry of the rods may be necessary.

With the control law. Another validation is per-
formed by introducing the identified kinematic parameters
in the control law, which uses Model 12. The end-effector

Fig. 5 : Validation experiment - Kinematic constraint on the
end-effector

is then displaced along a 100mm x 100mm square
trajectory, visualized graphically. The error committed
on the square side is reduced from 5mm to less than
0.5mm.

V. CONCLUSIONS

In this article, the kinematic calibration of a H4

parallel mechanism using a vision-based measuring device
was presented. Using our vision system, a final posi-
tioning accuracy of the end-effector lower than 0.5mm
could be obtained, and the accuracy improvement has
been confirmed by several validation experiments. The
vision-based measuring device allows us also to qualify
directly the assumption validity concerning the number of
degrees of freedom. For such a mechanism with less than
six degrees of freedom, the parameter identifiability has
been analyzed, showing that all the parameters related
to the sensor installation cannot be identified.
The lower results with the second presented kinematic
model need further analysis concerning the modelling
of the spatial parallelograms. To get more information
about the kinematics of the mechanism, the use of the
camera to look at the legs of the mechanism will be also
further investigated.
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