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Abstract. Promotions at retailers are an effective marketing instrument, driving 

customers to stores, but their demand is particularly challenging to forecast due 

to limited historical data. Previous studies have proposed and evaluated different 

promotion forecasting methods at product level, such as linear regression meth-

ods and random trees. However, there is a lack of unified overview of the perfor-

mance of the different methods due to differences in modeling choices and eval-

uation conditions across the literature. This paper adds to the methods the class 

of emerging techniques, based on ensembles of decision trees, and provides a 

comprehensive comparison of different methods on data from a Danish discount 

grocery chain for forecasting chain-level daily product demand during promo-

tions with a four-week horizon. The evaluation shows that ensembles of decision 

trees are more accurate than methods such as penalized linear regression and re-

gression trees, and that the ensembles of decision trees benefit from pooling and 

feature engineering. 
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1 Introduction 

Grocery retail supply chains are facing pressure on margins because of the tougher 

competition, more demanding customers, and increasing focus on reduction of food 

waste. Managing the supply chain efficiently is important, particularly for perishables, 

as a mismatch of supply and demand leads to lost profit due to lost sales, markdowns 

or waste.  

Forecasts at the product level are crucial for the alignment of supply and demand in 

the retail supply chain to ensure a smooth and timely flow of products. They are needed 

by manufacturers for planning of capacity and materials, and by retailers as input to the 

replenishment process at both stores and distribution centers.  However, forecasting at 

the product level is challenging due to several characteristics of the retail environment, 

such as stockouts, intermittency and promotions [1]. Promotions’ demand is particularly 

challenging to forecast due to the often-limited history of similar promotions. Research 
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has shown that stockouts are more frequent during periods of promotion [2-3], cement-

ing that they pose a challenge for the supply chain.  

Several researchers [4-6] have dealt with the challenge of forecasting promotions at 

product level. One of the widely used methods in retail, especially as a benchmark in 

the literature to justify the use of more complex methods, is the base-time-lift approach. 

This approach uses an estimate of the regular demand and adjusts for promotions using 

a multiplicative factor, the “lift” [1]. Different methods that achieve greater predictive 

performance than the base-time-lift have been proposed, ranging from linear to non-

linear methods. However, the evaluation conditions for the proposed methods differ in 

terms of aggregation level, forecast horizon and available data, which are context spe-

cific. The methods also differ in  terms of: (1) model scope, i.e. whether the model deals 

with forecasting of both regular and promotion demand, or promotion demand only, (2) 

the level of pooling, i.e. whether multiple SKUs at a given aggregation level are in-

cluded in the same model, and (3) the variables constructed given the available data, 

also known as feature engineering. Most of the previous research only compares the 

proposed methods to the simple baseline method and thus it is unclear how the methods 

compare to each other under different conditions and modelling choices. This paper 

adds to the previously evaluated methods in literature a class of emerging techniques, 

based on ensembles of decision trees, and aims to provide a comprehensive comparison 

of different promotion forecasting methods, under different levels of pooling and fea-

ture engineering. 

2 Background 

The previous work in the area of product level promotion forecasting differs widely in 

their approaches and evaluation conditions.  

A number of papers have evaluated ordinary least squares (OLS) linear regression 

models. Foekens et al. [7] examined forecasting accuracy for weekly product demand 

at different aggregation and pooling levels using the log-linear SCAN*PRO model. The 

best performing model at both chain and market level in terms of mean absolute per-

centage error (MAPE) and median relative absolute error was the chain-specific store-

level SCAN*PRO model without weekly seasonality indicators. However, they did not 

include any other models in the comparison. Cooper et al. [4] presented a linear regres-

sion based model formulation for forecasting promotional product demand at store 

level. Information on price, advertising, display conditions, major events and historical 

performance of promotions were included. Additionally, products were categorized 

into slow movers or fast movers, while promotion events were categorized based on 

their duration with one model created for each combination of product and duration 

category. Thus, pooling was conducted with regards to stores and items. The authors 

find that the model is superior to using historical averages of matching display and 

advertising conditions in terms of forecast error measured in cases. Van Donselaar et 

al. [8] presented a linear-regression model for forecasting the lift factor at chain and 

product level including information on price, competitive information, advertising, dis-

play, baseline sales, weight and shelf life. They compare pooling at category level and 
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one model for all categories. They find that the best pooling level differs by category 

and that the regression model outperforms a moving average of historical lift factors in 

terms of MAPE and root mean square error (RMSE). Huang et al. [9] examined fore-

casting weekly product demand at chain level considering competitive information us-

ing an autoregressive distributed lag (ADL) model, and not using pooling. They found 

that the ADL model incorporating competitive information is more accurate than the 

base-time-lift method using a variety of error measures, including mean absolute error 

(MAE) and MAPE. 

A number of recent papers have dealt with more modern statistical or machine learn-

ing approaches, including penalized linear regression, decision tree models, support 

vector machines and neural networks. Ma et al. [6] considered the use of competitive 

information using a multi-stage LASSO model with an ADL formulation for forecast-

ing weekly product demand at store level without the use of pooling. They found that 

the model improves upon base-time-lift and that including competitive information out-

side the product category only helps marginally in terms of a variety of error measures. 

Gür Ali et al. [5] compared a variety of methods for forecasting weekly product de-

mand at store level, including linear regression, support vector machines and regression 

trees, using MAE. Different pooling schemes were considered: one model for all ob-

servations, pooling by store and pooling by subgroup. Compared to the previously men-

tioned papers, they use a more data-driven approach with extensive feature engineering 

as is often seen in the machine learning community. They found that regression trees 

outperform the other models considerably, particularly during promotions. The best 

pooling scheme for the regression tree was one model for all observations, and the fea-

ture engineering improved forecast accuracy. A later study by the same lead author 

compared the aforementioned models as well as penalized linear regression and neural 

networks for forecasting both weekly and daily product demand at store level using 

MAE and MASE [10]. Pooling was conducted at subcategory level, as well as more 

extensive feature engineering. They found that regression trees and penalized linear 

regression show similar performance for weekly forecasting, whereas penalized linear 

regression is best at daily forecasting.  

In addition to the published research, a retail forecasting competition was held by 

Ecuadorian grocery retail chain Corporacion Favorita. The challenge given was to fore-

cast weekly product sales at store level given transaction data including historical sales 

and promotion indicators, but not price. The top five performers of the competitions 

used gradient boosted decision trees, neural networks or a combination of both.  

To sum up, most of the studies conducted only evaluate their proposed models 

against simple baselines. In addition, it is difficult to get a unified overview due to 

differences in modeling choices and evaluation conditions. It is therefore unclear how 

these proposed models stack up against each other. Two exceptions are the studies con-

ducted by Gür Ali et al. [5] and Gür Ali [10], which compare several different techniques 

of varying complexity. However, it remains unclear how large the performance gap is 

between regression trees and penalized linear regression, and under which conditions 

one outperforms the other.  In addition, the studies do not include recent advances in 

the field of machine learning such as random forest [11] and gradient boosted decision 

trees (e.g. [12]), which have shown great promise in forecasting competitions and are 
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widely used by machine learning practitioners. In this study, a comparison of the dif-

ferent methods presented in literature will be conducted, including recent developments 

within the area of machine learning. The aim is to provide further evidence as to which 

models are most accurate for product level retail forecasting, and thereby also contrib-

ute to the question of whether non-linear models, specifically decision tree-based mod-

els, are superior to linear models and warrant the added complexity.  

3 Method 

The purpose of the paper is to compare and evaluate the main methods used for fore-

casting demand during promotion events at a daily product level. More specifically, the 

regression-based methods - ordinary least squares linear regression, penalized linear 

regression using LASSO and regression trees, are compared to modern machine learn-

ing methods based on ensembles of decision trees - random forest [11] and XGBoost 

[12], which are non-linear. In addition, the historical average is used as benchmark. The 

historical average method simply forecasts the historical average under matching con-

ditions of price and advertising, with price as the dominant condition in case of no full 

match. The fallback forecast in case of no match is simply a naïve forecast of the last 

promotion. Base-time-lift is not included as a benchmark, as it is not possible to use it 

for items not sold outside promotion periods.  

The method comparison is conducted on promotional sales of fresh meat and fish 

from a large Danish discount grocery chain, as these items present a major challenge 

due to their perishable nature. A chain level forecasts four-weeks prior to a promotion 

are sent to the suppliers for creation of a shared plan for meeting promotion demand. 

Promotions primarily have a duration of one week, and a forecast is required at the 

daily level for the promotional period. The case company uses a relatively simple pro-

motion strategy based on price discounts advertised in a weekly flyer and occasionally 

on TV & radio. Most products are promoted at two or three price points. The data avail-

able consists of aggregated POS data, product master data and promotion master data, 

including price and advertising information, for the period of January 2015 to Novem-

ber 2018. Information on display conditions were not available in the case company 

databases. Only data from promotional periods are used for fitting the models. The data 

is split into training, validation and test sets, where five weeks are used as the validation 

set to tune hyperparameters, and twenty weeks are used as the test set. A total of 152 

SKUs are present in the test dataset, with 48 of the SKUs having less than five promo-

tions in the training and validation period. These items have therefore not been possible 

to forecast using item level models, although the use of pooling allows for forecasting 

new products with few or no observations. We evaluate the forecasting accuracy on 

these SKUs separately to illuminate which method performs best for products with 

short promotion history and what accuracy can be achieved. 

The methods are compared using the basic data set, and with feature engineering. 

The features constructed include competitive intensity information, historical averages 

of sales by product, category, promotion conditions etc., similar to the work of Gür Ali 

[5, 10]. The feature engineering is not included for simple OLS regression, as it does 
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not have any built-in variable selection method and hence will overfit. Instead, a model 

formulation similar to that of the SCAN*PRO model is used. In addition, we consider 

the models at various levels of pooling:  

 Full pooling, i.e. a single model used for forecasting all products 

 Category pooling i.e. one model per category 

 Subcategory pooling, i.e. one model per subcategory 

 No pooling, i.e. one model per product. 

 

The simple OLS model is considered with no pooling and subcategory pooling as any 

higher pooling level is likely to produce bias. The decision tree-based models are eval-

uated with full pooling and with category pooling, since these methods generally need 

a larger sample size to be effective. This is in line with Gür Ali et al. [5] that found that 

including all observations for the regression tree improved performance significantly. 

Table 1 summarizes the models considered in the evaluation. The methods are evalu-

ated using time series cross-validation also known as rolling origin evaluation [13]. At 

each time step of one week the model is fitted and a four-week ahead forecast is created 

for the promotion event. For the hyperparameter tuning, the model is not refitted due to 

the large computational demands. The forecast accuracy is evaluated in terms of fore-

cast error magnitude and bias using both scale-dependent and scale-independent 

measures. The volume weighted MAPE (WMAPE) is chosen as it is scale-independent 

and stable with zero values, while the RMSE is chosen as it is widely used. The mean 

error (ME) and a mean-scaled version are used to evaluate forecast error bias. The eval-

uation is carried out in the statistical computing language R [14].  

Table 1. Models considered in the evaluation including dataset used and pooling strategy. N -  

evaluated using basic dataset, B - evaluated using both basic dataset and with feature engineering. 

 No pooling Subcategory 

pooling 

Category pooling Full pooling 

Simple OLS N N   

LASSO N B B B 

Regression tree   B B 

Random Forest   B B 

XGBoost   B B 

 

4 Results 

The forecasting accuracy of the best combination of dataset preparation and pooling for 

each of the evaluated methods for SKUs with at least five historical promotions can be 

seen in Table 2, whereas the forecast accuracy for newly introduced SKUs are presented 

in Table 3. From Table 2, it is clear that the best method for SKUs with historical in-

formation in terms of all measures of error magnitude is XGBoost with category-level 

pooling and feature engineering. The results are in general dominated by XGBoost and 

random forest, but XGBoost is slightly biased, whereas the random forest has lower 

bias at a very small decrease in accuracy. The regression trees and OLS models perform 
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significantly worse, not managing to beat out the historical average method. In the mid-

dle of the performance spectrum lies LASSO, which is best without feature engineering 

and at the subcategory level.  

From Table 3, it is clear that the LASSO is the best performer for new SKUs, with 

no feature engineering and category level pooling coming out on top. The WMAPE and 

bias is much higher for the new items in general, with the WMAPE of 33.1% for the 

best model, compared to 16.2% for the SKUs with longer history of promotions.  

Overall, the results show that the modern machine learning approaches outperform 

the historical averages, OLS, LASSO and regression trees given that there is more than 

five historical promotions available for the SKUs being forecasted. In addition, feature 

engineering and either category or full pooling improves the performance of these 

methods. 

 

Table 2. Best forecast accuracy for each method on SKUs with historical information. 

Method Dataset Pooling WMAPE RMSE ME Scaled ME 

XGB With Category 0.162 1488 363 0.077 

RF With Full 0.168 1578 174 0.037 

LASSO Without Subcategory 0.182 1702 160 0.034 

Hist. Avg. Without None 0.189 1692 164 0.036 

RT With Category 0.229 2076 90 0.019 

LM Without None 0.249 2601 395 0.084 

 

Table 3. Best forecast accuracy for each method on SKUs with few historical promotions. 

Method Dataset Pooling WMAPE RMSE ME Scaled ME 

LASSO Without Category 0.331 522 118 0.125 

RF Without Full 0.399 588 -129 -0.137 

XGB With Full 0.420 631 -60 -0.063 

RT Without Category 0.451 716 -112 -0.119 

 

5 Discussion 

The results are impacted by both the forecasting conditions and the modeling choices 

used in the evaluation. We hypothesize that the modern machine learning methods out-

perform linear models in situations with strong patterns, interaction effects and a large 

relevant sample. The daily aggregation level has the effect of increasing the sample 

size, but also presents more noise than at the weekly level, whereas the chain aggrega-

tion level has the opposite effect. Our findings indicate that at this particular aggrega-

tion level the sample size and pattern strength is large enough to make the machine 

learning models superior to linear models. It is difficult to compare the findings to the 

findings of Gür Ali [10], as they look at forecasting store level demand and do not 
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include ensembles of decision trees. Contrary to previous research, our results show 

that for this case, linear regression and regression trees are surpassed by a simple bench-

mark method: historical averages under matching conditions. This benchmark method 

has to our knowledge only been used by Cooper et. al. [4], but its strong performance 

suggests that it should be considered when evaluating forecast accuracy for promotions. 

Pooling in general proved useful, as it improves performance for all models except 

for OLS. This underlines that patterns exist across products, and that the models can 

effectively use these. The linear models seem to benefit less from pooling, and subcat-

egory level seems to be the best trade-off between bias and variance in coefficient esti-

mates, whereas the decision tree-based models favor more pooling, even performing 

well with one model for all fresh meat and fish products. This is likely due to the nature 

of decision trees, as they can effectively choose between pooling and no pooling where 

appropriate. The feature engineering conducted benefitted the decision tree-based mod-

els and led to greater forecast accuracy, particularly for the random forest model. This 

was not the case for the linear models, which could be due to non-linear relationships 

between the created variables or high correlations. It is therefore plausible that feature 

engineering aimed specifically at linear models would have improved their perfor-

mance. However, this would also demand greater effort on feature engineering caused 

by the more restrictive nature of linear models. 

For the forecasting of products with limited demand history, the results indicate that 

while the models can provide forecasts for these products, they are not very accurate 

and it is likely that a judgmental forecast by a category manager can provide better or 

at least similar accuracy.  

6 Conclusion 

The comparison of methods for forecasting product level promotion demand found that 

modern machine learning methods in the form of ensembles of decision trees outper-

form previously proposed methods such as linear regression, penalized linear regres-

sion and regression trees for SKUs with more than five historical promotions on the 

task of forecasting chain-level daily demand. For SKUs with less promotion history, 

penalized linear regression is the best performer, although all of the methods have rel-

atively high forecast errors. In addition, the comparison found that the ensembles of 

decision trees benefit from both feature engineering and pooling, either in the form of 

category level or full pooling, whereas the linear models perform better without feature 

engineering at subcategory level. The implications of these findings are that ensembles 

of decision trees should be considered candidates for forecasting product level promo-

tion demand at daily chain-level. An interesting area for further research is whether this 

also holds at weekly chain level, where the sample size is reduced by a factor of seven, 

or at weekly store level, where the sample size is increased significantly at the expense 

of much greater noise. Limitations of the study include that the results are based on one 

case only with one particular forecast horizon. A shorter horizon could potentially 

change the results, as lagged sales thus becomes a valuable form of information not 

currently considered. In addition, we only use promotional data to fit the model, and it 
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is possible that the linear models particularly can benefit from non-promotional data to 

obtain better estimates of seasonality, making this a topic worthy of further research. 
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