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Abstract. Future manufacturing companies require smarter solutions to com-

pete in the economy. Smart supply chain management systems are one of the 

most effective solutions. Use of previous information can help companies to 

predict the demands of the market and react in an agile manner to sudden 

changes. Google receives over 63,000 searches per second on any given day. 

This huge amount of data provides us with the opportunities to investigate re-

searches in multiple subjects and extract useful information from the raw data 

that is available through Google Trend. In this research, we investigate the pos-

sible relationships between searches that are made in Google for two manufac-

turing capability terms, namely, Precision Machining (PM) and Electric Dis-

charge Machining (EDM). Time-series oriented research is conducted on these 

two datasets in order to find the dynamics characteristics as well as interesting 

hidden relationships between these two search items to help us build a smarter 

supply chain management system. Two different methods namely ARMA and 

ARMAV models are be applied to fit a representative model to these datasets. 

The order of the both models are evaluated based on AIC statistic. In addition, 

multiple seasonal trends are detected in the datasets. Finally, Using ARMA 

model, we predict the datasets for one-step ahead in order to validate our mod-

els. Recognition of seasonalities and correlations between two datasets could 

lead to better prediction and smarter supply chain creation and management. 

Keywords: Supply Chain, Time-Series Analysis, Knowledge Management. 

1 Introduction 

In order to remain competitive in today’s volatile economy, manufacturing companies 

need to be provided with smart supply chain management system that enables them to 

manufacture products more efficiently, less expensively, and more quickly. Recent 

applications of Machine learning and Artificial Intelligence provided us with power-

ful tools and methods to make smarter decisions [1, 2, 3, 4]. To react quickly to the 

sudden changes and be aware of the future demands and situations, companies need to 

focus more on previous information and trends. Google created algorithms to help 

people find their way around the ever-growing amount of online content. Today, 

Google is a powerhouse that continues to innovate and improve the virtual world. Its 

ongoing success story is a result of its dedication to keep getting better, which is why 
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it’s the go-to search engine and arguably the most trusted source of information out 

there. Based on recent report on Search Engine Land website [5], Google has 90.46% 

of the search engine market share worldwide. However, 15% of all searches have 

never been searched before on Google. It is reported in the Engine Land website that 

Google receives over 63,000 searches per second on any given day and has a market 

value of $739 billion. 

 

1.1 Google Trend 

Google Trends is a website by Google that analyzes the popularity of top search que-

ries in Google Search across various regions and languages. The website uses graphs 

to compare the search volume of different queries over time [6]. Google Trends also 

allows the user to compare the relative search volume of searches between two or 

more terms. The quota limits for trend search is based on the number of search at-

tempts available per user/IP/device. Details of quota limits have not yet been provid-

ed, but it may depend on geographical location or browser privacy settings. It has 

been reported in some cases that this quota is reached very quickly if one is not 

logged into a Google account before trying to access the trends service [7]. 

 

1.2 Precision Machining versus Electric Discharge Machining 

Based on what we discussed in the previous section, Google Trend is great source of 

data for different fields and is customizable based on different categories such as 

countries, time, search type, etc. In this research, aim to explore the possible relation-

ships between searches that are made in Google for two manufacturing capability 

terms, namely, Precision Machining (PM) and Electric Discharge Machining (EDM). 

In first impression, one can think of some correlation and relationships between PM 

and EDM as concept. However, we perform time-series oriented research on these 

two datasets in order to find those interesting hidden relationships between these two 

manufacturing concepts. 

2 Methodology 

In this section, autoregressive moving average models are utilized to fit the best mod-

el to the datasets according to a specific statistic. In addition, vectorial ARMA model 

(ARMAV model) is introduced and the results will be compared with the regular 

ARMA model. Moreover, the stochastic seasonalities associated with the datasets are 

evaluated. Finally, we use the datasets to predict the future data points based on pre-

vious information. 

 

2.1 Auto Regressive Moving Average (ARMA) Models 

In order to fit a model to the data, ARMAX model is utilized in this paper [8]. Several 

ARMA (2n, 2n- 1) models are fitted to the model and using a procedure introduced by 

Pandit and Wu, we could find the appropriate order for the model that represents the 
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data sufficiently [9]. As a significance detection function, Akaike Information Criteri-

on (AIC) [10] method is used to find the optimum ARMA model by passing the white 

noise test [11]. Using ARMA model does not give us this opportunities to get infor-

mation from different dataset as an extra input variable. However, vectorial ARMA 

models could solve this challenge so that the model be more realistic and reliable. 

 

2.2 Vectorial ARMA Models (ARMAV) 

To investigate better options of fitting the dataset into appropriate models, ARMAV 

model is utilized in this section. An ARMAV model is provided for one dataset based 

on both datasets (using the second dataset as extra input). The results including the 

model order as well as residual sum of squares (RSS) is provided and compared be-

tween two different approaches at the end of this section. 

 

2.3 Auto Regressive Characteristic Polynomial Roots 

In both ARMA and ARMAV models, the roots associated with AR part of the model 

are mapped and based on being inside, on, or outside of the unit circle, datasets would 

be stationary, marginally stationary and non-stationary respectively. Finally, possible 

stochastic trends as well as seasonal trends are explored and detected using parsimo-

nious models where the roots close to 1 are being pushed to be exactly one and re-

moved from the model. 

 

2.4 Prediction 

The last step of the methodology is to predict the future of the datasets based on 

previous data points. For this purpose, 75 percent of the data is used as training part of 

the data and 25% is used as the test data. Once the model is evaluated, we predict the 

one-step-ahead, two-steps-ahead,…,N-steps-ahead predictions based on training da-

taset. In this report, the prediction results for ARMA models and ARMAV models are 

compared and ARMAV model is used for the prediction due to better performance. 

3 Result 

In this section, results are provided for different parts of the methodology. First, we 

provide the results for ARMA models as well as roots and seasonalities. Then, the 

results for ARMAV models and seasonalities are illustrated. 

 

3.1 Dataset introduction 

Two datasets will be presented. Figure 1 illustrates the dataset which is the weekly 

sampled PM and EDM searches for the last 5 years. It is shown that the search for 

EDM search has higher interest over time compared to PM search. In addition, some 

seasonalities and correlations between two datasets are observable. One of the main 

purposes of this research is to find those seasonalities in the two datasets. 
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The data shows the interest over time for PM and EDM searches in United States. 

Interest over time expresses the popularity of that term over a specified time range. 

Google Trends scores are based on the absolute search volume for a term, relative to 

the number of searches received by Google. Where there is sufficient data available, 

Google Trends awards a score of between 0 and 100 to inputted search terms on a 

month-by-month or week-by-week or day-by-day basis and on a geographical basis. 

 

 
Fig. 1. Interest over time for precision machining and EDM searches 

Before presenting more detailed description of the methodology, we provide some 

extra information regarding the search data provided by Google Trend. Top five areas 

with highest interest for PM are Illinois, Kansas, Oregon, California, and Wisconsin. 

In addition, the top five areas with highest interest for EDM are New Hampshire, 

Utah, Idaho, Kentucky, and South Carolina. This measure provided by Google Trend 

can show the real interest or demand from aforementioned states for PM and EDM 

respectively. Moreover, most popular related queries when searching for PM and 

EDM are also provided by Google Trend website. 

 

3.2 ARMA Model Results 

Figure 2 shows the autocorrelations resulted by ARMA model. For PM search data, 

ARMA (12,11) and for EDM data, ARMA (1,0) models were detected to be adequate 

models by AIC statistic. The resulting models illustrate that the PM search data is 

more complicated than EDM search data. It is also shown from Figure 2 that both 

models are confirmed to be adequate model by RSS of 9.367809e+03 for PM search 

data and RSS of 2.319061e+04 for the EDM search data. 

 

  

Fig. 2. Fitting ARMA Model to data - Left figure is the autocorrelation plot for Precision Ma-

chining (PM) search data and the right Figure is the autocorrelation plot for EDM search data). 
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3.3 Stochastic Trends and Seasonalities for ARMA Models 

Figure 3 shows the roots associate with AR parts of the ARMA models for PM search 

and EDM search data separately. In PM data, five roots are inside the unit circle and 

so the PM search is a stationary dataset with one real root and four complex roots. In 

addition, none of the four roots is close to 1 and thus, there is no stochastic and sea-

sonal trends in the PM data. The EDM search dataset has only one root that is real. 

The AR root associated with EDM data are also inside the unit circle and the EDM 

data is also stable dataset. After further process of EDM and PM datasets and looking 

for seasonal trends using parsimonious models, it turned out that none of them have 

seasonal trends. 

 

  

Figure 3. Auto Regressive Roots of the datasets mapping along with the unit circle.  

3.4 ARMAV Model Results 

In this section, the results associated with fitting an ARMAV model are illustrated. 

Figure 5 shows the autocorrelations resulted by ARMAV model. For PM search data 

driven by EDM data, ARMA (19,18) and for EDM data driven by PM data, ARMA 

(12,11) models were detected to be adequate by AIC statistic. The resulting models 

illustrate that the PM search data driven by EDM search data is more complicated 

than EDM search data driven by PM search data. It is also concluded from Figure 4 

that both models are confirmed to be adequate models by RSS of 4.387391e+03 for 

PM search data driven by EDM and RSS of 1.366753e+04 for the EDM search data 

driven by PM. 

 

  

Fig. 4. Fitting ARMAV Model to data - Left figure is the autocorrelation plot for PM search 

data driven by EDM search data as input and Right Figure is the autocorrelation plot for EDM 

search data driven by PM search data as input. 
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3.5 Stochastic Trends and Seasonalities for ARMAV Models 

Figure 5 shows the roots associate with AR parts of the ARMA models for PM search 

and EDM search data separately. In EDM search data driven by PM data model, all 

12 roots are inside the unit circle and so the EDM search is a stationary dataset with 

zero real root and 12 complex roots. In addition, none of the seven roots are close to 1 

and thus, there is no stochastic and seasonal trend in the PM data.  

The PM search data driven by EDM search data has 19 roots with three real root 

and 16 complex roots. However, there are four roots in EDM data that are almost on 

the unit circle. These four roots could be the sources of the possible seasonality in 

EDM data. Moreover, the roots which are on the unit circle has the multiplicity of 

one. Thus, the PM data is a marginally stable dataset. 

 

  

Fig. 5. Auto Regressive Roots of the datasets mapping with the unit circle. (Left plot is the PM 

search data driven by EDM search data; and right plot is the EDM data driven by PM data) 

After further process of the PM dataset by forcing the roots close to zero to be ex-

actly zero, the parsimonious model of the ARMAV model associated with PM dataset 

driven by EDM search dataset will be created in order to evaluate the seasonal trends 

of the EDM search data. It turned out that EDM search data has two different seasonal 

trends 13, and 52.  

 Seasonality of 13: The ARMAV model of the PM data has the seasonality of 

13. This seasonality looked unusual in the first place. However, considering 

the sampling rate of one week, the 13 weeks means exactly three months (91 

days). It is an interesting that precision machining search data have quarterly 

seasonality. 

 Seasonality of 52: The next detected seasonality is for 52 weeks which is ex-

actly one year and similar to what we found based on ARMA model results.  

 

3.6 Performance Evaluation for ARMA and ARMAV Models 

Now that the adequate models are detected and roots are observed and stochastic and 

seasonal trends are detected both for ARMA and ARMAV models, we can compare 

the performance of those two models. One of the main criteria for performance of a 

model is the residual sum of squares (RSS). ARMAV model performed better in both 
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EDM and PM search data in terms of fitting the better model to the data. In order to 

compare the fittings, we could compare the RSS associated with two models. RSS of 

ARMAV model for PM driven by EDM is 4.387391e+03. However, RSS of ARMA 

model for PM is 9.367809e+03. This means a great reduction (53.17%) in RSS after 

using ARMAV model. On the other hand, the RSS of ARMAV model for EDM 

search dataset driven by PM search data is 1.366753e+04. However, RSS of ARMA 

model for EDM search data is 2.319061e+04. In this dataset we have reduction of 

81.08 % in RSS after using ARMAV model. 

 

3.7 Prediction Results for the PM Search Dataset: 

In order to validate our model, we conducted a multiple-steps ahead prediction based 

on ARMA and ARMAV model to predict the PM search dataset. Figure 6 shows the 

result of the prediction. We updated the dataset by further predicting the next data 

point and adding the predicted points to be used as an input for the next prediction. 

The result is promising noticing that we have not done the prediction using ARMAV 

model which of course makes the prediction stronger (by using the PM search data as 

well to predict the EDM search data). Using ARMAV model predictions in one of the 

main future works for this research. 

 

 
Fig. 6. Multiple-steps ahead predication Using ARMAV model for Precision Machining (PM) 

dataset driven by EDM dataset. 

4 Conclusion and Future Work 

In this research, we explored the possible relationships between searches that are 

made in Google for two manufacturing capability terms, namely, Precision Machining 
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and Electric Discharge Machining. The purpose of this investigation is to illustrate a 

possible method to build a smart supply chain management system based on online 

data provided by Google. Time-series oriented research were conducted on these two 

datasets in order to find the dynamics characteristics of these two datasets as well as 

interesting hidden relationships between these two search items. Two different meth-

ods namely ARMA and ARMAV models are investigated in order to fit a representa-

tive model to these datasets. The order of both models were evaluated based on AIC 

statistic. For EDM search and PM search data, ARMAV model outperformed the 

ARMA model by RSS reduction of over 50 percent. Two different seasonal trends 

were detected in EDM search dataset. It is concluded that there are quarterly, and 

yearly seasonal trends in the EDM search data. However, no stochastics and seasonal 

trends is found in PM data. Finally, Using ARMAV model, we can predict the PM 

until next 60 weeks using multiple-steps ahead method with high fidelity. For future 

work, more complicated predictions will be considered such as using ARMAV mod-

els for more than two datasets. Google Trend could be a source in order to perform 

general predictions especially for the concepts in which gathering the data is difficult. 
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