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Preface

This book is centered on the mathematical analysis of random structures embed-
ded in the Euclidean space or more general topological spaces, with a main focus
on random measures, point processes, and stochastic geometry. Such random
structures have been known to play a key role in several branches of natural
sciences (cosmology, ecology, cell biology) and engineering (material sciences,
networks) for several decades. Their use is currently expanding to new fields
like data sciences. The book was designed to help researchers finding a direct
path from the basic definitions and properties of these mathematical objects to
their use in new and concrete stochastic models.

The theory part of the book is structured to be self-contained, with all
proofs included, in particular on measurability questions, and at the same time
comprehensive. In addition to the illustrative examples which one finds in all
classical mathematical books, the document features sections on more elaborate
examples which are referred to as models in the book. Special care is taken to
express these models, which stem from the natural sciences and engineering
domains listed above, in clear and self-contained mathematical terms. This
continuum from a comprehensive treatise on the theory of point processes and
stochastic geometry to the collection of models that illustrate its representation
power is probably the main originality of this book.

The book contains two types of mathematical results: (1) structural results
on stationary random measures and stochastic geometry objects, which do not
rely on any parametric assumptions; (2) more computational results on the
most important parametric classes of point processes, in particular Poisson or
Determinantal point processes. These two types are used to structure the book.

The material is organized as follows. Random measures and point pro-
cesses are presented first, whereas stochastic geometry is discussed at the end
of the book. For point processes and random measures, parametric models
are discussed before non-parametric ones. For the stochastic geometry part,
the objects as point processes are often considered in the space of random sets
of the Euclidean space. Both general processes are discussed as, e.g., particle
processes, and parametric ones like, e.g., Poisson Boolean models of Poisson
hyperplane processes.

We assume that the reader is acquainted with the basic results on measure
and probability theories. We prove all technical auxiliary results when they are
not easily available in the literature or when existing proofs appeared to us not
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sufficiently explicit. In all cases, the corresponding references will always be
given.
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Notation

General

The notation x := y means that = is defined as y. The punctuation mark ‘:’
means ‘such that’.

For any x € R, we denote 27 = max (x,0) and 2~ = — min (x, 0).

The notation z,, T 2 means that lim,_,. 2, =  and the sequence {z, }nen
is nondecreasing; that is z,, < x,41. A similar convention applies for z,, | =
when {z,, } nen is nonincreasing.

Sets

The indicator function of a set A is denoted by 14. We sometimes use 1 {x € A}
instead of 14 (z).

The complement of a set A is denoted by A°. For two sets A and B, the
notation A C B means A is a subset of B (A may be equal to B). We denote
the union AUB = {x : € A or € B}, the difference A\B = {z € A: x ¢ B},
and the symmetrical difference A/ B = (A\B) U (B\A). For all A, B C R%, we
denote A®@ B={zx+y:2€ A,y € B}. For any set A, let A" = Ax...x A
be the cartesian product of A with it self n times; we denote also A =
{(z1,...,2,) € A" 1 x; # x; for any i # j}.

We denote the sets of integers by

N=1{0,1,2,...} and Z={..—2,-1,0,1,2,...}.

Moreover N* = N\ {0} and N = NU {+co}. Similarly R denotes the set of
real numbers, R* = R\ {0}, R, = {x €R:2 >0}, R, = R, U {+oc0}, and
R = RU {—o0, +00}. We denote by 4 is the imaginary unit complex number,
by C the set of complex numbers and by C the set of complex numbers whose
real and imaginary parts are in R. The complex-conjugate of z € C is denoted
by z*. For any z € C,n € N*, we denote by

2 =2z —1)...(z—n+1)
the n-th factorial power of z.

xi
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For a finite set A, the cardinality (i.e., the number of elements) of A is
denored by |A].
The closed intervals in R are denoted by [a, ] = {zeR:a <z <b} where

a < b € R; the open intervals are denoted by (a,b) = {z € R:a <z <b};
similarly, [a,0) = {z € R:a <z < b} and (a,b] = {z € R:a <z < b}.

Vectors and matrices

The vector are by default considered as column vectors. The transpose of a
matrix or a vector M is denoted by M T and the transpose-conjugate is denoted
by M*.
. . d o\ 1/2
The Euclidean norm of = (1, ...,24) € C%is denoted by |z| = (Zi:l ;] ) .
For any A1,..., A, € C, the notation A = diag(\y,...,\,) means that A
is a diagonal matriz; i.e., a square matrix of size n with A;; = \;1{i = j} for
i,7 € {l,...n}.
The determinant of a matrix A is denoted by det (A4).

For two vectors u = (u1,...,u,),v = (v1,...,0,), we denote v U v =
(Uly ey Upy U1y ey Up).
Functions

Consider two functions f, g : R — R. The notation f = o(g) at t; means that
lim; e, % = 0. The notation f ~ g at ¢ty means that lim; ., % = 1; two
functions f and g are then said equivalent at tg.

For any function f : G — C we denote | f|| := sup,eg|f (x)]. If fisn
times differentiable, then its n-th derivative is denoted by f(™) (z) = %. By
convention f(©) (z) = f (z). We will say that f is of class C™ when it is n times
differentiable and its n-th derivative is continuous.

A constant function f whose value is ¢ will be denoted f = c¢. The support

of a function f: G — C, denoted supp (f), is {x € G : f (x) # 0}.

Topology

For a topological space G, we will denote by B (G) the Borel o-algebra (i.e., the
o-algebra generated by the topology) on G and by B, (G) the set of relatively
compact sets in B (G). Moreover, we denote by §+ (G) the class of all measurable
functions f : G — Ry and by §. (G) the subclass of functions in §; (G) which
are bounded and continuous with support in B, (G).

We denote by B (z,r) the open ball of center 2 € R? and radius r; that is

B(z,r)={yeR:|y—z|<r}.
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The closure of any set A in a topological space is denoted by A; in particular
B (z,7) is the closed ball of center x and radius r. The boundary of A is denoted
by OA (which is the closure minus the interior of A).

A topological space is said to be separable if it admits a countable dense
subset.

Measures

The Dirac measure is denoted by d,; that is §, (A) = 1 {x € A}. The Lebesgue
measure on R? is denoted by ¢4 and the Lebesgue measure of a set A € B (R?)
is denoted by £ (A) or |Al.

Let (G, G, i) be a measure space. The (Lebesgue) integral of some measur-
able function f : G — C with respect to j is denoted by

p(h = [ F @) = [ san

provided it is well defined. We say that f is pu-integrable if [ |f (z)| p (dx) < oo.
Let pe N* and F = R, R, C or C, we denote by LY (1, G) the set of functions
f: G — F such that f? is integrable with respect to y; that is [, [f ()" p (dz) <
0.

A measure p on a measurable space (G,G) is called o-finite if there is a
countable family of measurable sets of finite measure p, covering G.

Let 4+ be a measure on a measurable space (G,G). The restriction of i to
B € G is denoted by p|p; i.e., p|p(-) = u(- N B). We shall sometimes denote
p1| B simply by pup.

Let (G1,G1) and (Gz,G2) be two measurable spaces, we denote by G; ® Gy
the product o-algebra of Gi and Go; cf. [44, §33]. In particular, for a measurable
space (G,G) and n € N*, we denote by G®" its n-th power in the sense of
products of o-algebra.

Given two o-finite measures p1 and ps on measurable spaces (G1,G;) and
(G2, Ga) respectively, their product measure (cf. [44, Theorem 35.B]) is denoted
by p1 X po. In particular, for a o-finite measure p on a measurable space (G, G)
and n € N* we denote by u” its n-th power in the sense of products of measures.

Let 1 and v be two measures on the same measurable space (G, G). We say
that p is absolutely-continuous with respect to v, denoted pu < v, if for each
Ae G, v(A) =0= u(4) =0. Two measures are said equivalent if they are
absolutely-continuous with respect to each other. Equivalence of measures is
denoted by p ~ v.

Random variables

The basic probability space is denoted by (2, A, P). A random variable X is a
measurable mapping from {2 to an arbitrary measurable space (G,G); we say
that X is G-valued. When G = R (resp. C), we say that X is a real (resp.
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complex) random variable. When G = R”™ (resp. C"), we say that X is a real
(resp. complex) random vector.

A sequence of random variables Xg, X1,... is denoted by {Xg}ren. A
stochastic process indexed by an arbitrary index set I is denoted by {X (7) }ser-
When the X (i)’s are real (resp. complex) random variables, we say that
{X (i) }ier is a real (resp. complex) stochastic process.

The distribution of a random variable X is denoted by Px; that is

Py(A)=P(XecA)=P{wecQ:Xw)ecA}).

The notation X =" (@ means that Px = Q. The expectation of a random
variable X is denoted by E [X].

For two random variables X and Y, the notation X 45y means that they
have the same distribution.

The moments of a random variable X with values in C are E [X],E [XQ} Yoo

The random variables Xy, X1, ... are said to be i.7.d when they are indepen-
dent and identically distributed.
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Random measures and
point processes






Chapter 1

Foundations

A point process may be seen as a random object taking as values locally finite
configurations of points or, equivalently, counting measures. We will consider
the more general notion of random measure; that is a random object taking
measures as possible realizations.

1.1 Framework

Let (G,%) be a topological space which is locally compact, second countable (i.e.,
its topology T has a countable basis), and Hausdorff (i.e., distinct points have
disjoint neighborhoods). This will be abbreviated by [.c.s.h.. Such a space is
Polish [56, Theorem 5.3 p.29]; i.e., there exists some metric d on G such that the
topology induced by d is equal to ¥ and such that (G, d) is a complete separable
metric space.

Our basic measurable space will be (G, B (G)), where B (G) is the associated
Borel o-algebra, namely, the o-algebra generated by the topology €. A set
B € B(G) is called a Borel set.

A set B € B(G) is called relatively compact if its closure is compact. Let
B. (G) denote the set of relatively compact sets in B (G). Moreover, we denote
by §+ (G) the class of all measurable functions f : G — Ry and by §. (G) the
subclass of functions in §F (G) which are bounded and continuous with support
in B. (G).

We will always assume that R? (for some integer d), R, , C, etc., are endowed
with the usual topology induced by Euclidean norm.

Example 1.1.1. Let G = R? and T be the usual topology on R¢ induced by
Euclidean norm. The topological space (R?,T) is l.c.s.h. A Borel set B € B (]Rd)
is compact iff it is closed and bounded. A Borel set is relatively compact iff it is

bounded.

Example 1.1.2. Let G = Z% and T be the topology which contains all subsets of
74 as open sets called the discrete topology. It is the subspace topology induced

3
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by the usual topology of R?. The topological space (Z%,%) is l.c.s.h. A Borel set
B C Z% is compact (or relatively compact) iff it is finite.

Remark 1.1.3. Let G be a lc.s.h. space and let F (G) be the space of closed
subsets of G. In Chapter 9, we will construct a topology on F (G) making it
also l.c.s.h.

Lemma 1.1.4. A l.c.s.h. space G may be covered by a countable union of
relatively compact open sets. Moreover, there is a countable partition of G into
relatively compact sets.

Proof. By local compactness, for every € G there is an open neighborhood U,
of z with compact closure. On the other hand, since the topological space (G,%)
has a countable basis C, then, for all x € G, there exists some C,, € C such that
Cy C U,. Clearly, C, is relatively compact and {Cy }, . is countable and covers
G. Then G may be covered by a countable union of relatively compact sets, say

Cy,C1,. ... Finally, the sets By, By, ... constructed recursively as follows
k—1
By=Co, Bp=Ci\|JB;, k=12,...
j=0
are relatively compact and constitute a partition of G. O

A measure p on (G, B(G)) is said to be locally finite if p(B) < oo for all
B € B. (G). By Lemma 1.1.4 such a measure is in particular o-finite.

Let M (G) be the space of locally finite measures on G and M (G) be the
o-algebra on M (G) generated by the mappings p — u(B),B € B(G) (i.e.,
generated by the family of sets {y € M(G) : u(B) <z} where B € B(G),z €
Ry). Given p € M (G), for all measurable functions f defined on G, we define

w(f) by
u(f)=/@f(8)u(d8)7

when the integral in the right-hand side of the above equality is well defined in
the sense of Lebesgue.

Lemma 1.1.5. Let G be a l.c.s.h. space. For every f € §4 (G), the mapping
= p(f) defined from M (G) to Ry = Ry U{+oc} (equipped with the o-algebras
M (G) and B (Ry.), respectively) is measurable.

Proof. Cf. [52, p.12]. Recall that a measurable function f : G — R is called
simple if it is of the form f = 2?21 ajlc, for some k € N, a; € R and
C; € B(G) (1 < j < k), where the C; ’s can be chosen mutually disjoint without
loss of generality, and where 1¢ denotes the indicator function of the set C.
The statement is true for simple f by definition of M (G). For any f € §+ (G),
the simple approximation theorem [11, Theorem 13.5 p.185] ensures that there
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exists a nondecreasing sequence of simple functions { fy }, ¢y in §+ (G) such that
fo (@)1 f(x),Yz € G. For agivenn € N, let f, = 2?21 a;lc;. We have

k k
u(fn)=/anduzj;aj/(;lcjdu=;aju<0j).

Each of the mappings p — p (C;) is measurable. Then z +— pu (fy,) is measurable.

For a given p € M(G), pu(fyn) = [g fadp — [ fdu = p(f) by the monotone
convergence theorem [11, Theorem 16.2 p.208]. Since p — p (f) is the limit of
the sequence {u — 1 (fn)},cn of measurable functions, it is measurable. O

Let (2, A, P) be a probability space.

Definition 1.1.6. Let G be a l.c.s.h. space. A random measure on (G, B(G))
is a measurable mapping ® : Q — M (G) (Q and M (G) being equipped with the
o-algebras A and M (G), respectively). The probability distribution of ® is the
probability measure on (M (G), M (G)) induced by ®; that is Pe = Po®~'. In
other words

Py (L)=P(®eL), LeM(G).

Proposition 1.1.7. Let G be a l.c.s.h. space. For a mapping ® : Q — M (G)
the three following statements are equivalent:

(i) ® is a random measure on G.
(i) @ (f) is a random variable for all f € F4 (G).
(iii) ® (B) is a random variable for all B € B (G).

Proof. (1)=-(ii). ®(f) is the composition of ® with the mapping p — u(f)
which is measurable by Lemma 1.1.5. (ii)=-(iii). Take f = 1. (iii)=(i). The
sets L = {p € M(G): p(B) <z}, € R,B € B(G) generate M (G). But
P 1 (L)={weQ:®(w)(B) <z} € A Hence ® is measurable. O

The above proposition says that for any random measure ® on G, {® (B)} pcp )
is a stochastic process with values in Ry indexed by B (G). Conversely:

Corollary 1.1.8. Let G be a l.c.s.h. space and let ® be a mapping from € to
the set of measures on G such that {® (B)} pep ) is a stochastic process. Then
® is a random measure iff ® (w) is locally finite for all w € Q.

Example 1.1.9. Randomized Lebesgue measure. Let X be a nonnegative ran-
dom variable and let

®(B)=X|B|, BeB(R%), (1.1.1)

where |B| denotes the Lebesque measure of B. Since for all B € B (R?), ® (B)
is a random variable, it follows from Proposition 1.1.7(%ii) that ® is a random
measure on R?.
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Example 1.1.10. Integral of a stochastic process. Let {\(z)},cpa be a non-
negative measurable stochastic process (i.e., the mapping from R? x Q into R
defined by (z,w) = M a,w) is measurable). Assume that, for almost all w € Q,
the function x — X (z,w) is locally integrable. Let

@&ﬂ:LA@m@ BeB(G).

Then ® is a random measure on R? by Proposition 1.1.7(iii).

Example 1.1.11. Sample and Binomial point process. Let k € N and let
X1,..., Xg be random variables with values in a l.c.s.h. space G. We denote
by 6, the Dirac measure on G; that is 0, (B) = 1{x € B},B € B(G). Then
P = Z?zl dx, is a random measure on G called a sample point process. Indeed,

for any B € B(G), ®(B) = 25:1 1{X; € B} is a random variable. In the

particular case when X1,..., X are i.1.d, ® = Z§:1 0x, is called a Binomial
point process. We will see in Section 2.1 that this example is closely related to
an important class called Poisson point processes (where k will be random).

By definition, the finite-dimensional distributions of a random measure ®
are the probability distributions of the random vectors (®(By),. .., ®(By)), for
all k e N, By,..., B, € B(G).

Lemma 1.1.12. Let G be a l.c.s.h. space. The probability distribution of a
random measure ® on G is characterized by its finite-dimensional distributions.

Proof. Let C be the class of subsets of M (G) of the form
(WeM(G): u(Br) € Ar....p(By) € Ay},

where k € N* = N\ {0}, B1,...,B; € B(G),A4;,...,A; € B(R). Since, C is
non-empty and stable by finite intersections (i.e., a m-system) then two proba-
bility measures which agree on C agree on o (C) = M (G); cf. [11, Theorem 10.3
p.163]. O

Definition 1.1.13. Let ® be a random measure on a l.c.s.h. space G, then
(M(G), M (G),Pg) is called the canonical probability space associated to ®.
The identity is a random measure in this space with probability distribution Pg.

1.2 Mean measure, Laplace transform and void
probability

Definition 1.2.1. Let ® be a random measure on a l.c.s.h. space G.
e [ts mean measure is a measure defined on (G, B (G)) by

My (B) = E[®(B)], BeB(G).
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e Iis Laplace transform, denoted by Lo, is a functional defined on the set
of all measurable functions f : G — Ry by

Lo(f)=E {exp (/Gfd@ﬂ .

e [ts void probability function is a set function defined on B (G) by
ve(B) =P(®(B)=0), BeB(G).

The fact that Mg is a measure on (G,B(G)) may be proved as follows.
Indeed, Mg inherits the property of finite additivity from the underlying random
measure ®; moreover, if the sequence {B,}, .y of Borel sets is increasing to
B, then, by monotone convergence, Mg (B,) T Mg (B). However, Mg is not
necessarily locally finite.

If ® is a random measure on G = R? and its mean measure has the form

Mgy (B) :/B/\(x) dz,

for some locally integrable measurable function A : R? — R, then this last
function is called the intensity function of ®. If X\ is constant then it is called
the intensity of .

The Laplace transform plays an important role for random measures in par-
ticular due to the following result.

Corollary 1.2.2. The probability distribution of a random measure ® on a
l.c.s.h. space G is characterized by its Laplace transform.

Proof. Recall that the probability distribution of a random vector is charac-
terized by its Laplace transform. Moreover, observe that for all £ € N* and
t1,...,tk €R+,Bl7...,Bk S B((GJ)7

k k
Lo | D tilp, | =B |exp (=D 4;®(B)) | | = Las)...om,) (s th)
Jj=1 j=1

which is the Laplace transform of the random vector (® (B1),...,® (Bg)). Then
the Laplace transform of ® characterizes its finite-dimensional distributions
which, by Lemma 1.1.12, characterize the probability distribution of ®. O

Example 1.2.3. Integral of a stochastic process, cont’d. The mean measure of
the random measure ® (B) = [, A (z) dx of Example 1.1.10 is

Mo (B) = E [/ /\(x)dx} :/ B (2)] d.
B B
The void probability function is

ve(B) =P (A (z) =0 for Lebesgue-almost all x € B) .
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Example 1.2.4. Sample and Binomial point process, cont’d. Consider a sam-
ple point process as in Example 1.1.11; that is ® = Z?Zl 0x,. Its mean measure
18

k
My (B) =E[®: (B)] =) P(X;€B), BeB(G).
j=1
In the particular case when ® is a Binomial point process (i.e., Xy,..., Xy

are i.1.d), the mean measure is Mg (B) = kPx, (B),B € B(G); the Laplace
transform is

Ly (f) =E |e 2= f(X”} = (E [6 f(Xl)D = [Lrxn]", T (G),
and the void probability function is

ve(B) = [P(X, ¢ B))", BeB(G).

1.2.1 Campbell’s averaging formula

We denote by C the set of complex numbers whose real and imaginary parts
are in R = RU {—oc, +oo}. For any measure y on G and p € N* we denote by
LE (u, G)i(resp. L% (1, G)) the set of measurable functions f : G — R (resp.
f:G — C) such that

/ 1 @) (dz) < oo,
G

In particular, L (1, G) is the set of measurable functions f : G — R which are
integrable with respect to p.

Theorem 1.2.5. Campbell averaging formula. Let ® be a random measure on
a l.c.s.h. space G with mean measure Mg. Then for any measurable function
f: G — C which is either nonnegative or in LL (Mg, G), the integral [, fd® is
a well defined random variable. Moreover,

E[/GdeD] :/(;fdMé. (1.2.2)

The above result holds also true for all f € L}C (Mg, G).

Proof. Consider first a simple function f = Z?Zl
Bj eB (G) Then

E{/fd(b} -E iajq»(Bj) _iajM(b(Bj)_/fdMq).

a;jlp,, where a; > 0 and

For any measurable function f : G — R, there exists a nondecreasing sequence
of simple functions {f,}, cy in &4+ (G) such that f,, T f as n — oo pointwise. It
follows from the monotone convergence theorem [11, Theorem 16.2 p.208] that,
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for all w € Q, [ f,d® (w) T [ fd® (w) as n — oco. And again by monotone
convergence,

E { / fd(b} = lim E [ / fnd@] — lim_ / FodMg = / fdMs.

Let now f € Li (Mg,G). We may decompose f = f+ — f~ where f*,f~ €
3+ (G). Note that E [[ f£d®] = [ f*dMg < co. Then the random variables
[ f£d® are almost surely finite. Therefore [ fd® = [ f+d® — [ f~d® is a
well-defined almost surely finite random variable, and

E{/fd@} =E[/f+d¢>]—E de@} :/f*dM@—/f*ndpz/fdM@.

Finally, for f € L<1i (Mg, G), its real and imaginary parts are in L]}—Q (Mg, G).
Then it is enough to apply (1.2.2) to each of these parts and then use linearity
of integral and expectation to prove that (1.2.2) holds also true for f. O

We will show later in Section 3.1 how to extend (1.2.2) to the case when f
is a function defined on €2 x G using Palm theory.

1.3 Distribution characterization

This section gathers a few technical results allowing us to refine some previously
presented results regarding the measurability and the distribution characteriza-
tion of a random measure. In particular, we will show that it is enough to
check the measurability of ® (B) in Proposition 1.1.7(iii) for some subclass of
B € B(G). To do so, we need first the following lemma.

Lemma 1.3.1. Let G be a l.c.s.h. space and let By (G) be a subclass of B. (G)
closed under finite intersections, generating the o-algebra B (G) and which con-
tains a sequence increasing to G (or a countable partition of G). Then M (G)
is generated by the mappings u— p(B),B € By (G).

Proof. Let C be the class of subsets of M (G) of the form

where k € N* I,... . I € By (G),A,..., A € B(R). We aim to show that
o (C) = M (G). Note first that since By (G) C B. (G) then u(I N B) < oo for
all I € By (G), B € B(G). Now, let

H={BeB(G): p—pu(INB)isc(C)/B(R) measurable,VI € B, (G)}.

Note that H contains G and is clearly closed under proper differences (for C C B,
p(IN(B—-C)) =p(INB)—u(INC) which is well defined because the two
last terms are finite) and nondecreasing limits; that is H is a Dynkin system.
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Furthermore, #H contains the class By (G) which is non-empty and closed un-
der finite intersections (By (G) is called a mw-system), it follows from Dynkin’s
theorem [11, Theorem 3.2 p.42] that H contains the o-algebra o (B (G)) which
is equal to B (G), this proves that H = B(G). Let I;,I5,... be a sequence in
By (G) increasing to G (or a countable partition of G), then for each B € B (G),
the mapping p — p(B) = lim; t p(I; N B) (or >, u(I; N B)) is o (C) /B (R)

measurable. It follows that M (G) C ¢ (C) and hence o (C) = M (G). O

For example, for G = R?, the class By (R?) of sets of the form I = HZ:I (ak,br),
where a, b, € R satisfies the conditions of Lemma 1.3.1.

Corollary 1.3.2. Let G be a l.c.s.h. space and let By (G) be as in Lemma 1.3.1.
A mapping @ : Q — M (G) is a random measure on G iff ® (B) is a random
variable for all B € By (G).

Proof. This follows from Lemma 1.3.1 and [11, Theorem 13.1 p.182]. O

Example 1.3.3. Lebesgue-Stieltjes random measure. Let {X (t)},.p be a real-
valued, nondecreasing with right-continuous trajectories. Let

<I>(B):/BX(dt), BeB(R),

where the integral in the right-hand side of the above equation is the Lebesque-
Stieltjes integral. Thus ® is the Lebesgue-Stieltjes measure associated with X.
For any B € B. (R), let (a,b] be an interval containing B, then

®(B) <P ((a,b]) = X (b) — X (a) < o0,

which shows that ® (w) is locally finite. For any interval (a,b], ® ((a,b]) =
X (b) — X (a) is a random variable. It follows that ® is a random measure by
Corollary 1.5.2.

We show now that the probability distribution of a random measure is char-
acterized by the finite-dimensional distributions where By, ..., By are in some
subclass of B (G).

Corollary 1.3.4. The probability distribution of a random measure ® on a
l.c.s.h. space G is characterized by the distributions of the random wvectors
(®(B1),...,®(Bg)) where k € N, By,...,By € By (G); where By (G) is as in
Lemma 1.53.1.

Proof. Let C be the class of subsets of M (G) of the form
{M € M(G) M(Bl) € Ala"'nu(Bk) € Ak}a

where k € N*, By, ..., By, € By (G), Ay, ..., A, € B(R). If follows from Lemma 1.3.1
that ¢ (C) = M(G). Since, C is non-empty and stable by finite intersec-
tions (i.e., a m-system), then two o-finite measures which agree on C would

agree on o (C) = M (G); cf. [11, Theorem 10.3 p.163]. O
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Corollary 1.3.5. Let ® be a random measure on a l.c.s.h. space G and let
By (G) be as in Lemma 1.5.1. Let o (®) be the o-algebra generated by P, then
o () is generated by ® (B) where B € By (G); that is

oc(®)=0({®(B): BeBy(G)}).
Proof. This follows from Lemma 1.3.1. O

Lemma 1.3.6. For any l.c.s.h. G,

(i) there exists a countable base of the topology on G consisting of open
relatively compact sets;

(i) there exists a countable class By (G) as in Lemma 1.3.1.

Proof. (i) Every point 2 in G has an open neighborhood in B (G), say U,.
Collect all U, N O for every « € G and open set O containing z. This collection
is a base consisting of B, (G)-sets. But since G is second-countable, such a base
has a countable subfamily, say D, which is still a base. (ii) Then D generates the
Borel o-algebra B (G). Let By be the ring (i.e., a family closed under unions and
set differences) generated by D. Then By is countable by [44, Theorem C p.23].
Since By is a ring, it is closed under finite intersections (since ANB = A\(A\B)).
Let B,, be the union of the first n sets in D, then B, T G. If we denote
Ao = By, Ap+1 = Bpa1\Bn, then Ag, Ay, ... is a countable partition of G into
B. (G)-sets. O

1.3.1 Powers and moment measures

Given a o-finite measure i on a measurable space and n € N*, recall the notation
u" of its n-th power in the sense of products of measures. This extends to
random measures as follows.

Lemma 1.3.7. Random measure power. Let ® be a random measure on a
l.c.s.h. space G. Then, its n-th power ®" is itself a random measure for any
n € N*.

Proof. Tt follows from (14.E.3) that, for any By, ..., B, € B(G),
®" (B) ... % By) = ®(By)...®(B,)

is a random variable. Then for any finite disjoint union B of sets of the form

By X ... X By, ®"(B) is also a random variable. The class of such unions is
closed under finite intersections, generates B (G)®™ and contains G”. Then, ®"
is a random measure by Corollary 1.3.2. O

Definition 1.3.8. Moment measures. For a random measure ® on a l.c.s.h.
space G, let @™ be the n-th power of ®. We call Mgn the n-th moment measure
(the first moment measure is the mean measure) of ®.
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Example 1.3.9. For any random measure ® on a l.c.s.h. space G, and any
By,...,B, EB(G),

Mgn (By % ... x By) =E[®" (By x ... x B,)| =E[®(By)...®(B,)].

where the second equality is due to (14.E.3). In particular, Mgn (B") = E[® (B)"],
B < B(G).

Example 1.3.10. The Campbell averaging theorem 1.2.5 applied to the random
measure " shows that for all measurable functions f: G™ — Ry,

E [ / ) quw] = [ fdMgn.

G n

1.3.2 Laplace transform characterization

Proposition 1.3.11. The probability distribution of a random measure ® on on
al.c.s.h. space G is characterized by its Laplace transform Le (f) for measurable
functions f : G — Ry which are bounded with support in B. (G).

Proof. For any measurable f : G — R, consider an increasing sequence of
measurable functions f, : G — R4 which are bounded with support in B, (G),
converging pointwise to f. Invoking the monotone convergence theorem, we get
Lo (fn) = Lo (f) as n — oo. Corollary 1.2.2 allows one to conclude. O

Corollary 1.3.12. Let ¢ € RY. Let ® be a random measure on on a l.c.s.h.
space G such that: (i) its moment measures are locally finite and (ii) for any
D € B.(G), the radius of convergence R, (cf. Definition 13.B.3) is positive.
Assume that ® is a random measure on G such that Le (f) = Lg (f) for any
measurable function f : G — Ry with support in B. (G) such that || f| ., < e.
Then ® and ® are equal in distribution.

Proof. Consider a bounded measurable function g : G — R, with support in
B. (G). For any t < ¢/ |9, Lo (tg) = L (tg); that is

E [ew(g)} - E {eft%)} ,

Applying Corollary 13.B.5 to the random variables X = ® (¢) and Y = @ (g)
shows that ® (g) dist (g). Then the above equality holds for any ¢t € R, ; in

particular for ¢ = 1. Proposition 1.3.11 allows one to conclude. O

1.3.3 Independence

The independence of random measures is defined as usually through their dis-
tributions.
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Definition 1.3.13. Two random measures ®1 and P2 on a l.c.s.h. space G are
called independent if

P(®, € L1, Py € Ly) =P(®; € L))P(Py € L), Li,Ly € M(G).

More generally, a family {®;};cr of random measures on G indexed by an ar-
bitrary set I is called independent if for all finite J C I,

P (ﬂje.f {®; € Lj}) - Hjei, P(®; € L;).

The following result characterizes the independence of random measures by
the independence of their values on measurable sets.

Corollary 1.3.14. A family of random measures {®;};cr on a l.c.s.h. space
G is independent iff the family of random variables {®; (B;)}jer is independent
for all B; € By (G) (j € I); where By (G) is as in Lemma 1.5.1.

Proof. The direct sense is obvious. The converse follows from Corollary 1.3.5.
O

We now characterize the independence of random measures through their
Laplace transforms.

Proposition 1.3.15. A family {®;};er of random measures (where I is an
arbitrary index set) on a l.c.s.h. space G is independent iff for all finite J C I,
and all f; € §1 (G) (j € J),

B [ef 2jes éj(fj)} - E {e—‘bj(fj)} , (1.3.1)

j€J
where ®; (f;) = [ f;d®;.
Proof. The direct sense is obvious. For the converse, let B; € B(G) (5 € J).
For any a; € Ry (j € J), applying (1.3.1) to f; = a;1p, (j € J) we get
E[ -3 Jaj@j(Bj):| - B [ *Oéj‘I’j(Bj)} ]
e JE HjeJ e

Then the random variables {®; (B;)};jes are independent. Then {®;};c; are
independent by Corollary 1.3.14 which completes the proof. O

1.4 Stochastic integral

Let ® be a random measure on a l.c.s.h. space G and let {Z (t)},.q be a
measurable stochastic process with values in R ; i.e., the mapping from G x Q2
(endowed with the product o-algebra B(G) ® A) into Ry defined by (¢,w) —
Z(t,w) is measurable. Then one can define the Lebesgue integrals

& (w, B) = /BZ(t,w)fb (w,dt), weQ, BeB(G) (1.4.1)
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called a stochastic integral. For each w € , P (w, ) is a clearly a measure.

Recall from Definition 14.D.1 that a measure kernel from Q to G is a mapping
® from Q x B(G) to Ry such that: for all B € B(G) the map w — @ (w, B)
is measurable, and for all w € Q, ® (w,-) is a measure on G. Then it follows
from Proposition 1.1.7(iii) that a random measure is indeed a measure kernel
from Q to G such that for all w € Q, ® (w, -) is locally finite. In particular, any
probability kernel from Q x B (G) to R, is a Random measure.

Proposition 1.4.1. Let ® be a random measure on a l.c.s.h. space G, let
{Z (t)},cq be a measurable stochastic process with values in Ry, and assume
that, for each w € Q, the measure ® (w,-) defined by (1.4.1) is locally finite.
Then ® is a random measure.

Proof. From Corollary 1.3.2, it is enough to show that for each B € B. (G), the
mapping w — @ (w, B) is measurable. Note first that, by definition of a random
measure, ® (w,B) < oo for all w € Q. Then by appropriate normalization,
it is enough to show that w +— P (w, B) is measurable when ® is a probability
kernel from ) to B. Under this assumption, it follows from the measure mixture
theorem 14.D.4, that there exists a unique probability measure A on {2 X B such
that
A(AxC) :/ ¢ (w,C)P(dw), A€ ACeB(G),CCB
A

(A is called a mizture of ® (w,dt) with respect to P (dw)). Moreover, this the-
orem shows that for all nonnegative measurable functions Z on G x €2, the
mapping

w / Z(t,0)® (w, db)
B
is measurable. O

Proposition 1.4.2. Let ® be a random measure on a l.c.s.h. space G with o-
finite mean measure and let {Z ()}, be a measurable stochastic process with
values in R4 independent of ®. Then

E[/B Z(t,w)(b(w,dt)} :/BE[Z(t,w)} Mg (dt) BeB(G).  (1.42)

Proof. Let Z :={Z (t)},c¢. For any B € B(G), we have

E [/ Z(Lw)@(w,dt)} =E [E [/ Z(t,w)tl)(w,dt)’ Z”
B B
=E [/ Z(t,w) Mg (dt)]
B
- / E [Z(t, )] Ma (df)
B
where the second equality is due to the Campbell averaging formula (1.2.2)

and the independence of ® from Z; the last equality is due to Fubini-Tonelli
theorem. 0
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When ® and Z are independent, the reader will find more properties of the
stochastic integral (1.4.1) in [55]. We will see later in Section 3.1 how to extend
Equation (1.4.2) to the case when Z and ® are not necessarily independent
using Palm theory.

1.5 Vague topology on M (G)

Lemma 1.5.1. Let G be a l.c.s.h. space. The o-algebra M (G) is generated by
the mappings p+— p(f), f € Fc (G).

Proof. Cf. [52, Lemma 1.4]. Let M’ be the o-algebra on M (G) generated by
the mappings i — 1 (f), f € Fe (G). It follows from Lemma 1.1.5 that M’ C
M (G). To prove the converse, let B be a compact in G and let fi, fo,... €
5 (G) be such that f,, | 1p (cf. [52, §15.6.1]). Then f; — f, T f1 — 1p and
by the monotone convergence theorem i (f1) — u(fn) T p(f1) — p(B). Since
p(f1) < oo, we get p(fn) L p(B). Then the mapping u +— u(B) is M'-
measurable for all compacts B. Since, by Lemma 1.3.1, M (G) is generated by
p— u(B), B compact, it follows that M (G) C M’. O

Definition 1.5.2. Let G be a l.c.s.h. space and ju, piy, fia, . .. be in M (G). We
say that the sequence i, converges vaguely to u, and write i, — p, if, for
f €3 (G), wn (f) = n(f). Let T be the vague topology on M (G); that is the
topology associated with the vague convergence.

Proposition 1.5.3. Let G be a l.c.s.h. space. The o-algebra M (G) coincides
with the o-algebra generated by the vague topology T .

Proof. Cf. [52, Lemma 4.1]. By definition of the vague topology, for all f €
5e (G), the mapping p — p(f) is T continuous and hence o (7)) measurable.
By Lemma 1.5.1, M (G) C o (T). To prove the converse, note first that all
finite intersections of sets of the form {u € M(G):s < pu(f) <t} where f €
3. (G),s,t € Ris abase of T (cf. [52, §15.7]). Moreover, since (M (G), M (G))
is Polish in the vague topology (cf. [52, §15.7.7]) and since every Polish space is
second countable, any set in 7 may be formed by countable set operations from
sets of the form {y € M(G) : s < pu(f) <t} with f € §.(G),s,t € R. Then
T C M(G), hence o (T) C M (G). O

1.6 Point processes

A counting measure is a locally finite measure p on (G, B (G)) such that y (B)
N for all B € B, (G). Let M (G) be the set of counting measures on (G, B (G)).
Let M (G) be the o-algebra on M (G) generated by the mappings u — p (B), B €
B (G), i.e., the smallest o-algebra making these mappings measurable.

Let (2, A, P) be a probability space.
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Definition 1.6.1. Let G be a l.c.s.h. space. A point process is a measurable
mapping ® : Q@ — M(G) (2 and M (G) being equipped with the o-algebras A
and M (G), respectively). The probability distribution of ® is P =P o &~ 1.

1.6.1 Simple point processes

Definition 1.6.2. Let G be a l.c.s.h. space. A counting measure p € M (G) is
said to be simple if
p({z}) <1, VzeG.

A point process ® is called simple if ® (w) is simple P-almost surely; that is
P(VzeG,o({z})<1) =1 (1.6.1)

In order to prove that the event considered in the above definition is mea-
surable, we need the following technical lemma which will be used later many
times.

Lemma 1.6.3. [52, p.19] Let G be a l.c.s.h. space. There exists a sequence of
nested partitions IC,, = {K"J}jeN of G, i.e., for each n € N, IC,, is a partition
of G, and IC,, is nested in K,,_1, such that K,, ; € B. (G) and

lim (sup|Kn7j|) =0, (1.6.2)

n—oo ]EN
where |-| denotes the diameter in any fixzed metric. Moreover, for all B € B, (G),

n € N, only finitely many sets in IC,, intersect B. Denoting by k,, the number of
these sets, we say that {K, ; N B}?il is a sequence of nested partitions of B.

Proof. Let B(x,r) denotes the open ball of center x € G and radius r w.r.t.
a metric d on (G, B(G)) making it separable and complete. Let Uy, Uy, ... be
locally compact sets constituting a countable base of the topology of G. For all
1=0,1,..., let a; be a point of U;. For all nonnegative integers i and j, let

VY, =UiN B(ay,1).

We now show that this countable collection of open sets covers G. Since

Uvii=U (B(ajvl)ﬂ <UU>> =UBta.n,

J

it is enough to prove that the balls B(a;,1), j =0,1,... cover G. For all  and
all neighborhoods V;, of x, it follows from the fact that {U;} is a basis that the set
Ve N B(z,1) contains one of the sets {U;}, say U;«. Hence x € B(a;«, 1), which
completes the proof of coverage. Let Wy = {Wy 1} wen b€ some enumeration of
these sets. Then define the partition Ky = {Ko  }ren of order 0 by

k-1
Koo =Wso, Kor= WO,k\UWO,la k=1,2,...

=1
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The construction of the partitions of order n > 0 proceeds by induction on n.
Once K,,_1 is constructed, the next partition /C,, is constructed as follows. Let

Vi =U;NB(a;,27"), i,jeN

and let W,, = {W”xk}keN be some enumeration of these sets. Then define a
partition C,, = {Cy, k }ken by

k—1
Cn,O = Wn,()» Cn,k: = Wn,k\ U Wn,la k= 17 2,...

i=1

and let
]Cn = {an N anl,j : ‘]7]6 S N}

Clearly K, is a partition nested in K,_; and supj€N|Kn’j| < 2™ — 0 as
n — oo. Let B € B.(G). We show now by induction that for all n € N
only finitely many sets in IC,, intersect B. Initialization. Since B is relatively
compact, it may be covered by a finite number of Wy ; and thus by finitely many
Ky ;. Heredity. Assume that the announced property holds for n — 1. B may
be covered by a finite number of W, ;, and thus by finitely many C), ;. Since, by
induction assumption, B is covered by finitely many K,,_; ;, then B is covered
by finitely many C', ; N K1 ;. O]

Arguing as in [52, Lemma 1.1], it may be shown that the condition (1.6.2) is
independent of the choice of the metric. Moreover, this condition ensures that
IC,, separates eventually the points of G; i.e., for all x # y € G, there exists n
such that x and y belong to different sets in /C,,.

We will show now that a point process is indeed a random measure.

Corollary 1.6.4. Point process versus random measure. Let M (G) the set of
counting measures on a l.c.s.h. space G and M (G) be the set of locally finite
measures on G. Let M (G) and M (G) be the respective o-algebras generated
by the mappings p— p(B),B € B(G). Then:

(i) B
M(G) € M (G).

(i) A point process is a random measure. Conversely, a random measure with
values in M (G) is a point process.

Proof. (i) Observe first that
E:={M(G)NB:BeM(G)}
is a o-algebra of subsets of M (G). Moreover, for all B € B(G) and all a € Ry,
(e M(G): u(B) < a} =M(@) N {u e M(G) : u(B) < a}

belongs to €. Then M (G) C £. Tt is therefore enough to prove that M (G) €
M (G) to get the announced inclusion. Let K, = {Ky ;},cy be a sequence of
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nested partitions of G as in Lemma 1.6.3. Let K = U, ey Kn = {Kn;}, jen and
define 7

N ={ueM(G): u(B) €N for all B € K}.

Clearly M (G) C N. We prove that N C M (G) by showing that for any u € N
and K compact subset of G, u(K) € N. Since any u € M (G) is inner regular
by [26, Proposition 7.2.3], it will follow that p € M(G). Let p € N and K
be a compact subset of G. By Lemma 1.6.3, for any n € N, the collection
Cn={B €K, : BNK # 0} is finite. For each n € N, let C,, be the union of all
sets in Cp,. Then {C), : n € N} is a decreasing sequence of relatively compact
sets, each of which contains K, and u(C,) € N. We claim that K = (1, .y Cn-
Let d be a metric in (G, B(G)) making it separable and complete. Suppose
T € ﬂneN C,. For each n € N there is K, ;, € C,, such that z € K,, j,. Choose
Zn € K, 5, N K. Observe that

d(w,x,) < |Kn,jn‘ < Sup|Kn,j‘ — 0,
jEN n—oo

where | - | denotes the diameter with respect to the metric d. It follows that
x € K. Therefore u(K) = lim,, o #1(Cr) € N. (ii) This follows from (i) and
the obvious observation that M (G) C M (G). O

Corollary 1.6.5. Let G be a l.c.s.h. space. For any a € Ry, we have
{peM(G):Jz € G, u({z}) > a} e M(G).

The above result holds true when M (G) and M (G) are replaced by M (G) and
M (G) respectively.

Proof. By Lemma 1.1.4, G may be covered by a countable union of compact
sets. Then it is enough to prove that for all compacts B € B (G), the set

A={peM(G):3z e B,u({z}) > a}

is measurable. Let {ij}?il be a sequence of nested partitions of B as in
Lemma 1.6.3. Let

C:= N UJ{reM(G): u(Bn;)>a}.

neN j

It is clear that A C C. Now let p € C. For any n € N, there exists some j (n)
such that p (Bn,j(n)) > a. Choosing arbitrary z,, € By, jn),n € N, it is seen
from the compactness of B that there exists some subsequence z,,, converging
to some x € B. Every open set G containing = contains eventually the B, ;(s..)
and therefore p (G) > a. This being true for all open sets G containing z, it
follows that o ({z}) > a. Then p € A, and therefore C' C A. Therefore A =C
and the announced measurability follows. O
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We are now ready to prove that the event considered in Equation (1.6.1) is
measurable; indeed

{1 €M(G):Vr € G,u({x}) < 1} = M(G)\ {1 € M(G) : 3z € G, u({z}) > 2}

which is measurable by Corollary 1.6.5.

Note that, in general, the simplicity of a point process ® is not equivalent
to the statement that Vo € G,P (®({z}) < 1) = 1 as shown in the following
counterexample.

Example 1.6.6. Counterexample. Let X be a real random variable having a
probability density function and let ® = 2dx. Clearly ® is not simple whereas
forallz e R, P(®({z}) <1)=P(X #z)=1.

1.6.2 Enumeration of points

We first show that any counting measure can be decomposed into a weighted
sum of Dirac measures over its atoms and that these atoms may be enumerated
in a measurable way. To do so, we need some preliminary lemmas.

The set A of atoms of the locally finite measure p on G is

A={z e G: u({z}) > 0}.

The restriction u, of pu to A is called the atomic component of u. The measure
1 can be decomposed as

= pfa + Hd,
with pg the diffuse component of p.

Lemma 1.6.7. The diffuse component of a counting measure on a l.c.s.h. space
G is the null measure.

Proof. Tt is enough to show that a diffuse counting measure p on G is the
null measure. For any z € G, there exists a neighborhood U, € B(G) such
that u(U;) = 0. (Indeed, assume for the sake of a contradiction that for any
neighborhood U € B(G) of z, u(U) > 1. Consider a sequence of decreasing

relatively compact neighborhoods {U,}, .y of z such that (| U, = {z}. It
neN
follows from the continuity from above of measures [44, Theorem E p.38] that

p({z}) = lim, oo 1 (U,) > 1, which contradicts the assumption that p is dif-
fuse.) Let K be a compact of G. From the covering K C U eKUI, we may
extract a finite covering; say K C Ué_lei. Thus p(K) < >0, w(Uy,) = 0.

Taking a sequence of compacts { Ky}, cy. increasing to G shows by continuity
from below [44, Theorem D p.38] that

w(G)=p ( lim Kn) = lim p(K,)=0.

n— oo n—oo
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Lemma 1.6.8. [52, Lemma 2.1] Let G be a l.c.s.h. space. Any measure p €
M (G) can be written

J
p=> bib,,, (1.6.3)
j=1

where J € N, (x)j=1,...,7 is a sequence of points of G without accumulation point
and (b;)j=1,....; are positive integers. Moreover this decomposition is unique up
to a permutation of the terms.

Proof. By the last lemma, p has no diffuse component. By Lemma 1.1.4, G
admits a countable partition into relatively compact sets, say By, By, . ... Since
& is locally finite, u (B;) < oo for each ¢ € N. Since 4 is a counting measure, for
each, x € B;, i ({x}) € N. The number of z € B; such that u ({z}) > 1 is finite,
say J;. Let x;1,...,2; 5, be such points and b, ; = p ({z;;}) for i =1,...,J,.

Then
Ji
=3 S

ieN [=1

which may be written in the form (1.6.3). Moreover, the above construction
shows the uniqueness of the decomposition up to a permutation of the terms.
Since p is locally finite, then the sequence (z;);=1,.. s has no accumulation
point. O

Notation 1.6.9. Sometimes we will write x € p to say that x is an atom of u,
e, u({z}) > 1.

For i € M(G) and each k € N*, we introduce a measure pj, counting the
atoms of p with mass equal to k; that is

pi(B)= Y Uu(a}) =k}, BeB(G). (1.6.4)

reBNu

The measure

pi(B)= Y 1{u({z}) 21}, BeB(G) (1.6.5)

zeEBNp

is called the support measure associated to u; that is p* is a simple measure
having the same atoms as pu.

Lemma 1.6.10. Let G be a l.c.s.h. space. The mappings p — p* given
by (1.6.5) and p — (3 given by (1.6.4), k € N* are measurable on M (G).

Proof. Let B € B, (G) and m € N. We aim to prove that

{neM(G) : py, (B) =m} € M(G).
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To do so, let {K, ; ﬁB}f;l be a sequence of nested partitions of B as in

Lemma 1.6.3. Consider n sufficiently large so that {K,, ; N B}?;l separate the
atoms of p in B. Thus

pi(B)= Y- Hu(a}) =k}

xEBNu

Zn: > l{u({x})=k}=i1{u(Kn,mB)=k}.

Jj=lzeK, jNBNu

Thus {¢x € M(G) : p} (B) = m} is the union over all mq,...,my, € {0,1} such
that my + ...+ mg, = m of

M {n €M G): 1{u(Kyy N B) = k} = mj},

j=1

which is in M (G). The measurability of u — u* follows from the fact that the
support measure is the sum of the uj, for k > 1. O

We are now ready to prove the existence of a measurable enumeration of the
points of counting measures.

Proposition 1.6.11. Measurable enumeration of atoms [52, Lemma 2.3]. Let
G be a l.c.s.h. space. The decomposition (1.6.3) may be chosen in such a way
that the mapping p — J (u) defined on M (G) is measurable and for every j €
N*, the mappings p— x; (1) and p > b; (p) defined on {p € M(G) : J (1) > j}
are measurable.

Proof. Simple case. We will firstly prove the announced result for the set
M (G) of simple counting measures on G. Observe that M (G) € M (G) by
Corollary 1.6.5. The mapping u — J (u) = p(G) defined on M (G) is clearly
M (G)-measurable. Let K, = {Ky;};.y (n € N) be a sequence of nested
partitions of G as in Lemma 1.6.3; in particular K, ; € B. (G) for all n,j € N.
This lemma ensures that, for all B € B. (G), n € N, only finitely many sets in
Ky, intersect B. In particular, for any n € N*, there are only finitely many K, ;
in each K,,_1,;. Then we may choose the indexes j of K, ; in such a way that
we begin by indexing the subsets of K;,_1 o, then those of K,,_; 1, then those of
K,_1,2, etc. Recall that condition (1.6.2) ensures that KC,, separates eventually
the points of G; i.e., for all x # y € G, there exists n such that x and y belong
to different sets in K., say K, ; and K, ; respectively. We will say that x <y
whenever ¢ < j. This order is well defined due to our convention on the choice
of the indexes j of K, ;. We will show that we may enumerate the atoms of
any p € Mg (G) according to the order < defined above. First, we classify the
atoms of i according to their occurrence in Ko g, Ko,1,. ... For the atoms in K ;
(there are a finite number of them) order them according to the order < defined
above. It remains to show that for every k& € N*, the mapping u — x (1)
defined on {p € M (G) : J () > k} is measurable. It is seen by induction that
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it is enough to consider k¥ = 1. Thus we have to show that, for each B € B (G),
the set {p € M4 (G) : J (1) > 1,21 (u) € B} is measurable. Observe that this
set is equal to

{n €M (G) : u(G) = p(B) =1} U{pn € M (G) : J () = 2,21 () € B},

where the first set is clearly M (G)-measurable. When J (u) > 2, assume that
x =21 (u) € B and let y = xo (). Since x < y, there exists n such that z and
y belong to different sets in KC,,. Let j be such that x € K, ;. Then

/”’(Kn,l)zoa ’LZO,,j—l

and

Conversely, assume that for some u € M (G) there exist some n,j such that
the above two conditions hold true. Let x be the atom of ;1 in K, ; N B. Any
other (eventual) atom y of p is in K, ; for some ! > j. Then « < y and therefore
x1 (1) = 2 which is in B. Thus {p € M (G) : J () > 1,21 () € B} is equal to

j—1
Uu K {n:p(Kny) = 0}> N{p: p(Kn;) = p(K,;NB) =1}
neNjeN =0

which is M (G)-measurable. General case. We now prove the announced
result for the whole set M (G) of counting measures on G. Recall that for
p € M(G) and each k € N*, we denote by pj the measure (1.6.4) counting the
atoms of p with mass equal to k. The set function B x {k} — u} (B) defines a
measure on G x N* which we denote by . Clearly, i € Mg (G x N*). Then by
the first part of the proof,

J
p= Z 5(Ij,bj )
j=1

where the mapping 1 — J (1), defined on Mg (G x N*), is measurable, and
for every j € N*, the mappings p +— z; (t) and g — b, (i), defined on
{1 € M (G x N*) : J (1) > j}, are measurable. One concludes the proof when
observing that, by Lemma 1.6.10, the mapping p — [, defined on M (G), is
M (G)-measurable. O

Corollary 1.6.12. Let G be a l.c.s.h. space. Any measure p € M (G) can be

written
r(G)

p=_ 6y, (1.6.6)

j=1

where (y;)j=1,... u(G) 5 a sequence of points of G without accumulation point and
the mappings p — y; (1) defined on {pr € M(G) : 1 (G) > j} are measurable.
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Proof. The decomposition (1.6.3) may be writen in the form

w(G)
lu’: Z6$U(]-)7
j=1
where 0(1) = ... = 0(1) = 1, 0(b1+1) = ... = o(by+b2) = 2, etc. It

remains to show that the above enumeration preserves measurablity. To this
end, observe that x; (1) = 4 (;) (1) where pu* is the support measure given
by (1.6.5). Invoking Lemma 1.6.10 shows that p — p* is measurable. Finally,
Proposition 1.6.11 implies that p* + x; (1*) is measurable, which concludes the
proof. O

Notation 1.6.13. Enumeration of atoms. In view of Corollary 1.6.12, we can

write
p= > 4y, (1.6.7)
JEL:y;ER

assuming tmplicitly that:
e the mappings p — y; (1) are measurable;
e the index j ranges over a (possibly proper) subset of Z;

o denoting the atoms of p by y; is “local” in the sense that we can also write
V= ZjeZ:yjeu 0y, for another measure v.

In particular, with the above convention, we will often write for a measurable
function f on M (G),

/GfdMZ > ),

jEZ:yj [S7

[ rau=%rw)

JEZ

or even

when the association p =y, 0, is clear from the context.

JEZL
The enumeration of points of counting measures described in the proof of

Proposition 1.6.11 can be replaced by more explicit ones for particular cases of
G as shown in the following examples.

Example 1.6.14. Enumeration of points in R. On R, it is usual to enumerate
the points of counting measures in the increasing order; that is

1 Ll <0<z <292 (168)

The above enumeration is measurable. Indeed, for any up € M (G) ,k € N,t € R,

w((0,t]) >k, fork>1,t>0,
“(")“@{ u((£,0) < k|, for k< 0,¢<0.
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Example 1.6.15. Enumeration of points in RY. On R? with d > 2, there is
no natural way of enumerating the points of counting measures similar to that

described in Example 1.6.14 on R. Here are some examples of enumerations in
R4:

(i) Lezicographic order of polar coordinates. That is, we enumerate the points
in the increasing order of their distances to the origin and in case of equal-
ity, we use the lexicographic order of the angular coordinates.

(ii) Enumerate the points in the order that a growing d-cube hit them and break
the ties with the lexicographic order of Cartesian coordinates.

Example 1.6.16. Counterexample. The lexicographic order of the Cartesian
coordinates may not be used to enumerate the points of counting measures in
R?. This is due to the fact that for d = 1, there may be points going to —oo.
For d > 2, even when we restrict ourselves to Ri, the projection of the points
of a counting measure p on the first coordinate axis may have an accumulation
point at 0 and therefore xo (u) is not well defined.

Remark 1.6.17. It will be often implicitly assumed that a particular way of
point enumeration (1.6.7) is chosen. In general, the only required property of
such enumeration of points on any space G is its measurability; this means that
no particular enumeration is privileged. If so, it will be explicitly stated.

1.6.3 Generating function

Note that the Laplace transform of a point process may be extended to mea-
surable functions f : G — Ry (i.e., Ry U {+00}) by the same formula as for
nonnegative measurable functions; that is

folf) = [exp (—/(}fd@)} ,

where as usual the integral in the above expression vanishes when ® (w) is the
null measure whatever is the function f.

Definition 1.6.18. Let G be a l.c.s.h. space and V (G) be the set of measurable
functions v : G — [0,1]. The generating function of a point process ®, denoted
by Gs, is defined by

Go (v) = Lo (—logv) =E {exp </G log [v ()] @ (dm)ﬂ , veEV(G). (1.6.9)

Example 1.6.19. Let @ be a point process on a l.c.s.h. space G. Taking v =1
in (1.6.9), we get Go (1) = 1. Taking v =0 , we get Gg (0) = P (P = 0). More
generally, taking v = 1p for some B € B(G), we get Go (15) =P (P (B°) =0).
In particular, the void probability equals

P (®(B)=0)=Gs (1) = Lo (f),
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where
r € B,

OO’
f(z)—{ 0, =xze€ B°.

Note that
gq> (U) = E

II U(X)L veV(G),

Xed

with the convention that the product in the right-hand side of the above equality
is equal to 1 when @ (w) is the null measure.

Remark 1.6.20. Let G be a l.c.s.h. space. If v € V (G) is such that the support
of 1 —wv isin B. (G), then B={x € G:v(x)# 1} € B.(G) and therefore the

product
[Mvxo= 11 »x)

Xed XednB

comprises a finite number of terms.

1.6.4 Factorial powers and moment measures

Given a counting measure p on a measurable space and n € N*, recall Defini-
tion 14.E.1 of the n-th factorial power ;™). This extends to point processes as
follows.

Definition 1.6.21. For a point process on a l.c.s.h. space ® on G, we denote
by ®™) its n-th factorial power (n € N*). We call Mg the n-th factorial
moment measure.

The fact that &™) is itself a point process (measurability issue) may be
proved in the same lines as Lemma 1.3.7.

Lemma 1.6.22. Second order moments. Let ® be a point process on a l.c.s.h.
space G and A, B € B(G) such that Mg (A) and Mg (B) are finite. Then

cov (® (A),® (B)) = My (A x B)+ Mg (AN B)— Mg (A) Mg (B) . (1.6.10)
Var (¢ (B)) = Mg (B x B) + Mg (B) — Mg (B)*. (1.6.11)
Proof. Let A, B € B(G) such that Mg (A) and Mg (B) are finite. Then

cov(®(A),®(B)) =E[®(A)2(B)] -E[®(A)]E[®(B)]
— Mg (A x B) — Mg (A) My (B)
= Mg (A X B) + Mg (Aﬂ B) — Mgy (A) Mg (B) ,

where the third equality follows from (14.E.5). Taking A = B in the above
equality, we get

Var (@ (B)) = cov (& (B),® (B)) = Mye (B x B) + Mg (B) — My (B)?.
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1.7 Exercises

Exercise 1.7.1. Let G be a l.c.s.h. space. For any C € B(G), show that the
mapping p— pce defined on M(G) by po (B) = p (BN C) is (M (G), M (G))-
measurable.

Solution 1.7.1. For any B € B(G),A € B(R),
{peM(G):uc(B)e A} ={peM(G): n(BNC) e A} € M(G).

Since, by definition, M (G) is generated by {u € M(G) : n(B) € A}, where
B e B(G),A € B(R), then the announced measurability follows from [11, The-
orem 13.1 p.182].

Exercise 1.7.2. Quadratic random measure. Let {Z (¥)},cga be a real Gaus-
sian stochastic process with continuous trajectories. For any B € B(G), let

®(B) = / Z (x)? dx.
B
1. Show that ® is a random measure.

2. Assume that Z is centered and that cov(Z (z),Z (y)) = C (z —y). Show
that

Mg (B) = C(0)|B].

cov (P (A),® (B)) = z/A N C (x —y)* dady.

Solution 1.7.2. 1. We check that ® is a random measure. Since x — Z (x,w)
is continuous, then it is bounded on bounded sets and therefore the measure
® (w) is locally finite. Then it follows from Proposition 1.4.1 that ® is a random
measure.

2. For all B € B(G),
My (B) = E[® (B)]

- /BE [Z(x)ﬂ da = C (0)|B].
moreover, for A, B € B(G),
E[@(A)@(B)}_E[/AZ(I)de/BZ(y)Qdy}
:/ E [Z (x)2Z(y)2} dady
AxB
- / (20 (z—y)?+C (0)2) dady,
AxXB

where we use Isserlis’ theorem for the last equality. Combining the two above
equations, one gets the announced expression of cov (P (A), P (B)).
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Exercise 1.7.3. Independent random measures. Let G be a l.c.s.h. space.
Recall that a measure u on a l.c.s.h. space G is said to have an atom at xz € G
when p({x}) > 0. A measure p is said to be diffuse when it has no atoms; i.e.,
p({z}) =0 for allz € G. Let D1 and P2 be two independent random measures
such that either Mg, or Mg, is diffuse. Show that ®1 and ®2 have no common
atoms.

Solution 1.7.3. Assume that Mg, is diffuse. It follows from (1.4.2) that

B| [ o1 () 0 (@)] = [ Ma, (o) Mo, (20) 0.

Thus [, @1 ({x}) P2 (dx) = 0 almost surely.

Exercise 1.7.4. Monte Carlo integration. We aim to calculate numerically the
integral I = fB fdx where B € B(Rd) and f : RY — R is integrable on B.
Let ® be a random measure on R with mean measure Mg (dz) = 1p (x)dz,
and defined on some probability space (Q, A,P). Let ®q,..., P, be independent
realizations of ®. Show that P a.s.,

1 _
nh_}rr;onZ(/de@O —/dem. (1.7.1)

Jj=1

Solution 1.7.4. By Theorem 1.2.5

E[/detb]:/dem.

The result then follows from the law of large numbers.
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Chapter 2

Basic models and
operations

2.1 Poisson point processes

Definition 2.1.1. Let A be a locally finite measure on a l.c.s.h space G. A
point process @ is said to be Poisson with intensity measure A if for all pairwise
disjoint sets By,...,By € B(G), the random variables ® (By),...,® (By) are
independent Poisson random variables with respective means A (B1) , ..., A(By);
i.e., Vny,...,ng € N,

k
S A(B;)™
P(®(By) =n1,...,8(By) = ny) = HefA(Bl)(ni").

i=1

Definition 2.1.2. Homogeneous Poisson point process on R?. If ® is a Poisson
point process on RY with intensity measure A (dz) = X\ x dz where \ € R% and
dx denotes the Lebesgue measure, then ® is called a homogeneous Poisson point
process of intensity A.

Example 2.1.3. Poisson point process on a discrete space. Let G be a l.c.s.h.
space. A Poisson point process with intensity measure A = ad, for some fized
x € G is equal to ® = N§, where N is a Poisson random variable with mean

a. More generally, given x1,...,2, € G,aq,...,a, € Ry, a Poisson point
process with intensity measure A = Y"1 | ;0 is equal to ® = 31" | N;6,, where
Ny, ..., N, are independent Poisson random wvariables with respective means
Aly...,0p.

Observe that the mean measure of a Poisson point process ® is equal to its
intensity measure; that is Mg (B) = E [®(B)] = A(B), B € B(G) since, by the
very definition, ®(B) is a Poisson random variable of mean A(B). The void

probability of a Poisson point process is equal to vg(B) = P(®(B) = 0) =
—A(B)
e .

29
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It is also abvious from the very definition that the restriction of a Poisson
point process ® of intensity measure A to some B € B(G), i.e., the point
process ®|p (-) = ®(-N B), is a Poisson point process of intensity measure

)
Alp(-)=A(-NB)
2.1.1 Laplace transform

Proposition 2.1.4. Poisson point process Laplace transform. Let ® be a Pois-
son point process on a l.c.s.h. space G with intensity measure A. Then the
Laplace transform of ® is given by

Ly (f)=E [exp </Gfd<1>>] = exp < /G(1 - ef)dA) , (2.1.1)

for all measurable functions f : G — Ro.. Moreover, for any such function,

E [exp (/G fd@)} = exp </({}(ef - 1)dA> . (2.1.2)

Proof. Let ® be a Poisson point process with intensity measure A. Consider
first a simple function f = Z?zl a;1p,;, where ai,...,a, >0 and By,...,B, €
B (G) are pairwise disjoint. Then

E[exp (-/(}fd@)} =E |exp —iajq)(Bj)

E |:€_u’j(b(Bj):|

Il
=

<.
I
—

= exp <_/«;(1 — e‘f)dA> ,

where the second equality is due to the independence of the random variables
®(Bj), j =1,...,n, and the third one follows from the fact that ®(B;) is Poisson
with mean A(B;). If f is a general measurable nonnegative function on G, there
exists a nondecreasing sequence of simple functions converging to it; and there-
fore the monotone convergence theorem gives the announced identity (2.1.1).
The proof of Equation (2.1.2) follows the same lines as that of (2.1.1). O

Corollary 2.1.5. Let ® be a Poisson point process on a l.c.s.h space G with
intensity measure A. Its generating function (cf. Definition 1.6.18) is given by

Gs (v) = exp (—‘/((;(1 — v)dMq>> , veV(G). (2.1.3)
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Proof. This follows from Equations (1.6.9) and (2.1.1). O

The following proposition proves the existence of Poisson point processes
with finite intensity measures by constructing them explicitly. This construction
also shows how to simulate such processes.

Proposition 2.1.6. Construction of a Poisson point process with finite inten-
sity measure. Let A be a finite measure on a l.c.s.h. space G. Let N be a Poisson
random variable with mean A(G) and X1, Xo, ... be i.i.d. random variables with
values in G, independent of N, and such that P (X; € -) = A(-)/A(G). Then

P .= Zjvzl dx, is a Poisson point process on a l.c.s.h. space G with intensity
measure A.

Proof. For any measurable f : G — R, we have

(- )] n

—|—ZE 1{N n}He Xi)

n>1

AG) 4 Z P(N =n)E ﬁ e/ (X3)

“L G)A S L s >]
= exp [—A(G) + [ e /@A (dx)

= exp (— /(;(1 — e—f)dA) .

The result follows from the fact that the Laplace transform characterizes the
distribution of a point process; cf. Corollary 1.2.2. O

Definition 2.1.7. We say that a random measure ® on a l.c.s.h. space G has
a fixed atom at some x € G if P(® ({z}) > 0) > 0.

It is easy to see that:

Lemma 2.1.8. A Poisson point process ® on a l.c.s.h. space G with intensity
measure A has a fized atom at some x € G if and only if A({z}) > 0.

Proof. Since ®({x}) is a Poisson random variable with mean A({x}), then

P(® ({z}) > 0) =1 — e Alzh),
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Proposition 2.1.9. Simplicity. Let ® be a Poisson point process on a l.c.s.h.
space G with intensity measure A. Then ® is simple if and only if A is dif-
fuse (i.e., has no atoms).

Proof. Direct part. If A has an atom at some x € G, then ®({z}) is a Poisson
random variable with mean A({z}), thus P(® ({z}) > 2) > 0. Converse part.
Assume that A is diffuse. Since the space G may be partitioned into a countable
collection of locally compact sets, it is enough to show that @ is simple on any
W € B, (G). Recall that the truncation of a Poisson point process to W is also
Poisson with intensity measure A (- N ). Moreover,

P (P is simple in W)
- Z P(®(W) =n)P(® is simple in W | &(W) = n)
n>0
=P(@W)<1)
A(dzy)  A(dw,)

+ 2 P(@(1V) = n) /W - /W Lo i simel A0 A
=P(@W)<1)

=n .. A(dzy)  A(dzy)
+S P@(W) =n) /W /W\{m /W\{xn |l Mo,

n>2

where the second equality follows from the construction in Proposition 2.1.6.
Since A is diffuse, i.e., A({z}) =0, for all z € G, we have

/w /W\{a:n} . /W\{acn,..A,xQ} /j\((d‘;l)) é\(?‘%)

[ [ A )
w'w A AW T

P (® is simple in W) = P(®(W) < 1) + ZP(@(W) =n)=1

n>2

Then

2.1.2 Characterizations

We have already shown that the distribution of a point process is characterized
by its Laplace transform; cf. Corollary 1.2.2. We now give further characteri-
zations.

Theorem 2.1.10. Rényi’s theorem. The probability distribution of a simple
point process ® on a l.c.s.h space G is characterized by its void probability func-
tion ve(B) = P(®(B) =0), B € B (G).
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Proof. Cf. [52, Theorem 3.3]. By Corollary 1.3.4, it is enough to shows that the
finite-dimensional distributions of ® on locally compact sets are characterized
by ve(B), B € B, (G). To do so, we will proceed in several steps.

1. Firstly, we prove by induction on k € N* that for all Ay,..., Ay, B €
B. (G), up = P(®(A1)>0,...,P(A;) > 0,P(B) =0) can be computed
from the void probability function vg. This follows from the fact that for
k=1,

P (B(A) > 0,B(B) = 0) = P(B(B) = 0) — P(B(BU A;) = 0)
= U@(B) — 1/<1>(B U Al)

and the recursive relation

P(®(A41) >0,...,0(A4;) > 0,0(B) =0)
=P (CI)(Al) >0,..., (I)(Ak—l) >0, (I)(B) = O)
P (®(A) > 0,...,B(Ap_1) > 0,B(A, UB) = 0).

2. Let B € B, (G) and let {Bn,j}?L be a sequence of nested partitions of B
as in Lemma 1.6.3. For any n € N, let

where H(A) =1{®(A4) > 0}, A € B.(G). Since the point process @ is
simple and the partitions {B,, ;} eventually separate the points of ® in B,
we get as n — 00,

H,(B) 1 ®(B), almost surely. (2.1.4)

3. We now prove that, for all By,..., By € B. (G),j1,...,jk € N, P(H,(B;) <
Jis---y Hpn(Br) < ji) can be expressed in terms of vg only. We begin by
P(H,(B) = j). Note that H,(B) counts the subsets B,, ; comprising at
least one point of ®, then

P(H,(B) =j) = Z P(H(Bnp) = o, ..., H(Bnk,) = ix,)-
10, siky, €{0,1}
o+ Fig, =4
Moreover, for ig, ..., ik, € {0,1},

P (H(Byo) =io,...,H(Bnk,) = ix,)

—P < N {2(Bna) >0}m{<1> U Bn,m> —0}>,

l:=1 Mty =0
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which can be expressed in terms of vg by the result in Step 1. We may
prove in the same lines as above that, for all ji,...,jx € N,

P(H,(B1) = ji,...,Hy(By) = ji)

can be expressed in terms of vg, and, by summation, the same holds also
true for

P(Hn(B1) < j1s- -, Ho(Bk) < ji)-
4. Finally, it follows from (2.1.4) that almost surely
{Hn(B1) < ju,- s Ho(Br) < gk} 4 {®(B1) < jy - - ®(By) < ji}
and therefore, by sequential continuity of probability, we get

lim P(H,, (B1) < ji,..., Hy(Bg) < jr) = P(®(B1) < j1,. .., ®(Br) < ji).

ntToo

By Step 3 the left-hand side of the above equality is characterized by vg,
then so is the finite-dimensional distribution in the right-hand side, which
completes the proof.

O

Theorem 2.1.11. Let ® be a simple point process on a l.c.s.h. space G. Then
® is Poisson if and only if there exists a diffuse locally finite measure A on G
such that, for all A € B. (G), P (® (A) = 0) = e~ M),

Proof. The direct part follows from Proposition 2.1.9. The converse part follows
from Rényi’s theorem 2.1.10. O

In particular:

Corollary 2.1.12. If ® is a simple point process on a l.c.s.h. space G such that,
for all A € B.(G), ®(A) is a Poisson random variables, then ® is a Poisson
point process.

In the above corollary, the assumption that & is simple cannot be relaxed
since one can construct two Poisson random variables N7 and Ns, of parameters
A1, A2, respectively, and such that N7 + Ny is Poisson of parameter Ay + Ao,
with N7 and N» not being independent, cf. [94, §12.3].

Definition 2.1.13. A random measure ® on a l.c.s.h. space G is said to have
the complete independence property if for all pairwise disjoint sets By, ..., By €
B. (G), the random variables ®(By),...,P(By) are independent.

Theorem 2.1.14. Let ® be a point process on a l.c.s.h. space G without fixed
atoms. Then ® is Poisson if and only if ® is simple and has the complete
independence property.
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Proof. Direct part. Since ® has no fixed atoms, A is diffuse by Lemma 2.1.8
and therefore ® is simple by Proposition 2.1.9. The complete independence
property follows from the definition of Poisson point processes. Converse part.
Here is an outline of the proof; cf. [30, Lemma 2.4.IV] for the details. Let
Q(A)=—log(P(®(A)=0)),A € B(G). One checks that:

e () is obviously nonnegative. Moreover, @) is additive by the complete
independence property.

e (Q is countably additive. Indeed, let {A,} be a sequence of sets in B(G)
such that A, | 0. Then the events {® (4,) = 0} increase to

U{®(An) = 0} = {® (1, 4n) = 0} = &

Thus P (® (A4,) = 0) — 1; that is @ (4,) — 0.

e () is locally finite; i.e., P(®(A) =0) > 0 for any A € B, (G). Indeed
assume for the sake of a contradiction that P (® (4) = 0) = 0. Consider a
sequence of nested partitions of A as given by Lemma 1.6.3. Deduce that
® has a fixed atom which contradicts the first assumption in the theorem.

O

The above theorem justifies the fact that the Poisson point process is often
considered when one does not assume (is not expecting) any “interactions”
between points.

2.2 Operations on random measures and point
processes

We now study operations on point processes such as superposition, thinning,
independent displacement and marking. We will in particular show that many
of these operations preserve the Poisson character; i.e., the transformation of a
Poisson point process is also Poisson.

2.2.1 Superposition

The superposition of point processes consists in their sum in the measure the-
oretic sense. If they are simple and with disjoint supports, the support of the
superposition is the set-theoretic union of their supports. This may be defined
formally as follows.

Proposition 2.2.1. Let &y, @1, ... be a sequence of point processes on a l.c.s.h.
space G defined on the same probability space. Let By, B1,... be a sequence of
relatively compact open sets whose union covers G (cf. Lemma 1.1.4). If

> P (®(Bj) #0) <00, jEN, (2.2.1)
keN
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then ® = >, . ®r is a point process. The above condition is necessary when
D1, Dy, ... are independent.

Proof. Sufficiency. By the first Borel-Cantelli Lemma [11, Theorem 4.3 p.59],
Equation (2.2.1) implies

P (®,(B;) # 0 infinitely often for k € N) =0, jeN.

Then, P-almost surely, for all j € N, ®(B;) = >, .y ®x(B;) < oo. Since any
B € B. (G) may be covered by a finite union of the By, it follows that ®(B) < oo.
Invoking Proposition 1.1.7(iii) allows one to conclude. Necessity. Assume that
®g, @1, ... are independent and that & = »°, @, is a point process. Then
for all j € N, >7, .y ®x(B;) = ®(B;j) < oo. Then, since each ®4(B;) is a

nonnegative integer,
P (®4(B;) # 0 infinitely often for k € N) =0, j €N,

which implies (2.2.1) by the second Borel-Cantelli Lemma [11, Theorem 4.4
p.60]. O

Corollary 2.2.2. A sufficient condition for (2.2.1) to hold is that the measure
> ken E[®r ()] is locally finite on G.

Proof. This follows from the fact that P (®4(B;) # 0) = E[1{®x(B,) # 0}] <
E (@ (B;)]. O

Corollary 2.2.3. Superposition of Poisson point processes. Let ®q, Pq,... be
a sequence of independent Poisson point processes on a l.c.s.h. space G with in-
tensity measures Mo, A1, .... Then their superposition ® =3, « @y is Poisson
if and only if the measure A =37, -\ Ay is locally finite on G.

Proof. Necessity. Assume that ® = 7, @, is Poisson. Then, for all B €
B. (G),
A(B) =) Ap(B)=) E[(B) =E[®(B)] <o,
kEN kEN

by definition of a Poisson point process. Sufficiency. Assume that A =3, Ay
is locally finite. By Corollary 2.2.2, ® = 37,  ®; is a point process. We
calculate its Laplace transform

E|e Zren o f(w)<1>k(dx)} —E

T f(x)%(d:r)]

keN
-1IE {e— fo(w>¢>k<dw>}
keN
= [J exp {_ / (1 —ef@NHA, (dx)]
keN G

= exp [—/Ga —ef(g”))A(dx)} .
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Proposition 2.2.4. Given a locally finite measure A on a l.c.s.h. space G,
there exists a Poisson point process on G with intensity measure A.

Proof. Construction of a Poisson point process on G. Let By, By,... € B. (G)
be a countable partition of G and, for all k¥ € N, let &, be a Poisson point process
on G with intensity measure Ay (1) = A (- N By) (which may be constructed as
in Proposition 2.1.6). Then Corollary 2.2.3 shows that ® = 3, _ ®; is Poisson
with intensity measure A =3, A. O

2.2.2 Thinning of points
The thinning of a point process consists in suppressing some subset of its points.
In this section, we will consider independent thinnings where the decision to sup-

press or keep each point is taken independently from the others. More precisely:

Definition 2.2.5. Let ® = ), x, be a point process on a l.c.s.h. space G
andp: G — [0, 1] be some measurable function called the retention function. Let
Up,Us, ... be a sequence of i.i.d. random variables independent of ®, uniformly
distributed in [0,1]. The thinning of ® with retention function p is defined as

= 1{Us <p(Xx)}dx,.

keN

In other words: Given ®, each point X € & is erased with probability
1 — p(X) independently from the other points.

Proposition 2.2.6. Let @ be a point process on a l.c.s.h. space G, p: G — [0,1]
be some measurable function, and let ® be the thinning of ® with retention
function p. Then ® is a point process with mean measure

Mj (da) = p (z) Mo (d2).
Moreover, its Laplace transform is given by
L5 () = Lo (f), (2.2.2)
for all measurable f : G — Ry, where
f(z) = —log {1 —p(x) (1 — e_f(x))} .

Proof. We have to show the measurability of ® : Q — M (G), which is equivalent
to showing that, for all B € B (G),

®(B) =) 1{Us <p(Xp)}1{X; € B}
keN
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is a random variable; cf. Proposition 1.1.7(iii). This follows from the fact that
a series of nonnegative random variables is a random variable. Moreover,

E [é (B)] -

E{E [é(B) |<1>H
E|) P (U, <p(Xy) | 2)1{Xy € B}
LkeN

E | p(Xx)1{X; € B}
LkeEN

E /Gp(ac)l{xeB}é(dx)}

/Gp(:c)l{xeB}Mq>(dx),

where the last equality follows from Theorem 1.2.5. For all measurable f : G —
R, the Laplace transform of ® at f is given by

oo (- )]

exp < Z 1{Ur <p(Xp)} f (Xk)>]

keN
¢‘|

H (1 = p(Xk) + p (Xk) e—f(m)]

LkeN

:exp (—/Gfd@ﬂ — Lo (f)

H e_l{UkSP(Xk)}f(Xk)‘|
LkeN

E H e~ HUr<p(Xx)}f (Xk)

keN

O

Corollary 2.2.7. The thinning of a Poisson point process on a l.c.s.h. space

G of intensity measure A

with retention function p is a Poisson point process of

intensity measure A defined by

A(B):/Bp(a:)A(dx), BeB(G).

Proof. If follows from Proposition 2.2.6 that the Laplace transform of the thin-
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ning process is

which is the Laplace transform of a Poisson point process of intensity measure
A. The characterization of a Poisson point process by its Laplace transform
(Proposition 2.1.4) completes the proof. O

2.2.3 Image

Definition 2.2.8. Let G and G’ be two l.c.s.h spaces equipped with the Borel o-
algebras B(G) and B (G') respectively. Let g : G — G’ be a measurable function
such that g~ (B) € B, (G) for all B € B.(G'). For any locally finite measure
wonG, pog ' is alocally finite measure on G' called the image of u by g.

The image ® o g~! of a random measure ® on G is a random measure on

G'. Note that the image of a point process ® = »_, ., dx, by a function g
is Y ez 0g(x,); i-e., the image of a point process consists in the deterministic
displacement of all its points by g.

Proposition 2.2.9. Let ® be a Poisson point process on a l.c.s.h. space G
of intensity measure A and let g : G — G’ be a measurable function such that
g Y(B) € B.(G) for all B € B.(G'). Then ® o g=! is a Poisson point process
of intensity measure Ao g~ ',

Proof. By Corollary 1.2.2, the distribution of a Poisson point process is charac-
terized by its Laplace transform given by Equation (2.1.1). Let ® be a Poisson
point process on G of intensity measure A and let ® = ® o g~!. Since A is lo-
cally finite by definition of Poisson point processes, then Aog~! is locally finite.
Moreover, the Laplace transform of ® is given for all measurable f : G’ — R,
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by
to () =E [ (= [ 100 @)

~B o (— | rweeg (dy))}
Blow (- [ 7o@)e@)]

— exp <_ /@ 1 —ef(g(m)))A(dx)>
= exp <— /,(1 —e 7)Ao g™? (dx)) ,

where the third and fifth equalities are due to the change of variable theorem
for measures. O

Example 2.2.10. Change of coordinates in R™. Let U be an open subset of R™
and g : U — R™ be injective, with continuously differentiable coordinates such
that |det Jy (z)] > 0 for all x € R™. Then, by the change of variable formula for
integrals [92, Theorem 3-13], for all measurable functions f : U — R™,

/ f (@) de = / F(o™ (W) [det T, ()] dy.
U g(U)

Let ® be a homogeneous Poisson point process on U of intensity measure A (dz) =
A (z)dx for some nonnegative measurable function \. Assume that g=' (B) €
B. (R™) for all B € B. (R"™). Then, by Proposition 2.2.9, the image ® = ®og~*
is a Poisson point process of intensity measure A’ = Ao g=t. By the change of
variable theorem for measures,

Then
AN (dy) =X (g7 (y)) |det Jy-1 (y)] dy. (2.2.3)

Example 2.2.11. Homogenization. This is a continuation of the above exam-
ple. In the particular case X\ (z) = |det J, (z)|, we see that A’ (dy) = dy. Then
gwen A(-), finding a function g such that |det J, (x)] = X(z) allows one to
transform ® into a homogeneous Poisson point process ® o g~ 1. In particular,
on R, we may take g (z) = [ A(t)dt.
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Example 2.2.12. Polar coordinates in R?. Let G = R*\{(z,0) : z > 0} and
G’ = (0,00) x (0,27) and g : G = G';(x,y) — (r,0) be the polar coordinate
function, i.e.,
T =rcosb,

{ y =rsinf.
Let @ be a homogeneous Poisson point process on G of intensity measure A (dx x dy) =
AMdzdy. Then, by Proposition 2.2.9, its polar coordinates image d=>%o g !
is a Poisson point process of intensity measure A = A o g=1. By the change of
variable theorem for measures, for all f : G — Ry,

/f(rcoso,rsine)]\(dr x df) = /f(z,y)A(dz x dy)
= [ 1 (e dsdy
= )\/f(r cos @, rsind) rdrdd,

where the last equality is due to the change of variable formula for integrals.
Thus

A (dr x d8) = Ardrdé. (2.2.4)
Therefore

R((0,7) x (0,0)) = %Aﬂe.

2.2.4 Independent displacement of points

We aim to transform the points of a point process ® independently from each
other; the point X € ® being transformed into some Y randomly and inde-
pendently from the other points of ®. The construction is formalized in the
following definition.

Definition 2.2.13. Let G and G’ be two l.c.s.h. spaces equipped with the Borel
o-algebras B (G) and B(G'), respectively. Let ® be a point process on G and let
p(+, ) be a probability kernel from G to G’ (cf. Definition 14.D.1). Consider
a measurable enumeration Xo, X1,... of the points of ® and let {Yj}ren be,
conditionally to ®, an independent sequence such that

Then

=) oy,

keN

1s called an independent displacement of the point process ® by the kernel p.

Lemma 2.2.14. In the context of Definition 2.2.13, we have
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(i) ® (B) is a random variable for any B € B(G'). Moreover,

E [é (B)} - /Gp(x,B) Mg (dz), BeB(G). (2.2.5)

(i) If & (w) is locally finite for P-almost all w, then ® is a point process with
mean measure given by the above equation.

(i4) If the measure defined by the right-hand side of (2.2.5) is locally finite,
then @ (w) is locally finite for P-almost all w.

Proof. (i) Observe first that for any B € B(G'), ®(B) =Y, y1{Ys € B} isa
random variable. Moreover, for all B € B(G'),

E {é(B)] —E E [é (B) | <I>”

=E|E|) 1{Y,eB} | ®

keN

=E|) E[1{Y; € B} | ?]
LkeEN

=E|) p(Xi,B)

LkeN

5| [ pe.mroan]| = [ oo 5t (@),

where we use Theorem 1.2.5 for the last equality. (ii) This follows from Corol-
lary 1.1.8. (iii) Assume now that the measure defined by (2.2.5) is locally finite.

Then, for all B € B. (G'), E [(i) (B)} < 00, which implies that ® is almost surely

a locally finite measure (this may be proved by recalling that, by Lemma 1.1.4,
G’ may be covered by a countable union of compact sets). Therefore ® is a
point process on G'. O

Example 2.2.15. 1.i.d. shifts of points. An example of independent displace-
ment of points of Definition 2.2.13 is provided by i.i.d shifts of points in the
Fuclidean space, which are obtained when Y, = Xy + Zi, where the Zy’s are
i.4.d. and independent of ®.

Proposition 2.2.16. The Laplace transform of the independent displacement
D of the point process ® on a l.c.s.h. space G by the kernel p is given by

L3 (f) = Lo (f) , (2.2.6)

for all measurable f : G — Ry, where

f(x) =—log [/ e I Wp (%dy)} :
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Proof. The Laplace transform of ® is given for all measurable f : G — R, by
L (f) =E |exp (— dSf (Yk)>
L keN
o[
LkeN
H e~ F(Yk) 1
keN
=E|]] / e I Wp (Xk,dy>1
Lken /G
& o (300 )
L keN
—E |exp (—/ fdd))] — Lo (f)
L G
O
Theorem 2.2.17. Displacement theorem. Let ® be the independent displace-
ment of a Poisson point process ® on a l.c.s.h. space G by some kernel p such
that the measure defined by (2.2.5) is locally finite. Then ® is a Poisson point
process with intensity measure given by (2.2.5).
Proof. By Proposition 2.2.16 the Laplace transform of ® is given for all mea-
surable f : G — Ry by

Ly (f)=Ls (f)

exp (—/G (1 _ e—f(@) M (dx))

—ewp |- [ (1= [ Ot ) M (a0
= exp /G // (1 - e*f(y)) p(z,dy) Mg (d:c)]

= exp _—// (1 - e*f(y)> Mg (dy)} )

where Mg is the measure defined by (2.2.5). The characterization of a Poisson
point process by its Laplace transform completes the proof. O

2.2.5 Independent marking of points

We aim now to associate to each point X € ® a mark Z such that the marks of
the different points are independent from each other. This is formalized in the
following definition.
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Definition 2.2.18. Let G and K be two l.c.s.h spaces equipped with the Borel
o-algebras B (G) and B (K) respectively. Let ® be a point process on G and let p
be a probability kernel from G to K called a mark kernel. Consider a measurable
enumeration Xo, X1, ... of the points of ® and let {Z}ren be, conditionally to
®, an independent sequence such that

P(Zk e - ‘ (I)) :ﬁ(Xk,~), vk > 0.

Then B
= bx,.z) (2.2.7)

keN

is a point process on G x K (with the corresponding product Borel o-algebra)
called an independently marked point process with ground point process ®.

If the kernel p(-,-) does not depend on its first coordinate, then ® is called
an ii.d. marked point process. In this case, F (-) :=P(Zy € - | ®) is called the
mark distribution.

Let G’ = G x K with the associated product o-algebra. In order to check
that @ is a point process indeed, the key observation is that ® may be obtained
as transformation of the process ® by the displacement kernel

p(z,Bx K)=06,(B)p(z,K), BeB(G),K € B(K)
from G to G’, and to observe that for all C' € B.(G), and K € B(K), we have
P(CxK)<®(C) < 0.

Since the projection of a relatively compact of a product space into one of the
component spaces is relatively compact, ® (w) is locally finite for P-almost all
w. Then Lemma 2.2.14 allows one to conclude.

Lemma 2.2.19. Let G and K be two l.c.s.h spaces and ® be the independently
marked point process associated to ® through the probability kernel p from G to
K. Then the mean measure of ® on G x K is

M (dz x dz) = p(x,dz) Mg (dz) . (2.2.8)
Moreover, if Mg is locally finite then so is Mg.

Proof. The formula follows directly from (2.2.5). If Mg is locally finite, then
for all C' € B.(G), and K € B(K), we have

M@(CXK)§M¢(0)<OO
O

Proposition 2.2.20. Let G and K be two l.c.s.h. spaces and ® be the inde-
pendently marked point process associated to ® through the probability kernel p
from G to K. Then the Laplace transform of ® is given by

L5 () = Lo (f) (2.2.9)
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for all measurable f: G x K — Ry, where

f(z)=—log [ /K e--f<I7Z>ga(x,dz)] .

Proof. The result follows from Proposition 2.2.16 and

Fw) = —log [ / XKe—ﬂy%(dy)ﬁ(y,dz)} — log [ / e-fw)ﬁ(x,dz)] .
O

The above proposition shows that the distribution of the independently
marked point process ® doesn’t depend on the enumeration of the points of
®. Moreover, we may extend Definition 2.2.18 by calling independently marked
point process with ground process ® any point process whose Laplace tranform
is given by (2.2.9). In doing so, the independent displacement of a point process
is seen as an operation on its distribution. Similar observations may be made
for thinning and independent displacements of points.

Theorem 2.2.21. Let G and K be two l.c.s.h spaces and ® be an independently
marked point process associated to a Poisson point process ® through the prob-
ability kernel p from G to K. Then ® is itself Poisson on G x K with Laplace
transform

ca(n=exo (= [ 1= [ ewl-saite. 9] aaan)).
K
Proof. Immediate from the displacement theorem 2.2.17. O

Example 2.2.22. Polar coordinates in R2. Continuing Example 2.2.12, in
polar coordinates, a homogeneous Poisson point process ® on R2 becomes an
inhomogeneous Poisson point process ® with intensity (2.2.4)

A (dr x df) = omrdr 3.
2

Comparing the above formula with (2.2.8), we see that ® may be obtained as
a Poisson point process on R with intensity A (dr) = 2wArdr independently
marked with marks uniformly distributed on the interval (0, 2m).

2.2.6 Marked random measures

Recall that we introduced independently marked point processes on R% x K
in Definition 2.2.18. We will now define a general class of marked random
measures.

To do so, let G and K be two l.c.s.h. spaces equipped with the Borel o-
algebras B (G) and B (K), respectively. Let M (G x K) be the space of measures
foon (G xK,B(G)® B(K)) such that i (B x K) < oo for all B € B. (G). Let
M (G x K) be the o-algebra on M (G x K) generated by the mappings ji —
i(BxK),BeB(G),K € B(K).
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Definition 2.2.23. Let G and K be two l.c.s.h. spaces. A random measure P
on G x K with values in M (G x K) is called o marked random measure on G
with marks in K. Its projection on G, that is ®(-) = P (- x K), is called the
ground random measure. If ® is a point process, then we say that it is a marked
point process and its projection ® is called the ground process.

Example 2.2.24. An independently marked point process on R? x K in the
sense of Definition 2.2.18 is a marked random measure on R? with marks in K.

2.2.7 Mixtures

We begin by recalling a general way to mix different probability measures in
order to get a new one.

Definition 2.2.25. Let (X, X, Xx) be a probability space and let {®,},  x be a
family of random measures on a l.c.s.h. space G such that Py, (L) is measurable
in x for every L € M(G). Then the mixture of {®,}, .y with respect to Ax is
the random measure on G whose distribution is the mizture of {Po,},cx with
respect to Ax; cf. Theorem 14.D.4.

Lemma 2.2.26. Let (X, X, \x) be a probability space and let {®,}, .y be a fam-

ily of random measures on a l.c.s.h. space G such that P (P, (B1) < t1,...,P, (Bg) < ti)
is measurable in x for every k € N*, By,...,Bx € B(G),t1,...,tx € R. Then

Py, (L) is measurable in x for every L € M (G).

Proof. Let T be the class of subsets of M (G) of the form

{neM(G): pu(B) <ti,...,u(Br) <tr},

for some k € N* = N\ {0}, By,...,Br € B(G),t1,...,tx € R. Note that Z is a
m-system (i.e. closed with respect to finite intersections). Let

D={LeM(G):Pg, (L) is measurable in z},

Observe that D is a Dynkin system on M (G); i.e.

M(G) e D,
LeD= L°eD,
and for every nondecreasing sequence { L.}, y of sets in D, we have

lim L, € D.

n—roo

Since D contains the m-system Z, then D contains o(Z) by the Dynkin’s theo-
rem [11, Theorem 3.2 p.42]. O

We may mix random measures under the following less stringent conditions.
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Lemma 2.2.27. Random measure mixture. Let (X, X, \x) be a probability
space and let {®,},x be a family of random measures on a l.c.s.h. space G. If
Lo, (f) is measurable in x for every f € F. (G), then the mixture of Py, with
respect to Ax, that is A (dx x du) = Ps, (dp) Ax (dz), is a well defined probabil-
ity on X x M (G). The projection of A on M (G) is the probability distribution
of some random measure, say ®, whose mean measure is

Mg (B) =E[®x (B)], BeB(G) (2.2.10)
and Laplace transform of ® is

Lo (f) =E[Lay (N, [eF+(G), (2.2.11)

where X is a random variable with distribution Ax.

Proof. Cf. [52, Lemma 1.7] for the existence of the mixture probability A (du x dz) =
Ps, (dp) Ax (dz). The projection of A on M (G) is the probability distribution
of some random measure, say ®; that is

Pa () = [ Pa, (d) M (da).
X
The mean measure of ® is

My (B) = /M o FBIPa )

_ / / 1 (B) Po, (dp) Ax (dz)
X JM(G)

- /XM% (B) Xx (dz) = E[®x (B)],

where X 4" Ax. Similarly, the Laplace transform of & is
Lo (f) =E[e*]
_ / e Py (dp)

M(G)

- / / ¢ M Py, (du) M (da)
X JM(G)
:/Xg% (f) \x (dz) = E[Loy (f)]-

O

Example 2.2.28. Mixed Binomial point process. Let X1, Xo,... be i.i.d. ran-
dom variables with values in a l.c.s.h. space G. For alln € N, ®, = >"7'_ dx,
1s called a Binomial point process. We have shown in Example 1.2./] that

M, (B) =nPy, (B), BeB(G)
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and
£(1>V,L (f) = [‘Cf(Xl)(lﬂ " ) f € ng (G) .
Let N be a random variable with values in N independent of {Xy}y~,. By

0, D —_— N y 3
Lemma 2.2.27, ® := &n = > ", 0x, is a random measure called a mixed
Binomial point process with mean measure

]
N xPx, (B), BeB(G). (2.2.12)

Note that Mg is locally finite which implies that ® is almost surely locally finite.
Moreover, the Laplace transform of ® is

L (f) = E[Lay (f)]
=E[E[Ley (f) | N]

U‘Cf(xl)(l }
=0n (Lyx)(1), feF+(G), (2.2.13)

where Gy (2) = E[2V] is the generating function of N.

Example 2.2.29. Poisson point process. Let X1, Xs,... be i.i.d. random vari-
ables with values in a l.c.s.h. space G and N be a Poisson random variable of
mean 6 independent of {Xy},~,. The generating function of a Poisson random
variable is -

Gn (Z) _ 60(271).

Then the Laplace transform of the mized Binomial point process ® := Efg\f:1 Ox
18

Lo (f) = Gn (Lyx(D)
= exp [G(Ef(xl)(l) — 1)]
= exp -H(E {e_f(Xl)} — 1)}

= exp :e < /@ e f@Py (dz) — 1)]
= exp /«; (e_f(‘”) - 1) 0P x, (dx)} .

Thus, as expected, ® is a Poisson point process of intensity measure 0P x, (dx).

Example 2.2.30. Compound process. Let X1, Xo, ... be fized points in a l.c.s.h
space G and let By, Bs,... be independent and identically distributed random
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variables in Ry. Then ® = Y ;| Bedx, is a random measure on G, with

Laplace transform

n

exp (25#()@))] — TIElexp (~Bef (X)) = [[ L6 (f (X0))
1 k=1

k=1
~exp (— S log[Ls, (f <Xk>>])
k=1

~exp ( [ g 25, (7 @)l (dx))  TeF(©),

E

where p = Y ,_, 6x,. Note that for all f € F.(G), the right-hand side of the
above equation is measurable in p. Then by Lemma 2.2.27, we can mizx with
respect to p = ® considered now as a point process on G, thus obtaining a
B-compound of ®, with Laplace transform

B [exp ( [ 1o81cs, (7 @10 <dx>)} — Lallog(Ls 0 f), [EF:(G).

In the particular case when By is Bernoulli with parameter p, we get the thinning
of ® with retention function p which has the Laplace transform

Lo (~log[pe™f +(1-p)]) = Lo (~log[1—p(1-e7T)]), [eF:(G),

which is a particular case of thinning (cf. Proposition 2.2.6).

2.3 Constructing new models

2.3.1 Cox point processes

A Cox point process (also called a doubly stochastic Poisson point process) may
be viewed as a Poisson point process whose intensity measure is random. It
may be defined formally with the help of Lemma 2.2.27 as follows.

For any p € M (G), denote by ®,, a Poisson point process of intensity mea-
sure u. Note that for all f € §. (G),

Lo, () = e (~ [1=eOuian)

is measurable in p. Then, by Lemma 2.2.27, given a random measure A on G,
the mixture ®, with respect to A is a point process on G.

Definition 2.3.1. Given a random measure A on a l.c.s.h. space G, the mix-
ture ®p with respect to A is called a Cox point process (also known as doubly
stochastic Poisson point process) directed by A.
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Corollary 2.3.2. Let ® be a Coz point process directed by a random measure
A on al.c.s.h. space G. Its mean measure is

Mg (B) = Mx (B), BeB(G). (2.3.1)
Its Laplace transform is
Lo(f)=La(l—eT), feFi(G). (2.3.2)
Its generating function is
Go (V) =LA(1—v), veV(G). (2.3.3)
Proof. The mean measure follows from (2.2.10)

Mg (B) E[®x (B)]

A
E[E[®, (B )\AH
E[A(B)] = M (B), BeB(G).

The Laplace transform is deduced from (2.2.11)

£<1>(f): (Lo, ()]
E[E[Ls, (f) [ All

Cefon(- ] i)

=Ly(1-e¢T), feFL(G).
The generating function follows from (1.6.9)
Go (v) = Lo (=logv) =Ly (1 =v), veV(G).
O

Definition 2.3.3. Let ® be a Cox point process directed by a random measure A
on al.c.s.h. space G. The random measure A is called the directing measure of
the Cox point pmcess ®. In case when the directing measure A has an integral
representation A(B fB x)dx, with {£(x)},cpa being a locally integrable
and measurable stochastzc process called the directing process of the Cox point
process P.

Definition 2.3.4. Stationary point processes. A point process ® on R? is
called stationary when its distribution is invariant with respect to translations;
ie, =3 ,0x, and S;® =%, , dx,_ have the same distribution for all
t € R%.

Such processes will be studied in details in Chapter 6. In particular, the
above definition will be generalized to random measures in Definition 6.1.2.
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Lemma 2.3.5. Let ® be a Cox point process on R? directed by A. Then ® is
stationary iff A is so.

Proof. This follows from the fact that for all t € R%, S, ® is a Cox point process
directed by S;A. O

Example 2.3.6. Mixed Poisson point process. Consider a Cox point process
d directed by A = Xp, where X is a nonnegative random variable and p is a
measure on a l.c.s.h. space G assumed to be locally finite. Then ® is called a
mixed Poisson point process. Its generating function follows from (2.3.3), for
allv eV (G),

Go (V) = Lp(1—v)

_E {exp (—X/G - v(t)],u(dt))] Ly (/G - v(t)]u(dt)) .

(2.3.4)

Example 2.3.7. Mixed Poisson point process leading to negative binomial
distributions. Let ® be a mized Poisson point process as in Example 2.3.6; that
is a Cox point process ® directed by A = Xp. Assume that X has the gamma
probability distribution with shape o and scale \; that is with Laplace transform

Lx(t)=(1+X)"".

Then the generating function of ® follows from (2.5.4): for allv € V (G),

Go (v) = (1 + /\/G 1—v()]p (dt)) . . (2.3.5)
In particular, for all B € B, (G),

Ga(p) (r) =Go (1 — (1 —2)1p) = 1+ Au(B) (1 —2))"7,

which, compared to (13.A4.29), shows that ® (B) is has a negative binomial prob-

ability distribution with parameters o and p = 1_’:&55(3%3). Thus ® (B) has the
same probability distribution as the point process in Example 2.3.22. Neverthe-
less the two point processes have different distributions since they have different

generating functions.

Example 2.3.8. Independently marked Cox point process. Let ® be a Cox
point processes on a l.c.s.h. space G directed by A. Let P be the corresponding
independently marked point process with marks in some l.c.s.h. space K and with
the mark kernel p(-,-) (cf. Defintion 2.2.18). Then ® is a Cox point process with
directing measure A given by

A(B) = /B 5(z,d=)A (dz), BeB(G xK).
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Indeed, by Proposition 2.2.20 the Laplace transform of ® is given by, for all
measurable f: G x K — Ry,

L (f)=Las (f),

where f (z) = —log [fx e 7@ p(2,dz)]. Using (2.5.2) it follows that

ZE;\(I—e_f).

Comparing the above expression with Equation (2.3.2), we recognize the Laplace
transform of a Cox point process with directing measure A.

2.3.2 Gibbs point processes

A Gibbs process is a point process whose probability distribution has a density
with respect to the probability distribution of a Poisson point process. More
formally:

Definition 2.3.9. Let ® be a Poisson point process on a l.c.s.h. space G and
let f:M(G) — Ry be some measurable function such that E[f (®)] = 1. A
point process ® with probability distribution

Pg (du) = f (1) Po (dp) (2.3.6)

is called a Gibbs point process with density f with respect to ® (called weight
process).

Observe that for any measurable function h : M (G) — R,

Efn(8)] = [ nPsan)
M(G)
— [ h 5 )P )
M(G)
=E[L(2) f(®)], (2.3.7)
where the second equality follows from (2.3.6).
Remark 2.3.10. For all measurable functions g : M (G) — R, satisfying 0 <

E[g(D)] < oo, let f := m. Since E[f (®)] = 1, we may consider a Gibbs

point process with density f with respect to ®.
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2.3.3 Cluster point processes

Definition 2.3.11. Let & = Y okez 0(xy, @) be an independently marked point
process on R? (cf. Definition 2.2.18) with ground process ® = Y, ., 0x, and
marks in M (Rd) with kernel

P(®ye-|®)=p (X ).
Let ® be defined by

®(B)=)» ®(B-Xi), BeB(RY (2.3.8)
keZ

and assume that P-almost surely

®(B) < o0, BeB:(RY). (2.3.9)

Then ® is called a cluster point process on R%. The process ® is called the
parent process, whereas the ®i’s are the descendant processes.

The fact that ® is a point process follows from the fact that a countable sum
of measures is again a measure, from the assumption that ® is P-almost surely
locally finite, and finally invoking Proposition 1.1.7(iii).

Proposition 2.3.12. The mean measure of the cluster point process ® defined
by (2.5.8) is

Mz (B) = g M, (B —z) Mg (dz), Be€ B(R?), (2.3.10)

where, for all x € R%, ®, is a Point process on R? with probability distribution
P(®, €-)=p(=,-). Its Laplace transform is

Ls(f)=Ls(f), [feF+(RY, (2.3.11)

where

f(z)=—logLs, (Suf), z€RY,

where Sy f :t— f(t+ z).
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Proof. The mean measure of ® is, for B € B (IRd)7
Mg (B) =E [(i (B)]

=E Z‘Dk (B—Xk)]
kez

=E /RdxM(]Rd) w(B—2z)® (dz x d,u)]

Ré XM Rd)
- / — )5 (. ds) My (do)

dxM Rd)

_ / E[®, (B—2)] My (dz) = | Mg, (B —z) Mg (dz),

R xM(R4) R4

where the fourth equality follows from the Campbell averaging theorem 1.2.5,
and the fifth equality is due to Lemma 2.2.19. The Laplace transform of & is,

for f € §4 (R),

Ly (f)=E :exp (— /Rd fd@)}
:E-exp< ’;/ f (@) Pr dx_X’“>>]
_E |exp (Zf(xk,cpk)ﬂ =25 (f).

kEZ

where
Fly.w) /f p(dz —y).

It follows from Proposition 2.2.20 that

£y (F) = Lo (1),

where

f(y) = —log / e 1w (y, du)]
M(R4)

= —log _/M(Rd) exp (— y f(x)p(dz — y)) ﬁ(y,du)l

- —tog | /| - exp< s fdu) <y,du>1 — —log Ls, (5,f)
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Example 2.3.13. Cox cluster point process [64]. Consider a cluster point
process ® defined by (2.3.8). If the descendant processes ®, are Poisson, then
we say that ® is a Cox cluster point process. Its Laplace transform is given by
Equation (2.3.11) where

f(x)=~logLs, (Suf)
_ / (1 eS=0)dMg,
Rd

_ / (1— e D) My (du)
Rd

:/ (1—e"O)\My, (dt — ).
Rd

General Cox point processes will be defined in Section 2.5.1 below.

Example 2.3.14. Generalized Neyman-Scott process. Consider a cluster point
process ® defined by (2.3.8). If the parent process ® is Poisson, then we say that
® is a Generalized Neyman-Scott process. Its Laplace transform of ® follows
from Equation (2.3.11)

Ls (f) = Lo (f)

= exp (— /Rdu - e—f)dMq>>

—exp (- [ 1= Lo, (8.9 Mo (aa))

I.i.d. cluster point processes

We define now a subclass of cluster point processes where the descendant pro-
cesses are i.i.d. marks.

Definition 2.3.15. Let ® = ZkeZ d(x,,@) be an i.i.d. marked point process
on R with marks ®;, in M (Rd), let & =3, ., 0x, be the associated ground
process, and assume that

/ P (o (B —z) #0) Mg (dz) < 00, B € B (RY). (2.3.12)
Rd

Then ® defined by
®(B)=> & (B-X;), BeB(RY (2.3.13)
keZ

is called an i.i.d. cluster point process on R? (the fact that ® is indeed a point
process is proved in Proposition 2.3.16 below).

Proposition 2.3.16. With notations and conditions in Definition 2.3.15 (in
particular Condition (2.53.12)), the following results hold.
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(i) ® defined by (2.3.13) is a point process.

(ii) Its mean measure is

My (B) = . Mg, (B —z) Mg (dz), B e B(RY).

(11i) Its Laplace transform is

Ls(f)=La(f), feFy(RY, (2.3.14)
where B
f(z) = —log La, (S:f), =eR?
where Sy f :t— f(t+ z).
Proof. (i) In order to simplify the notation, we introduce for all 4 =3, ., 6., €
M (R%),

¢, (B)=) & (B-a), BeB(RY),
kezZ

which may be viewed as a superposition of the point processes {®, (- — zx)} ey
It follows from Proposition 2.2.1 that @# is a point process on R% when

> P (2 (B —ax) #0) < oo,

kEZ

for all B € B, (]Rd). Thus, if for all B € B, (Rd),

ZP (®o (B —x) #0) < o0, for Pg-almost all y = Z‘Srm (2.3.15)
kez keZ

then i)u is a point process on R? for Pg-almost all p. In this case, for all
B e B, (RY),

P (®(B) <o0) =E[P(®(B) < oo | D)]

_ /M (Rd)P(fiu (B) < o) Py (dp)

Z/ 1><P<I>(dp,):1,
M(R4)

and therefore ® is a point process (checking the sigma-additivity property is
straightforward). It remains to show that (2.3.12) implies (2.3.15). For all
=" 1ez 0z, € M (R?), let

9= S P @ (B ) £0) = [ P(@0(B-2) 20 (do).

kez R
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It follows from the Campbell averaging theorem 1.2.5 that
JotPatan) = [ P@oB-2)20)Ma (o).
R

Thus (2.3.12) says that the above quantity is finite, which implies that g () is
finite for Pg-almost all p, which is precisely (2.3.15). (ii) The mean measure of
the cluster point process is

Mg (B)=E |> & (B - Xk)l
LkEZ

=E|E|) @ (B—-Xy)

keZ

:
=E ZE [@r (B — Xy)| Xk]‘|
Lkez

=E|) My, (B —Xk)]

LkEZ

=E _ M‘I’o (B — l‘) (0] (dx):l = M‘I’o (B — .23) Mq> (d.’l?) 3
L/ R4 R4

where B € B (Rd)7 and where the last equality follows from the Campbell
averaging theorem 1.2.5. (iii) The Laplace transform of ® given ® equals, for

feds (RY),
!

oo (- [ 120)|o] -

e[ rome )l
=J]E {exp (—/Rdf(m)@k (dx—Xk))‘Xk}

keZ

= H‘Cfbk (Ska)a

kEZ

exp (—Z/Rdf(z) D, (dx—Xk)>

keZ

then

Lo() =BTl s, <Sxkf>}

LkEZ

=E |exp <—Z —log Las, (Ska)>]

keZ

= E exp <Zlog£q>0 (Ska)>] :£<1> (.f)a

kEZ

where f (z) = —log L, (S..f)- O
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Example 2.3.17. Matérn cluster point process‘. Consider an i.i.d. cluster
point process ® defined by (2.3.13). Assume that the parent process ® is a ho-
mogeneous Poisson point processon R? with intensity A, and that the descendant
process ®¢ is a Poisson point process on R? with intensity measure

I
Mg, (dy) = WlB(OW) (y) dy.

Then the mean measure of the cluster point process ® is, for B € B (R2),

Mz (B) = )\/ Mg, (B —z)dz
R2
A

= — 1 —
72 Jga (/B B(0,r) (y — =) dy) dz

A
il 1 —
mr? Jp (/11@2 5. (¥ =) dx) dy

A
=28 mridy = \u|B|.
B

2

In the particular case of a stationary ground process, we have the following
result.

Example 2.3.18. Stationary i.i.d. cluster process. Let o = Y okez 0(x,. @) be
an i.i.d. marked point process on R with marks ®;, in M (Rd). Assume that
® =),z 0x, is stationary with mean measure Adx for some X € Ry and that
Mgy, (Rd) < 00. Then ® defined by

®(B)=>» ®(B-X;), BeB(RY,

is a well defined point process. Moreover, it is stationary with mean measure
MMy, (R?) dz.
Indeed, for all B € B, (Rd),

[P @050 20) Mo (@) =B | [ 1000 (B~ 0) £ 0} Mo (00)

gE{/RdQJO(Bx)M@(dx)}

:)\E_/RdQJO(B—x)dx}

_\E /R (/Rdl{seB—x}fbo(ds))dx}

_\E /R (/}Rdl{seB—x}dx>®0(ds)}

= \|B|E [/Rd dy (ds)} = \|B| Ms, (R?) < oc.
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Then Condition (2.5.12) is fulfilled. It follows from Proposition 2.3.16 that ®
1s a well defined point process and that its mean measure equals

Mg (B) = y My, (B — ) Mg (dx)

=\ Mg, (B—2)dx
R4

_\E UM@O(B—x)dx] = \|B| Ma, (RY)

where the last equality is proved in the previous computations.
It remains to prove that ® is stationary. Indeed, let By,...,B, € B (Rd)
and t € R? and note that

O(Bi+t)=> O (Bi—(Xx—1t), i€{l,....n}.
kEZ

Observe that ®' =3, ., dx,—+ has the same probability distribution as ® by the
stationarity of the latter. Then ( (Bi+1t),...,2(B, +1t)) has the same prob-
ability distribution as (®(By),...,®(B,)), whzch proves that ® is stationary.

Example 2.3.19. Stationary renewal cluster point process [28]. Let ® =
> rez 0x,, be a stationary point process on R with mean measure Adx for some
A € Ry. Moreover, for each k € Z, assume given an i.i.d. sequence of positive
valued random variables {Sﬁ}neN* and an integer-valued random variable Ly,

independent of {S%},en+. Assume that {(Lg, {SE}nen-) are i.i.d. and let

Trez
TE =0, TF=8S'+...+8k neN kez
and

k
= Ork, ke

n=0

Assume that E[Lg] < co. Then the cluster point process

Ly

¢ = Z Z OX,+T%

k€Zn=0
has mean measure NE[Lg]dz. This process is called a renewal cluster point
process.
Generating function

Lemma 2.3.20. Generating function for cluster point processes. Let ® be
a cluster point process on R® with parent process ® and descendant processes
{®o},cpa- Its generating function (cf. Definition 1.6.18) is given by

Gs (v) = Go (Go, (Spv)), veEV(RY), (2.3.16)
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(which may be seen as the analogous of (13.A.18) for compound random vari-
ables).

Proof. The Laplace transform of ® is given by (2.3.11), then its generating

function follows from (1.6.9)
9 (v) = Lg (—logv)

(—log La, (S: (—logv)))

(—log Lo, (—log S,v))

Ga (

Go, (Spv)), veV(RY.

Ly
<I>
‘i>

O

Example 2.3.21. Compound Poisson point process. Let ® be a cluster point
process on RY with parent process ® and descendant processes {Ps}cpa- As-
sume that the parent process ® is Poisson (® is then called a Poisson cluster
point process). It follows from Equations (2.3.16) and (2.1.3) that

G (v) = exp {— /Rd (1-Ga, (S2v)) Mo (dx)] .

A_ssume moreover that ®, = Z,8y where Z, is an integer valued random variable
(® is then called a compound Poisson point process) representing the cluster
size, then

gq>$ (’U) =E

II -

Yed,

=E[0(0%] =gz @)

Thus
Gs (v) = exp [— /]Rd (1=Gz, (v(z))) Mg (dx)] . veV(RY. (2.3.17)

Example 2.3.22. Compound Poisson leading to negative binomial distribu-
tion. Let ® be a compound Poisson point process as in Example 2.3.21 with
Poisson parent process ® and descendant processes { P}, cpa with ®, = Z;do
where the cluster size Z, has the logarithmic probability distribution with pa-
rameter p € (0,1); that is

P (Zy =n) = —log (1 — p) %, neN*,
or, equivalently,
_ log (1 — pz)
Gz. (v) = log(1—p) "

If follows from Example 13.A.29 that, for all B € B, (Rd), ® (B) has the nega-
tive Binomial probability distribution with parameters

My (B)
log (1 —p)
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and p. Then ® is called a negative Binomial point process. Its generating
function follows from (2.3.17)

Ga () = exp |~ [ (1= Gz, (0(0) Ma (00)

exp{/}Rd (1W>M¢(dx)}, veV(RY.

2.3.4 Powers and factorial powers

Given a point process ®, recall the notation ®” of its n-th power and ®(™) of
its n-th factorial power (n € N*).

Lemma 2.3.23. Moments measures and simplicity. Let ® be a point process
on a l.c.s.h. space G.

(1) If @ is simple, then Mg ({(21,...,2,) € G" 1 x; = ; for some i # j}) =
0.

(i1) @ is simple iff My ({(z,2):z € G}) =0.
(iii) If @ is simple, then the restriction of Mgn to the set
G™ ={(z1,...,2n) €G" : x; # xj for any i # j}
s equal to Mgn) .
Proof. (i) Let
A, ={(z1,...,2,) € G" : z; = x; for some i # j}.

Since @ is simple, then ® = 3
distinct. Therefore,

S -
jez dx, where the X;’s are almost surely pairwise

My (4n) = B[2) (4,)]

=E > 1{(X,,,....X;,) € A,}| =0,
(J15-eerdin ) EZ

where Z(™) = {(j1,...,jn) € Z"™ : ji # ji, for any | # k}.. (ii) Necessity follows
from (i). We now prove sufficiency. Let ® be a point process on G such that
Mg ({(z,2) : x € G}) = 0. We have to prove the simplicity condition (1.6.1);
or, equivalently,

P(3reG:d({z})>2) =0.
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Indeed,

P(reG:d({z})>2)=P@zecG: (d—0,)({z}) >1)
=E[1{3z€G: (®-4,;)({z}) = 1}]

<B|[1{@-0) () > 1) o)

<B[[ @) ) @)

5| [ 1fo=gh@-6) (@) 2 ()]

- E /G 1{z =y} (dy) @ (dz x dy)}

= Mg ({(z,2) : 2 € G}) =0,

where the last but one equality follows from (14.E.7) (iii) Since ® is simple, then
® =3,z 0x, where the X;’s are almost surely pairwise distinct. Thus

Q)(n) - Z §(Xj17'“7Xjn) = Z 5(Xj17"'7Xjn)’

(jla“'7jn)6z(n) (le’“'vXjn)eG(n)

and

D D

(jlv---vjn)ezn

For any B € B(G") such that B € G™, we have

" (B)= Y  1{(Xj,....X,,) € B}
(]1 ----- jn)GZ"
= > 1{(X;,,...,X;,) € B}y =2" (B).

(X1 X ) €GO
O

Proposition 2.3.24. Factorial moment measures of thinning processes. Let
® be a point process on a l.c.s.h. space G, p: G — [0,1] be some measurable
function, and let ® be the thinning of ® with retention function p. Then

Mg (B) = / p(x1)...p(xn) Moo (do1 x ... xdxy), Be€B(G").
B

Proof. Let ® =37, _\0x,. Recall that ® is defined as

P = Zl{Uk <p(Xp)}ox,,

keN
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where Uy, Us, ... is a sequence of i.i.d. random variables independent of @,
uniformly distributed in [0,1]. Then for any B € B (G"),

M (B) = Y U, <p(X;)), Uy, Sp (X0 60, X,
(J1yeeesJin ) EZ™)

Thus

E [éw (B)] —E [E [éw (B) | <I>H

=E Z P(le)...p(Xjn)l{(le,...,Xjn)GB}
(jlv---yjn)GZ(")

= [/p(xl)...p(a?n)q)(")(da:lx...xdxn)
B

— [ ) () Moo (e . x )
B

where the last equality is due to the Campbell averaging formula. O

Proposition 2.3.25. Poisson factorial moment measures. For a Poisson point
process ® on a l.c.s.h. space G,

Mgy = (Mg)", (2.3.18)

that is the n-th factorial moment measure equals the n-th power of the mean
measure.

Proof. For any B € B. (G),

Mg (B") =E [(I)(n) (B”)}
E

[@(B)(@(B)-1)...(2(B) —n+1)*] = g™ (1),

where g is the generation function of ® (B); that is g (z) = E [z*(P)]. Since
® (B) is a Poisson random variable g (z) = e~ Me(B)(1-2)
above equalities as follows

, We may continue the

Mg (B") = [Mg (B)]" = (Mg)" (B").

Consider now pairwise disjoint sets By,..., By € B(G), and n,ny,...,n; € N
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such that ny + - -+ + ng = n. Writing ® = Zj dx;, then

M(b(n) (B{Ll X ... X B’?k)
—E [¢><”> (B x ... x BZ’“)}

=E Z l{le""’XjnlGB?l}"'I{Xjn—nk+1a"'annEB}ZLk}
| (415e-2dn ) EZ(V

=E Z 1{Xj1’...,Xjn1 S B{ll}... Z 1{Xjn—nk+1’

_(jl ---- jm)ez(nl) (jn—nk+17---7jn)€Z(”")

[k
=E |[[]o™) (B")
Li=1

= ﬁ E o) (B}")]

@
Il
-

Il

Il
-

(Ma)™ (BJ) = (Ma)" (B x ... x B}").

l

Recall that the product measure (Mg)" is characterized by its value on rectan-
gles (i.e., sets of the forms Ay x ... x Ay); cf. [44, Theorem 35.B]. Then

M‘I)(") = (Mq:.)n .

Example 2.3.26. Let ® be a Poisson point process on R%, then

Mg2 (A X B) = Mge (A X B)+ Mg (AN B)
= (Ms)?* (A x B) + Mg (AN B)
= My (A)Mcp (B) + Mg (AOB),
where the first equality is due to (14.E.5), the second one follows from Propo-

sition 2.3.25, and the third equality is due to (14.E.2). For instance, if ® is a
homogeneous Poisson point process with intensity A, then

Mg2 (A x B) = A |A||B| + \|[AN B|,

where the first term is proportional to the Lebesque measure on R x R?, whereas
the second term corresponds to a positive mass on the diagonal of R* x R?.

Example 2.3.27. Cox point process moment measures. The n-th factorial
moment measure of a Cox point process ® on a l.c.s.h. space G equals the n-th

S
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moment measure of the directing measure A. Indeed, for B € B(G),
My (B) = E {qﬂ") (B)]
—E [E [@(A") (B) | AH
= E[A" (B)] = Ma~ (B),

where the third equality follows from Proposition 2.3.25. If follows from Equa-
tion (1.6.11) that

Var (¢ (B)) = Mg (B x B) — Mg (B)” + Mg (B)
= M2 (B x B) — M (B)? + My (B)
—E[AB)| ~ENB) + My (B)
= Var (A (B)) + My (B) > Ma (B).
Note that for a Poisson point process ® with intensity measure M; (B) =
My (B), we have Var (<i> (B)) = My (B). We deduce from the above inequality
that Var (® (B)) > Var (fi (B)) ; thus a Cox point process is overdispersed (i.e.,

has greater variability) than a Poisson point process with the same mean mea-
sure.

It follows from (14.E.5) that for all A, B € B(G),

Mg (A X B) = Mg (A x B) + Mg (Aﬂ B)
= M2 (AXB)+MA (AﬂB) (2.3.19)

In particular, if A and B are disjoint, then
Mg2 (AX B) = Mg (AXx B)+ Mg (AN B) = M2 (A X B).

Thus a Cox point process does not have in general the independence property.

2.4 Shot-noise

Definition 2.4.1. Let ® be a random measure on a l.c.s.h. space G, k € N*

and f : G — C* be a measurable function which is either real nonnegative or in
L. (Mg, G), then

®(5) = [ ()9 ()
1s called a cumulative shot-noise.

By Theorem 1.2.5, a cumulative shot-noise is a well defined random variable
and

E[®(f)] = /@ f () Mo (dz)
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Definition 2.4.2. Let ® be a point process on a l.c.s.h. space G, k € N* and
f: G — R* be a measurable function, the extremal shot-noise is defined by

V(f) := sup f(X)

Xed

coordinatewise.

2.4.1 Laplace transform

Proposition 2.4.3. Cumulative shot-noise Laplace transform. Let ® be a ran-
dom measure on a l.c.s.h. space G and f : G — Ri be measurable, then the
Laplace transform of the cumulative shot-noise ® (f) =3 ycq f(X) is given

Lo (t) = Lo (tf), teRY,

where the inner product of two vectors u,v € R¥ is denoted by uv. If ® is a
Poisson point process, then

Loy (t) = exp [—/G (1 _ e—tf(:r:)) My (dx)] , te Rﬁ_.

If moreover k =1, then

P@() =0 =ew (- [107()>0) M a0).
Proof. By the linearity of the mapping f — @ (f), we get
E [e—tw)} - E {e—@w(z))} = Lo (tf).

If ® is a Poisson point process, then the expression (2.1.1) of its Laplace trans-
form shows the expression of Lg(s) (t). Assume moreover that k = 1. Noting
that for all nonnegative random variables X,

P(X=0)=lmE [et],

we get

P(®(f)=0)= lm B {e—tfbm}

= exp {—/G (1 - limE [etﬂz)]) My (dx)}

—ow (= (1107 (0)=0)) Ma (a))
— exp (—/(;1{]0(:5) > 0} M (dx)).
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Proposition 2.4.4. Extremal shot-noise distribution. Let ® be a point process
on a l.c.s.h. space G and let f : G — RF be measurable, then the cumulative
distribution function of the extremal shot-noise V (f) = supycq f (X) is given
by

P(Vg(f)SUJ,V]:l,,k):,C@ (.}F)a
where

Fla) = —log ( 14, () < uﬁ) . (2.4.1)

In this relation, we adopt the convention exp(—oo) = 0. If ® is Poisson with
intensity measure A\, then

PV, (f) <wu;,Vj=1,...,k) =exp l/@ (1 f[ll{fj (2) §uj}>A(dx)

In the particular case k =1,

P <w)=e |- [ 100> upaa).
Proof.

|11V () w}]

CE|[T1{f(X) < u;,¥X € 0}
j=1

=E ﬁ [T 1{f; (X) Suj}]

j=1X€ed

N ﬁl{mX)sm]

Xedj=1

=E |exp Z log (ﬁll{f]’ (X) < Uﬁ)]

L Xeo j=
)
The result for Poisson follows from the expression of its Laplace transform. [

Proposition 2.4.5. Joint probability distribution of extremal and cumulative
shot-noise. Let ® be a point process on a l.c.s.h. space G and f : G — Ri
be measurable, then the joint probability distribution of the extremal shot-noise
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V (f) =supxeq f (X) and the additive noise ® (f) = > oo f(X) is given by,
for allu, z € Rﬁ,

E |:1{Vv7 (f) S Uj,Vj = 17"'ak}e_z<b(f)i| :‘C‘I’ (-}E—Zf) )
where f is given by (2.4.1). If ® is Poisson with intensity measure A, then
E {1 (Vi (f) <u ¥j=1,.. .,k;}e—zq’(f)}

= exp

—/ (1 —e W ﬁ 1{fj(z) < Uj]’) A (dx)
G j=1

Proof. In the same lines as the proof of Proposition 2.4.4 we have

E[1{V; (/) Suj,¥j =1, .k} e D] = E

o—®(f) f[ 1{V; (f) < uj}]
=B[N )] = £g (F-25).

The result for Poisson follows from the expression of its Laplace transform. [J

2.4.2 Second order moments
Case of Poisson shot-noise

Proposition 2.4.6. Cumulative shot-noise covariance. Let ® be a point process
on a l.c.s.h. space G with mean measure A. Then for all measurable functions
f : G — C which is either nonnegative (i.e., with values in R ) or in LL (A, G),
the shot-noise @ (f) is a well defined random variable, and has expectation

E[®(f)]=A(f).

Assume now that ® is Poisson. Then for all measurable functions f,g : G —
R+;

E[®(f)2(9)=A(f9) +A(f)A(g). (24.2)
Moreover, for all functions f,g € L<IC (A,G)N L% (A, G),
cov (®(f), @ (9)) = A(fg7), (2.4.3)

where cov (X,Y) = E[XY*] — E[X]E[Y*] is the covariance of two complex-
valued random variables X,Y .

Proof. The first part follows from the Campbell averaging theorem 1.2.5. As-
suming now that ® is Poisson. We will show (2.4.2) for all measurable functions
f,9: G — Ry. We first show the above result for simple functions and then
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invoke the monotone convergence theorem for the general case. Let f and g be
two simple functions which may be written, without loss of generality, as

f= Zaile g= ij13j7
i—1 j=1

where a;,b; > 0 and the B; € B (G) are pairwise disjoint. Since when i # j, the
random variables ®(B;) and ®(B;) are independent, we get

B[ (f)0(g)] = Z by El0(B,)3(5; )
= En: a;b; E[®(B +Zajb E[®(B;)?]
55
i#]
= zn:l a;b;E[®(B;)|E[®(B;)] + ilajbjE[cp(Bj)?]
i#]
:ia“ +Zag )+ A(B;)?)
i#i

n k
=Y aibA(B)A(B;) + Y a;b;A(B;) = A(f)A(g) + A(f9),
j=1

4,j=1

where, for the fourth equality, we used the fact that a Poisson random variable
has equal mean and variance. For all measurable functions f,g : G — R,
there exist nondecreasing sequences of simple functions {f,,},cy and {g,}
in §+ (G) such that f, 1 f and g, T g as n — oo pointwise. We have

neN

E[®(fn)®(gn)] = A(fn)A(gn) + A(frgn)-

Letting n — oo in the above equality and invoking the monotone convergence
theorem proves (2.4.2). We deduce that, for all f, g € Ll%h (A, G).

cov (@ (f),®(g9)) = Af9). (2.4.4)
Let f,g € Lﬂ% (A,G)N Lf—{ (A, G). We decompose each of them into positive and

negative parts; that is f = f* — f~ and g = g™ — ¢~ where T, f~,g9",g9~ are
nonnegative. Using (2.4.4) we get

E [2(f)2(g7)] = A(fTg") < o0

by the Cauchy-Schwarz inequality (since f* and g* are square-integrable with
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respect to A). Moreover,

E[(f)2(g)] =E [(2(f") — @(f7)) (2(s7) — @(97))]
+

=E[o(f")2(g") "
= [ATg )+ AUDAGD)] + [A7g7) +A)AT)]
= [AUTg) +AAT)] - [AFgT) +A(ST)A(gT)]

= A(F)A(g) + Af9),

which gives the announced result. The complex case follows from the real case
by similar manipulations. O

Example 2.4.7. Shot-noise with marks. Let G and K be two l.c.s.h. spaces and
P = > nez 0(x,,2,) an independently marked point process on G x K with kernel
P (w,dz) (cf. Definition 2.2.18) and ground process ® =, dx, . Given some
measurable function f : G x K — C, we aim to study the properties of the
shot-noise

GxK neZ

called a cumulative shot-noise with marks. Note first that, by Lemma 2.2.19,
the mean measure of ® is given by

Mg (dz x dz) = p(z,dz) Mg (dx) .
(i) If f is either nonnegative (i.e., with values in Ry ) or in L{ (M3, G x K),

the shot-noise ® (f) is a well defined random variable, and has expectation

B[6()] = [, 1G9 Mo (@) = [ BU @2 @) Ma (d0),

Rd

where the first equality follows from theorem 1.2.5 and for the second equal-
ity we introduce a stochastic process {Z (x)}, o with values in K such that

PZx)eK)=p(z,K), KeB(K).
(ii) If the ground process ® is Poisson, then it follows from Proposition 2.4.0

that for all functions f,g: G x K — C is integrable and square integrable
with respect to Mg,

cov(® (f),® (9)) = My(fg")
- / f(2,2) g (2, 2) ple, dz) My (dz)
R4 xK
_ /R E[f @2 (@) g (2.2 (x))] Mo (dr).

Moreover, the above equality holds for all functions f,g : G x K — R,
integrable with respect to Mg,.
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(iii) If the ground process @ is Poisson, then it follow from Proposition 2.4.3
that for all measurable functions f: G x K — Ry,

E [6—0‘5(1”)} — exp {_/ (1 ~-E [e—ef(x,z(x))D Mg (dx)} , 0ER,
G

and

P(ci>(f) :o) = exp [/GP(f(x,Z(x)) > 0) Me (dx)].

Example 2.4.8. Random filtering. Let K be a Lc.s.h. space and & = Y onez 0(X 0, Z0)
an independently marked point process on R? x K with kernel p (z,dz) (cf. Def-
inition 2.2.18) with ground process ® = 3 _,0x,. Given some measurable
function h : R x K — C, we aim to study

Y(t):/Rd i) B (oxds) = S h(t- X, Z), t€R! (245)
X nez

called the random filtering of the point process ® with impulse response h. Given
t € RY, letting f (v,2) = h(t —x,2),0 € RY, 2 € K, we get

Y ()= f(Xn, Zn)=®(f).

neEZ

By arguments similar to those used in Example 2.4.7, we have:

(i) Let h: R4 x K — R be a measurable function which is either nonnegative
or such that

/ E[h(t— 2,7 (z))]] Mg (dz) < 00, t€R?, (2.4.6)

Rd

where {Z (x)}, . is a stochastic process with values in K such that
P(Z(z)eK)=p(z,K), KeB(K).

Then the random filtering Y (t) given by (2.4.5) is a well defined random
variable, and has expectation

B[V ()] :/RdE[h(t—:c,Z(x))}M¢(dm), te R

(ii) Assume that the ground process ® is Poisson. For any measurable function
h:RYx K — C satisfying (2.4.6) and

/E[m(t—x,Z(x))ﬂ Mo (dz) < 00, tERY,
Rd
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we have

cov(Y(t),Y(t+71)) = / Eh(t—z,Z(@)h" (t+717—2,7Z(x))] Mg (dz),
Rd

for all t,7 € R:. Moreover, the above equality holds for all measurable

functions h : R4 x K — R satisfying (2.4.6).

(iii) Assume that the ground_process ® is Poisson. Then for all measurable
functions h: R4 x K — R,

E {679}/(”] = exp ( /d(l —E [efeh(t*z’z(x))} )Mo (d:z:)> ;o 0eRy
R

(2.4.7)
and

General case

Definition 2.4.9. Let ® be a random measure on a l.c.s.h. space G. We define
L2 as the set of measurable functions f : G — C such that

E[®(|f])?] < co.

Example 2.4.10. L2 for Poisson. Let ® be a Poisson point process on a l.c.s.h.
space G with intensity measure A. For any measurable f : G — C, we deduce
from (2.4.2) that
E[@(|f])*] = A(If1) + A(FD*
Therefore,
L3 =LE (A, G)NLE(A,G).

Lemma 2.4.11. For any random measure ® on a lLc.s.h. space G, L3, C
L% (Mo, G). In particular, for all f € L3, the shot-noise ® (f) is well defined.
If @ is a point process, then

L3 C LE (Ms,G)N LE (Ms,G).

Proof. For any f € L2, using (13.A.4) we deduce that E[®(|f|)] < co and
therefore, by Theorem 1.2.5, [|f|[dMe < oo; ie., f € L<IC (Ms,G), and the
shot-noise @ (f) is well defined. Assume now that ® is a point process. Then

B(f17) = D 1f (Xn)* < (Z If(Xn)|> = o(|f])*.

neZ nez

Thus for all f € L3, E [®(|f|?)] < E[®(|f])?] < oo, and since by Theorem 1.2.5
E [®(|f*)] = Ma (|f]?), it follows that f € L2 (Mg, G). O
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Example 2.4.12. L2 for the stochastic integral . Let {\ (%)} ,cra be a non-
negative measurable stochastic process assumed wide sense stationary; i.e., for

all v,t e R4, E [|)\ (m)|2] < oo, E[XA(2)] = E[A(0)] and cov (A (z+1t),A(z)) =
cov (A (t),A(0)). Assume moreover that, for almost all w € Q, the function
x = A (z,w) is locally integrable. Consider the stochastic integral

A(B):/B/\(x)d% BeB(RY).

It follows from Proposition 1.4.1 that A is a random measure on R?, and from
Proposition 1.4.2 that its mean measure equals

EAE)] = [ BR@]dr = (B).

where A = E[X(0)] and ¢ is the Lebesgue measure on RY. Then, by Theo-
rem 1.2.5, for all f € L (¢4, R?), the shot-noise A (|f]) is well defined. More-

(. |f<x)|A(x>dx)2]

B[ [ 17 @I1f WA ) dey]

E[A(/])] =E

= [ @I B A @) A )] dady
= [P @I @leov (Me) A ) dady + 32 [ 1F @)l 1f ()] dady
= [ @I @ITs =g dady+ 22 [ 1 @17 )] dedy,

where T' (t) = cov (A (z +t), A(x)) is the autocovariance function of {\ (x)}, cga-
By the Cauchy-Schwarz inequality,

cov(A(z+1t),A(x)) <var(A(z+ t))1/2 var (A (x))1/2 =T, (0) < 0.
Then

BIAS) < (s )+ ([ 17 @lae) ([ lolay) <.

Thus Lé (ﬁd,Rd) C L3. On the other hand, by lemma 2.4.11 L3 C L<lt (éd,]Rd),
therefore

Ly = Lg (¢4, RY).
Proposition 2.4.13. Let ® be a random measure on a l.c.s.h. space G. Then

Jor all measurable functions f,g : G — C which are either nonnegative (i.e.,
with values in Ry ) or in L%,

E[®(f)®(9)7] = - f(@)g(y)" Maz (dz x dy), (2.4.8)



74 CHAPTER 2. BASIC MODELS AND OPERATIONS

where 422 18 the square of the random measure ® and z* is the complex-conjugate
of z € C.

Proof. For any nonnegative measurable functions f,g: G — R,
E[®(f)® (g) = [ F@)g ()@ (de) @ <dy>}
B| [ 7@ # @0 xa)

N (z) g (y) Mg> (dz x dy),

where the last equality follows from the Campbell averaging theorem 1.2.5 ap-
plied to the random measure ®2. Let now f,g € L3. By the above equality

1 @11 )] Mas @2 dy) = E (8 (1) @ (o))

Bloqr?] "B leqo?] " <.

where the first inequality follows from the Cauchy-Schwarz inequality. Then the
function G? — C; (z,y) — f () g* (y) is integrable with respect to Mg2. Thus,
again by Theorem 1.2.5 applied to ®2,

[ 1@ )M (@ xan =B | [ 009" 02 (@ xay)]

- [ / Fl)a )"0 (@)@ (@)

®(9) ]~

2.4.3 U-statistics

Definition 2.4.14. Let ® be a random measure on a l.c.s.h. space G, k,n € N*

and let f G™ — CF be a measurable function which is either real nonnegative
or in L, (Mg, G"), then

o™ (f)= [ f(z)@™ (o)

G’n.
1s called U-statistics of order n.

Observe that a U-statistics of order n is indeed a cumulative shot-noise
with respect to the n-th factorial power of ®. Then all the previous results
for shot-noise apply for the U-statistics. In particular, by Theorem 1.2.5, a
U- statistics is well defined random variable with expectation E [<I>(”) ( f)] =
Jon f(x) Mgy (d).
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2.5 Sigma-finite random measures

It is sometimes useful to consider random measures which are not necessarily
locally finite, but more generally o-finite.

Definition 2.5.1. Let M(G) be the space of o-finite measures on a l.c.s.h.
space G and M (G) be the o-algebra on M (G) generated by the mappings ju —
p(B),B € B(G). A random measure on (G,B(G)) is a measurable mapping
O : Q — M(G) which is uniformly o-finite; i.e., there is a countable family of
sets By, Ba, ... € B(G) covering G such that, for alln € N*, ® (B,,) < 00 a.s.
A point process is a random measure such that ® (B) € N for all B € B(G).

Several concepts and results established earlier in the locally finite case,
extend to the present o-finite case; for example the measurability results in
Lemma 1.1.5 and Proposition 1.1.7, the mean measure, void measure and Laplace
transform in Definition 1.2.1, the distribution characterization by the finite-
dimensional distributions in Lemma 1.1.12 and by the Laplace transform in
Corollary 1.2.2, and also the Campbell’s averaging theorem 1.2.5.

The definition of a Poisson point processmay be extended as follows.

Definition 2.5.2. Let A be a o-finite measure on a l.c.s.h. space G. A point
process @ is said to be Poisson with intensity measure A if

(i) for all pairwise disjoint sets By,..., By € B(G), the random variables
®(By),...,P(Byg)
are independent;
(ii) and for all B € B(G),

A B n
P(®(B)=n) = e_A(B)(T'), n €N,

with the convention co™e™>° := 0 for all n € N.

The Laplace transform of a Poisson point process is given by Proposition 2.1.4.
Moreover, we have the following characterization:

Proposition 2.5.3. Let A be a o-finite measure on a l.c.s.h. space G. A point
process ® is Poisson with intensity measure A iff

Ls(f)=E {exp (—/Gfd@ﬂ = exp (—/G(l—ef)dA>,

for all f € §+ (G).
We have also the following superposition result extending Corollary 2.2.3.

Proposition 2.5.4. Let @y, Py, ... be a sequence of independent Poisson point
processes on a l.c.s.h. space G with o-finite intensity measures Ao, Ay, .... If
the measure A =, Ay is o-finite, then & =3, @y is Poisson.
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Proof. The proof follows the same lines as the sufficiency part of Corollary 2.2.3.
O

The above proposition allows one to construct a Poisson point process with
given o-finite intensity measure A.

Proposition 2.5.5. Given a o-finite measure A on a l.c.s.h. space G, there
exists a Poisson point process on G with intensity measure A.

Proof. Construction of a Poisson point process on G. Let By, By,... € B(G) be
a countable partition of G such that A (By) < oo for all k € N. For any k € N, let
@}, be a Poisson point processes on G with intensity measures Ay () = A (- N By)
(which may be constructed as in Proposition 2.1.6). Then Proposition 2.5.4
shows that ® =, _ @, is Poisson with intensity measure A =3, -y Ap. O

Remark 2.5.6. Intensity measure of a Poisson point process. If a Poisson
point process with o-finite intensity measure A is considered in the remaing part
of the book, this will be explicitely stated. Otherwise, the intensity measure of a
Poisson point process is assumed implicitely to be locally finite.

2.6 Further examples

2.6.1 For Section 2.1

Example 2.6.1. Distance to the nearest point of a Poisson point process. Let
® be a homogeneous Poisson point process on R% with intensity \. For a given
v € R?, let R =infxcq|X — x|. Note that

d

P(R>r)=P(®(B(z,r) =0)=e a "

where B (z,7) = {y € R?: |y — x| < r} and kq is the volume of the unit ball in
R?. Note first that R is almost surely finite since

P(R=c0)=P () (R2n)) = lm e o
’ﬂEN n—o0

where the first equality follows from the continuity from above of measures [/,
Theorem E p.38]. Note moreover that for allw € 2, the measure ® (w) is locally
finite, then the number of points within B (x,2R (w)) is finite and therefore the
infimum inf xco | X — x| is attained; that is R = minxecq | X — x|. Moreover,

_ > r r= ooe—kﬁd rd r= F(l/d)
E[R]—/O P(R>r)d /O =

In the particular case d = 2, we get E[R] = —=.
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Example 2.6.2. Inter-events of Poisson point processes. Consider a homoge-
neous Poisson point process ® on R with intensity A\. By Proposition 2.1.9, the
points Ty, of ® are disjoint. We may number them in the increasing order and
in such a way that Ty < 0 < Ty. Consider the following inter-event random
variables

T1, ifk=1

Ry =< —Ty, ifk=0
Ty —Tk_1, ka € Z\ {0, 1}

illustrated in Figure 2.1. We aim to show that {Ry},c, are i.i.d. random
variables exponentially distributed with parameter A. First, observe that

PR, >t)=P(T1 >t) =P (®((0,t]) =0) = e,

then Ry has an exponential distribution with parameter . Moreover, using
the strong Markov property of Poisson point processes on Ry; see, e.g., [19,
Theorem 1.1 p.870] (which will be generalized in Section 12.1 below), we get

P(Rk>t | Rla"'ka:fl):P(Tk_kal >t | Tl,...7Tk,1)
=P (Tk — T 1>t | Tk—l)
=P (® ((Th—1,Ti1 +1]) =0 | Ty—y) = e,

which shows that {Ry},~, are independent exponential random variables with
parameter X. Following the same lines as above, we may prove that {Ri} <o
are independent exponential random variables with parameter A. By the inde-
pendence of © (Ri) and ® (R_) we get the announced result.

R_o R_1 R Ry Ro R3
< i< - > < - - < - —— =~ — = > ->
; ; ; - ; ; ;
T } } - } } }
T o T 1 To 0 T Ty T3 R

Figure 2.1: Homogeneous Poisson point process on R

2.6.2 For Section 2.2

Example 2.6.3. Choosing uniformly an atom of a point process. Let G be
a l.c.s.h. space and ® = > ken O(xy,z,) be an ii.d. marked point process on
G x R such that the mark distribution F has a density. Let ® = ), dx, be
the associated ground process assumed simple and finite. Let K = K (w) be the
index of the minimal mark Zx = mingen {Z;}. Then, given ®, X is uniformly
distributed among the set of atoms of .
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Indeed, for any j € N,

P)LXK’::XE| @,@(CD Ztﬂ ::P(Zﬁ¥::2@ |®7¢((” Z‘ﬂ
=P (Z; < Zy,Yk e N\ {j} | 2,2 (G) > j)

- [PG<zavkem ) |9.0(8) ) F (@)

— [0-FE)" 7 P
R

(-FE)" ] _ 1
%(G)

— 00

Example 2.6.4. 1.i.d. marks from sequence of nested partitions. Let G be a
l.c.s.h. space. We will give a particular way of constructing the marks {Zy.} oy

of an i.i.d. marked point process b = > ke O(xp,ze) 00 G xR with a given mark
distribution F'. We assume that the associated ground process ® = ), dx,
is simple. Let IC,, = {Knvj}jeN (n € N) be a sequence of nested partitions of
G as in Lemma 1.6.53. Let {Y"vj}n,jeN be a sequence of i.i.d. random variables
with common distribution F independent of ®. Given the ground point process
D =3 en0x,, for each k € N, let n (Xy, ®) be the smallest index n € N such
that Xy, is the only atom of ® in some K,, ;. We may then take

Zk:zzyhbxmé)d(xkﬂﬂ? k e N.
Indeed, for ollk € N and B € B(G)

P(Z,eB|9®) = P(Yn(xk7¢)7j(xk7¢) €B|9)
= > P(Yo; € B|®,n(Xy,®) =n,j (X, ) = j)
n,j€N
P(n(Xi, ®) =n,j (X3, ®) =j | @)
= Y F(B)P(n(Xy, @) =n,j (X, ®) =j | &) = F(B).

n,jeEN

We may prove along the same lines as above that, for any k # 1 € N and

B,C € B(G),
f)(Zk e€B,Z e Cj| @):: PKZ?)FK(?%

which shows that, given ®, {Zy},cy is an i.i.d. sequence of random variables
with common distribution F.

Example 2.6.5. Poisson-Monte Carlo integration. Continuing Fzxercise 1.7.4,
we may write (1.7.1) as follows

1 n
lim f/ de(I)n:/fdx.
n—oon Jp = B
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If we take ® as a homogeneous Poisson point process on R with intensity 1,
then, by Corollary 2.2.3, 2;21 ®,, is a homogeneous Poissori point process with
intensity n. Thus one may simulate a Poisson point process ®,, with sufficiently
high intensity n, and estimate the integral [ fdz by L [ fd®,.

Example 2.6.6. Jittering. Let ® = 3", _, d(1, z,) be a point process on R? xR?
and let g be the function defined on RY x RY by g (t,z) =t + z. Then the image
of ®bygis®=dog ! = > kez 0T+ z, whose atom Ty = Ti + Z), may be seen
as a random displacement (jittering) of Ty as illustrated in Figure 2.2.

Ty Tyt1 Tit2
@ —= p— —
2 Zpt1 Zkt2
$ : : %
Tk Tk+1 Tk+2

Figure 2.2: Jittered point process

Example 2.6.7. Thinning from marking. Let G be a l.c.s.h. space, p : G —
[0,1] be some measurable function, and ® =3, (1, z,) be an independently
marked point process on G x {0,1}, such that

P(Z=1|®)=p(Tx), P(Zr=0|®)=1-p(T}),

=" Ziér,

keN

then

is the thinning of the point process ® = 3, \0r,. Observe that ® () can be
seen as (- x {1}).

Example 2.6.8. Cf. [15, Lemma 1. Propagation loss in wireless networks.
Consider a wireless network composed of base stations whose locations are mod-
elled by a homogeneous Poisson point process on R?, say ® = Y onen0x,., of
intensity X. Consider a user located at 0. The propagation loss Y, between the
base station located at X, and the user comprises firstly a deterministic term
due to the distance denoted by I (| X,|) where

I(r)= (Kr)?, reR,

for two given constants K € R and 3 > 2. Moreover, the propagation loss Yy,
comprises a random term called fading and denoted by Z,; that is

(R))

Y, = —~2nl
Zn
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The fading random variables Zy, Z1,... are i.i.d. marks for ®; i.e., the point
process Y . o 0(x,,z,) 18 an i.4i.d. marked point process associated to ® in the
sense of Definition 2.2.18.

The point process ® = > nen Oy, may be viewed as an independent displace-
ment of the point process ® =) _\0x, by the probability kernel

L(J=])
Z

p(:uB):P( eB), reR? BeB(Ry),

where Z = Zy. Assume that E [Zf%} < 00. By the displacement theorem 2.2.17,

the point process ® is Poisson on R with intensity measure

M ([0,u) = / p (2, [0,u)) Mz

/‘ ( . mude
/XR+ { u}deZ(dz)

[ R

a=mAK2E [ZE} . (2.6.2)

Kh\m

Py (dz) = au’, (2.6.1)

where

We may then deduce the probability distribution of the lowest propagation loss
Y =inf,en Y,

P(Y >u)=P(Y, >u,Vn €N)
=P (((0,u)) =0)
e~ Ma(10,w) — p—au? (2.6.3)

On the other hand, it follows from (2.6.1) that the number of points of the
point process {Yn}, oy 45 almost surely finite in any finite interval. Thus the
mfimum Y = inf,en Y, is almost surely achieved for some base station; i.e.,
Y = min,enY,. Thus it may be interpreted as the propagation loss with the
serving base station; i.e., the one with strongest received power.

Example 2.6.9. Arrival process in time and space. We consider users arriving
to a network where each user arrives at a some time instant to some location
in R, We will describe the arrival process as a point process on R x R?. Given
a locally finite measure A on R?, assume that for each B € B, (]Rd),

(i) users arrival times to B is a homogeneous Poisson process ) ., 0T, on
R with intensity A (B);



2.6. FURTHER EXAMPLES 81

(ii) the position X,, of the arrival at time T, is picked at random in B inde-
pendently of any thing else according to A (dz) /A (B).

We define, for each B € B, (Rd), the arrival process to B as the marked point
process Y, 5 0(1,.x,,) which is, by Theorem 2.2.21, a Poisson point process on
R x B with intensity measure

A (dx)
A(B)

A(B)dt = dt x A (dz).

Then, we define the arrival process to the whole network as the Poisson point
process on R x R? with intensity measure dt x A (dzx). Proposition 2.2.) shows
that such a process exists.

In the particular case when the measure A has a density; i.e., A (dz) = Az,
then the arrival process is a homogeneous Poisson point process on R x R® with
intensity .

Example 2.6.10. Space-time arrival process. The arrival process described in
Ezxample 2.6.9 may be described alternatively as follows. Given a locally finite
measure A on R?, assume that within each time interval I € B, (R),

(i) users arrival locations is a homogeneous Poisson process ® = Y ., dx,
on R4 with intensity measure A (dx) x £ (I) where ¢ is the Lebesque mea-
sure;

(ii) the arrival times {Ty}, o, are i.i.d. marks of ® with the uniform distribu-
tion on I.

Following the same lines as in Example 2.0.9, we may construct a marked
point process ® = Y, dx, 1,) which is a Poisson point process on R? x R
with intensity measure A (dz) x dt. Such a process is called a space-time arrival
process.

2.6.3 For Section 2.4

Example 2.6.11. Interference in wireless networks. Consider the model of
wireless networks described in Example 2.0.8. Assuming that each base station
transmits a power equal to 1, the interference, defined as the total power received
by the user from all the base stations in the network, equals

IZ;/Rj@(du)é(f),

neN """
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where f(u) = % This is a cumulative shot-noise whose Laplace transform is
deduced from Proposition 2.4.3

Ly (t) =exp f/R (1 - e*tf(“)) M; (du)]

- 9 /oo . P :|
=exp |—=a (1—6 uw ) uf " T du
-5 )

- o
= exp —Eat% / (1—e7") v_l_lzfdv] , (2.6.4)
I 0

where the second equality is due to (2.6.1). For the third one, we make the
change of variable v = % and a is given by (2.6.2). Integrating by parts, we get

/O°° (1—e ) o' Fdo = [(1 e (‘fv )]:o _/0°° e (‘fﬁ) v

BT 2 B 2
_5/0 e vﬁdv—2F<1—5).

Ly (t) =exp [—ar (1 - ;) tﬁ} . (2.6.5)

In particular, it follows from Lemma 13.C.9 that

@l

Thus

P(I=0)=0. (2.6.6)

Joint probability distribution of propagation loss and interference in wireless
networks. Letting Y = inf,cnY,,, we deduce from Proposition 2.4.5 that

E[1{Y >s}e '] =E [1 {11/ < 2} 6t<1>(f)]

[ L1 1
= — l—e uwld—< -5 ) Mz(d
|- f (1o fi= ) o)
1-— e_i> wh Ldu — ga/s ug‘ldu}
B Jo

at? /5 (1 — 671}) v Ed — asl%] ,
0

=exp |—

IS
ﬁ
—

=exp [—

where the last equality is obtained by the change of variable v = % Note that

o0

3 -
/a (1—e™) v Fdy = / (1—e™) v 1 Fdy — / (1—e) v I Fdw
0

0 t

= gf (1 — 2) — /;O (1 — e_“) v A dw
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and

where T (o, ) = f;o e v 1dv,a € R* ,x € RY is the upper incomplete gamma
function. Then

E[1{Y >s}e "] = exp {—;atz {gr (1 - ;) +T (—Z z> H :

Example 2.6.12. Illustration of Theorem 2.2.21 for wireless networks. We
shall retrieve the results already obtained in Examples 2.6.8 and 2.6.11 wus-
ing Theorem 2.2.21. Recall that the fading random wvariables {Z,}, .y are
i.i.d. marks of the process of base station locations ® = 3 _06x,. By Theo-
rem 2.2.21, the marked point process

Ci) = Z 5(X7L7Zn)
neN

18 Poisson with intensity

A (dz x dz) = Fz (dz) Mdz.

Letting f(x,z) = ey end Vo= sup,cy f (Xn, Zn), we deduce from Propo-
sition 2.4.4 that

P(V <u)=exp _/Rz ) 1{f(x,z)>u}zi(dxxdz)]

= exp :_/wa{l(lzﬂ:l) >u}FZ (dz) Adz
= exp _—)\/ﬂh [/Rzl{(K;)ﬂ>u}dx
— exp —A/ﬂh {/R21{|x|<[1((2)é}d4 FZ(dz)]

I _2
= exp —A/ A Fy, (dz)] e 7

where a = A\t K 2E {Z%_ . Noting that V = 1/Y where Y = inf,en Y, we check

that the above result is consistent with (2.6.3). The probability distribution of
V' is called a Fréchet probability distribution with shape parameter % and scale

8
parameter az .
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Assuming that each base station transmits a power equal to 1, the total power
received by the user from all the base stations in the network equals

1 Z
ZV:ZW&D

neN " neN

=3 [(Xn, Zn)

neN

:/ f(x,2)® (dz x dz) = & (f)
R2xR4

which is a cumulative shot-noise. We deduce from Proposition 2.4.3 that the
Laplace transform of the total received power is given by, for all t € Ry,

Lz t) = exp —/ 1—e @) A (dz x dz
a0 (1) MM( ) A (do x d2)

= exp —/ (1 - eil(\tiz\)> Fy (dz) )\dx]
R2xRy

=exp | —27A /ﬂh [/}m (1 — T )FZ (dz)] Tdr]

= exp _fzm /}R<+ {1 — Ly (zé«))] Tdr] :

where Lz (u) = E [e‘“z] is the Laplace transform of the fading random variable

Z. Forl(r)= (KT)B, we continue the last but one equality by making the change

of variable v = lf—f)
/ (1 — 671)) v P 2dw
Ry

o 2 2 o —v —1-2
=exp |——at? (1—6 )U 7 dv
5 0

which is the same result as (2.6.4).

o

2 2
Lsp) (t) = exp [ﬂﬂ)\KQE {ZF} t

Example 2.6.13. Poisson shot-noise with marks. Let ® = >  _, dx, be a
Poisson point process on R? of intensity X, and let {Zn} ey be aiid. sequence
of monnegative random variables and independent of ®. For any B € B, (Rd),
let
®(B) =Y Z,1{X, € B}.
neEZ
We will show that, for any 8 € R,

E e "] = exp[~ (1 - Lz, (8) Mo (B)].
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Indeed, letting ® = > ez 0cx,.z,) and f (x,z) = z1{x € B}, then ® (B) =
Yonez f (Xn, Zy) = ® (f). Thus it follows from Example 2.4.7(iii) that

E [ef(-)é(B)} —E [efaé(f)}
= exp [/G (1 -E {670&)1{9}63}}) Mg (dx)]

::exp[—-/;(l——E[e0Zﬂ)ﬂ4¢(dxﬂ

= exp [— (1 = Lz, (0)) Ma(B)] .

Example 2.6.14. Wide-sense stationarity. Consider the random filtering Y (t)
defined in Example 2.4.8. Besides the assumptions of Example 2.4.8(ii), assume
that ® is homogeneous Poisson point process on RY with intensity A and that
the marks {Zn}, c, are independent of the ground process ®. Then

EW@ﬂ:A/

E[h(t—:c,ZO)]dx:)\/ E[h(z, Zo)]dz, teR?
Rd

Rd
and
cov(Y (#),Y (t+1)) = )\/ E[h(x, Zo) h* (x4 7, Z)]dx, t,7€R%
R4

Note that the above two quantities don’t depend on the parameter t. Thus
{Y (t)},cpe 8 a wide-sense stationary stochastic process [18, §B1.2.2].

Example 2.6.15. Exponential shot-noise. Consider the random filtering Y (t)
defined in Example 2./.8. Assume that the ground process ® is Poisson on

Ry and that the marks {Zy,}, ., are independent of ® and are integrable; i.e.,
E[|Z,|] < co. Let

h(t,z) = zef"‘tl{tzo}, t,z € R,

where « is a given positive number, then the random filtering (2.4.5) equals

Y (t) = Z h(t—Xn, Z,) = Z 7, e~ ot=Xn).

nez neZ

The left hand side of Condition (2.4.6) writes E [|Zo|] e~ ¢ fg e** Mg (dx) which
18 finite since the intensity measure of a Poisson point process is locally finite by
definition. Then the Laplace transform of Y (t) follows from (2.4.7), for 8 € R4,

E e 0] = exp (— /Ot(1 B e 0|y, (dx))

= exp (— /Ot(l — Ly, (He_a(t_“’)>)Mq> (dx)) .



86 CHAPTER 2. BASIC MODELS AND OPERATIONS

Example 2.6.16. Shot-noise Cox point process. Let ® be a point process on
R? with mean measure Adt and h : R — R, be a measurable function such that

pi= h(t)dt < oo.
Rd

A Coz point process ® on R directed by the random measure A (dt) = X (t) dt
where

At)= | h(t—z)@(dz)= Y h(t-X) (2.6.7)

R4
Xed

is called a shot-noise Cox point process. This may be interpreted by saying
that, conditionally to ®, each point X of ® generates descendants according to

a Poisson point process of intensity measure h (t — X_) dt.
1t follows from (2.3.1) that the mean measure of ® is

Mg (dt) ()]

E[A
E[A(
[/Rdh (t—2x) Mq>(dm)} dt

= UR h(t —x) Adm} dt = pAdt, (2.6.8)

where the third equality follows from the Campbell averaging theorem 1.2.5.
It follows from (2.3.2) that the Laplace transform of ® equals, for f € F1 (G),

La(n=E oo (- [ a-crOnmar)]

=E :exp (—/Rd(l—e_f(t))/Rdh(t—x)(ﬁ(dx)dtﬂ
=E :eXp ( /R [/Rdu —e T (t — ) dt] @(dx)ﬂ

=Ls (f),

where f(z) = [pa(1 — e T®O)h(t —z)dt, z € R

Note that the above Laplace transform equals that obtained in Example 2.5.13
for a Cox cluster point process if the descendant process mean measure equals
h(t)dt. This may be justified by the interpretation we gave just after Equa-
tion (2.6.7). Consequently, a Coz cluster point process is sometimes called a
generalized shot-noise Cox point process.

Example 2.6.17. Spatial Hawkes process. Let ®q be a point process on R?
with mean measure \gdt called the ancestors process and h : RY — R, be a
measurable function such that

pi= h(t)dt < oo.
Rd
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The spatial Hawkes process is constructed recursively (in terms of branching)

as follows
=Yu,
n>0

such that ®, is a Cox point process on R? directed by the random measure
Ay, (dt) = A, (t) dt where

)\n(t):/Rdh(t—:v)(IDn_l(dx): > h(t-X).

Xed, 1

As in Example 2.6.16, this may be interpreted by saying that, conditionally to
®,,_1, each point X of ®,_1 generates descendants according to a Poisson point
process of intensity measure h(t — X)dt (the function h is called the fertility
rate function).

Note that @4 is a shot-noise Coz point process as defined in Example 2.6.16).
Then its mean measure is giwen by Equation (2.6.8); that is Mg, (dt) = pAodt.
Hence we may show by induction that ®, is a shot-noise Cox point process
with mean measure Mg, (dt) = p"Aodt. If p < 1, then > ., p" < oo and by
Corollary 2.2.2, ® = 3" - @, is a well defined point process with mean measure

A
Mg (dt) =D p"Agdt = : .
n>0 P

2.7 Exercises

2.7.1 For Section 2.1

Exercise 2.7.1. Conditional distribution of points of Poisson point process.
Let @ be a Poisson point process on a l.c.s.h space G with intensity measure A.

k
Consider pairwise disjoint sets Bi,...,By € B(G), and let B = |J B;. Show

j=1
that
P (0(B o(B o(B n L s
= P = = = . n]
( ( 1) ni, ) ( k) nk)' ( ) n) nl'nk'A(B)”JI;[l ( .7) )
for all n,ny,...,ng € N such that ny + -+ + nx = n. In words, condition-

ally to ®(B) = n, the random vector (®(By),...,P(Bg)) has a multinomial
distribution.

Solution 2.7.1. Letnq,...,ng be nonnegative integers such that ni+---+ny =
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n. Then

P((p(Bl) =Ny, .. a(I)(Bk) =Ny | @(B) - 7’L)
P(®(By) =n1,...,P(By) = ng, ®(B) =n)

P(®(B) =n)
_P(O(By) =y, B(By) = mp)
P(®(B) =n)
_ P(2(By) =m1) - P(®(Bg) = nu)
P(®(B) =n)
A(By)™ A(By)"™* e AMEB)
= o MBYY g MR [y )

k
n! 1
- A(B;)™ |

Exercise 2.7.2. Construction of an inhomogeneous Poisson point process on
R. Let A : R — R, some measurable function and U be a homogeneous Poisson
point process on R? with unit intensity. Consider the point process on R whose
atoms are the projections on the abscissa axis of the atoms of ¥ located in
{(z,y) eR?: 0 <y < A(z)}. Show that ® is a Poisson point process on R with
intensity measure A (dx) = X (x) dx.

Solution 2.7.2. Indeed, for B € B(R), we have ®(B) = ¥({(z,y) :
B,0 < y < A(x)}). Observe that for pairwise disjoint By,...,B; € B(R)
{(z,y) : v € B1,0 <y < A@)},....{(z,y) : © € B,0 <y < X(a)} are
pairwise disjoint. Then ®(By),...,®(By) are independent. Moreover,

Az)
/ L{(z,y):xe B,0<y<i(z)}dardy = / ( / dy) dx
R2 B 0

Thus

®(B) =¥({(z,y):z € B,0<y<A(x)})

dist.

~ P </RZ 1{(m,y):m€B,O<y<>\(z)}dxdy) = P(A(B))7

where P («) is the Poisson distribution of mean a.

Exercise 2.7.3. Poisson point process in a random interval. Let ® be a ho-
mogeneous Poisson point process of intensity A on R and Z1,Zs be two real
random variables independent of ® such that Z, < Z. Compute the probability
distribution of ® ((Z1, Zs)).
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Solution 2.7.3. Forn € N,

P(®((Z1,22]) =n) =E[1{®((Z1, Z2]) = n}]
=E[E[1{®((Z1,Z2]) = n} | Z1, Zo]]

g e D =]
n!
)\n 7)\(Z2721) n

:FE{B (ZQ*Zl) :|
Exercise 2.7.4. Two Poisson point processes. Let ®1 and ®5 be two indepen-
dent Poisson point processes on R of intensity measures Ay and Ay respectively.
Calculate the mean number of points of ®1 which are at least at distance r of
any point of Ps. ShouQJ that if ®o is homogeneous of intensity Ao, then this mean
number equals e~ 2™ A4 (]Rd).

Solution 2.7.4. The mean number of atoms of ®1 which are at least at distance
r of any point of ®o equals

E| ) 1{®(B(X,r)=0}| =E |E

XeP,

> 1{®:(B(X,r) =0}

Xed;

D,y

=E Z P (9, (B(X,r) =0 | <I>1)]

LXEP;

1> e—Az(B(Xm))]

LXEP,

_ / oA (B g, (dx)}
L/ R4

= /Rd 67A2(B(w!r))A1 (dx) ,

where the last equality follows from Theorem 1.2.5. If ®5 is homogeneous of
intensity o, then

E

> 1{®(B(X,r) = 0}] — e A (RY).

Xed,

2.7.2 For Section 2.2

Exercise 2.7.5. Counting points falling in a shape. Points fall at some times
constituting a Poisson point process ® =, o1, on R with intensity measure
A. Their locations are i.i.d marks {Zy,}, ¢, @ R*. For each t € R, let S (t) be
a measurable subset of R?. Show that

i) = ZéT”l {Zn € S(Tn)}

ne”Z
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is a Poisson point process with intensity measure. (We may see S(t) as a
moving shape collecting the points falling in it.)

Solution 2.7.5. The point process P = Y ez O(1,,,2,) 18 Poisson with intensity
measure Mg (dt x dz) = A(dt)Pz (dz). Then ® is an independent displace-
ment of ® through the kernel

p((t,2),B)=1{te B}1{zc S(t)}, tcR,zcR* BcB(G).

If follows from the displacement theorem 2.2.17 that ® is a Poisson point process
with intensity measure

My (df) = /1 {(z€ S} Py (d2)A(dt) = P (Z € S (1) A(dl).

Exercise 2.7.6. Lightning strikes. Lightning strikes at some times constituting
a homogeneous Poisson point process ® = > 1, on Ry with intensity .
Lightning strokes are modelled as discs with centers {Z,}, <, and radii {R,}, <,
which are i.i.d. marks of ®. A tree is modelled by a disc centered at the origin of
radius a. Show that the first time T the tree is hit by lightning is an exponential
random variable of parameter AP (|Z1| — Ry < a).

Solution 2.7.6. The point process counting the lightning hitting the tree

=Y 65,1{|Zs| - Ry < a}

n>1
is a thinning of ®. Thus ® is a homogeneous Poisson point process of intensity
A=)P(|Z)| - Ri <a).
Then 7 is an exponential random variable of parameter A = AP (|Z1| — Ry < a).

Exercise 2.7.7. Antipersonnel mines. Antipersonnel mines are placed as a
homogeneous Poisson point process centered at the origin. Someone walking
straightly away from the origin is injured if he is at a distance lower than a
from a mine. What is the probability that he is injured before reaching a dis-
tance x. Conditionally to this event, what is the mean distance he remained
safe.

Solution 2.7.7. Until distance x from the origin, the number of harmful mines
18 a Poisson random variable of mean A (7ra2 + Zax). Then the harmful mines
constitute a Poisson point process ® on Ry with intensity measure A ([0, z]) =
A (71'@2 + Zax). The probability that the person is injured before reaching a dis-
tance R equals

P (‘b ([O,l’]) Z 1) =1 e_A([va]) =1 e—)ﬂ'raQe—Q)\az.
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The distance along which the person remains safe is the first point X1 of ®. For
any u € [0, ], we have

P (Xy <l ®([0.a]) > 1) =P (@ (0,u]) > 1] &([0,a]) > 1)
_P@(0,u) > 1)
P (@ ((0,2)) = 1)

1— 67)\7“12672)“1“

- 1— e—)\ﬂa2€—2)\am :

Then
E[X, | ®(0,2]) > 1] :/:P(X1 > | ®(0,2]) > 1) du

:x—/IP(Xlgu | @ ([0,2z]) > 1)du
0

—Ama? [T _—2Xau
Tx—e Jo e du

=T - 1— 6—)\71'(126—2)\(1."5
24_ —2X\az
:zix_e—kwa 1 3)\@

1— e—)\ﬂ'a2e—2)\az :

Exercise 2.7.8. Obstacles obstructing communication. Let ® =3 . dx, be
a point process on R? and let {Zn} e be iid. marks of ® where each Z,, is
a random geometric shape. Two fized points A and B in R? communicate if
the line segment [A, B] does not intersect any of the obstacles X, + Zy, n € Z.
Calculate the probability that A and B communicate. Show that this probability
equals

exp (—A (2|AB|E [R,] + 7E [R]]))

when ® is homogeneous of intensity A and Z1 is a disc of random radius Ry
centered at the origin.

Solution 2.7.8. Let I = [A, B] and A be the mean measure of ®. Consider the
point process

= 0x, 1{(Xn+ Zu) NI #0}

ne”Z

counting the shapes intersecting the line segment I. It is a thinning of ®, the
probability of keeping the point at x being

p(@)=P(z+Z)NI#0)=P(zel+2),

where Z, = {—t:te€ Z1}. By Corollary 2.2.7, ®' is a Poisson point process
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with intensity measure A’ (dz) = p (x) A (dz), then

P (A and B communicate) = P (¢’ (R?) = 0)

= e_A/(Rz)

o (= [ v aan)

exp(—E [/Rzl{xel—&—Zvl}A(dx)D

= exp (—E [A (I + 21)]) .

If @ is homogeneous of intensity \ and the shape is a disc of center 0 and random
radius Ry, then

E[A(I+Z1)] = AE[|I + Zi|]
= AE[|I + Z4]]
= AE [2|I| Ry + 7Rj]
=A(2|I|E[R,] + nE [R]]),
where the third equality follows from the fact that I + Zy may be obtained by

translating Z, along the segment I which gives a rectangle of length |I| and width
2R; and two half discs of radius Ry .

Exercise 2.7.9. Policemen catching thieves. We consider policemen and thieves
arriving to some location and remaining there for some duration. The arrival
times of thieves (resp. policemen) is a homogeneous Poisson point process on R
of intensities X (resp. X'). The sojourn durations of thieves (resp. policemen)
are i.i.d. marks of their arrival process of probability distribution Q (resp. Q).
The arrivals and sojourns of policemen are independent from those of thieves.
Sow that the mean number of thieves caught (i.e., meeting a policeman) per unit

time equals
A (1 _E {e—,\/z} ea'r:[z’]) ’

where Z and Z' are random variables with respective distributions Q and Q’.

Solution 2.7.9. Let ® =) _, dr, be the thieves arrival process and consider
the process counting the thieves meeting a policeman

P = Z or, 1 {thief n is caught}
neL

which is a thinning of ®; the probability of keeping the n-th point being
p = P (thief n is caught)

which does not depend on n since, by stationarity, all the thieves have the same
probability to be caught. The mean number of thieves caught per unit time is
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precisely the intensity of the process P

E | (0,4)]
t

where the last equality follows from Proposition 2.2.6.

It remains to compute p. By stationarity, we may consider without loss of
generality that a thief arrives at time 0 and remains for a random duration Z.
Let ® =3, o7, be the policemen arrival process and Z,, the sojourn duration
of the policeman arriving at T],. The thief may be caught either by a policeman
arriving at time T}, € [0, Z], or by a policeman arriving at time T], < 0 such
that T}, + Z;, > 0. Let

—E[®(0,1])] =,

o) =Y o 1{T} €0, 2]}
keZ

be the process counting the policemen arriving at time T}, € [0, Z]. Given Z, @}
1s a Poisson point process with intensity measure

A (dt)=N1{te0,Z]}.

Then )
P(®,(R)=0]|2)=e*7.

On the other hand, let

Oy = 0p1{-Z, < T; <0}
keZ

be the process counting the policemen arriving at time T}, < 0 such that T, +Z;, >
0. It is a thinning of ®', thus its a Poisson point process with intensity

Ay (dt) =N1{t <0} P (-2 < t)
=N1{t<0}P(Z" > —t),

where Z' is a random wvariable with probability distribution Q'. Then

P (), (R) =0) = exp [—/\’ /0 P(Z > —t) dt}

_DZO ’ ’
= exp [—)\’/ P(Z > s)ds} — ¢~ VE[Z],
0
Thus
p=1-E[P (&} (R) = 0,0, (R) = 0| 2)]
—1_E [e—/\’ZefXE[Z’]} —1_E [e—,\'z} o NE[Z']
Therefore the mean number of thieves caught per unit time is

Ap = A (1 —E [e”‘lz] e_XE[Z/D .
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Exercise 2.7.10. Road traffic. Let ® =} _,0x, be a homogeneous point
process on R with intensity A representing the initial positions of vehicles and
let {Zyn},cq be ii.d. marks of ® where Z, is real-valued random variable rep-
resenting the n-th vehicle’s speed. Therefore the position of the n-th vehicle at
time t >0 is X,, (t) = X,, +tZ,,.

1. Show that, for givent >0, ®" =37 _, dx () is a homogeneous Poisson
point process on R with intensity \.

2. Let T, be the time at which the n-th vehicle passes through the origin.

Show that ® =", 0-, is a homogeneous Poisson point process on R
with intensity \E [| Z1]].

Solution 2.7.10. By Theorem 2.2.21, ® = > nez 0(x,,2,) 15 a Poisson point
process on R? with intensity measure A (dz,dz) = A\dazPz, (dz).

1. Let Y, = X,, +tZ, then " =} _, 0y, may be seen as an independent
displacement of ® with respect to the kernel

P(YneB | i)):l{Xn+theB}, BeB(G).

By the displacement theorem 2.2.17, ®' is a Poisson point process on R
with intensity measure

A’(B):/Wl{x—i—tzeB}fX(dm,dz)
:)\/R</Rl{a:eB—tz}dx)le (d2)
:)\/R|B—tz|le (dz)

_ )\/ B P, (dz) = A|B|,
R

where |B| denotes the Lebesgue measure of B. Then ®' is homogeneous
with intensity .

2. Note that T, = —N)Z(—:. Then ® =, ., 67, may be seen as an independent
displacement of ® with respect to the kernel

P(TneBi)):l{—)Z("eB}, BecB(G).

By the displacement theorem 2.2.17, ® is a Poisson point process on R
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with intensity measure

A (B) :/ 1{—E € B}[\(dx,dz)

z

-
- /\/R (/Rl{x c —zB}da;) Py, (d2)
:)\/R|*23|le (dz)

= AIB| [ 1Pz (d) = A|BIB(21].

Then @' is homogeneous with intensity A\E [|Z1]].

Exercise 2.7.11. [99, Lemma 1] Show that we may extend the results of Ex-
ample 2.6.8 to R and also replace the constant intensity of base stations by an
isotropic power-law function r® with —d < a < 8 — d. Show that this general-
ization can be done by simply replacing 2/8 by a/B+d/B in (2.6.1) and NK —?2
by ka/((1 4+ a/d)K®) in (2.6.2), where kq is the volume of the unit-radius
d-dimensional ball.

Solution 2.7.11. The point process of propagation losses o = > nen Oy, may
be viewed as an independent displacement of the point process of base station
locations ® =)\ 0x, by the probability kernel

L (J=])

p(x,B):P( ~ eB>7 zeRY BeB(R,),

where Z = Zy. By the displacement theorem 2.2.17, the point process P is
Poisson on Ry with intensity measure

Mamw:/pwmmnm%x

Rd

:/RdP <Z(|Zx|) € [0,u)> Az|“ de
= A/Rdxﬂh I{MZD < u} |z|“ dzPz (ds) .
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Note that

[ )
- /R 1 {|x < <5;?é } 2| da

:/ 1{|2| < B} 2| do
R4

R T T 27
= / / / / rot a1 6in9=2 ¢, sin? 3 ¢y . . . sin dy_odrdey . .. ddg_1
r=0J¢1=0 ¢a—2=0J ¢

d—1=0
R*te (7 " o d—2 d—3
= / / / Sin®"“ @1 8in%" 7 g ... SN Pg_odo . .. ddg—1
dtaJo=0  Joao=0Jpa1=0
Rd+a 1 0 T 27
=3 d / / / / r4=1sin?"2 ¢ sin? 73 g . . . sin @g_odrdey . .. ddg_1
ta Ji—o ¢1=0 ba—2=0 J$pq—1=0
RdJra
= dr ad X Kd,

1
where R = % and the third equality is due to a change of coordinates from
Cartesian to spherical; that is

r1 = 7 COS P1
ZTo = 7 Sin (1 COS P2
T3 = 7 8in ¢ sin g9 cos ¢3 (2.7.1)

Tq =rsing;sings...sinoq_1,
where r € Ry, ¢y1,...,dq—2 € [0,7], pa—1 € [0,27) whose Jacobian equals

=1 6in?=2 ¢y sin? 3 ¢y . . . sin dg_odrdey ... ddg_1. (2.7.2)

Rd+a
(dJrad X Iid> Pz (ds)

Rd ad a4 d
:)\7/ (su)?" B Py (ds) =aus ™7,
(14 2)Kdte Jp,

de=r

Then

M (0.0) = [

Ry

where
Kd

S R
2.7.3 For Section 2.3

Exercise 2.7.12. Let (Q, A, P) be a probability space, ® be a homogeneous point
process on R of unit intensity, Z be a nonnegative random variable, T € R4
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and
L = Z@([O,T])e—(Z—I)T.

Show that the measure @@ defined by
Q(A)=E[Lx1y], AcA

is a probability and that under @, ® restricted to [0,T] is a Cox point process
with directing measure A (dt) = Z x dt.

Solution 2.7.12. Note that
Q(Q) =E[L]
[Z<I>(0T) —(z— 1)T}
—E[ -(z-1)Tg {Z«y([o:r) | ZH
- E [67(271)%( 71)T} -1

then Q is a probability. Under Q, the Laplace transform of ® restricted to [0,T
equals

T
L x exp (—/ fd@)
0

)

T
=E | 720D = (Z-DT exp (—/ fd@)]
0
T
z200TD) exp (— / fd<I>>
0
T
exp (—/ (f —10gZ)d<I>>
0
T
=E ef(Zfl)T X exp (/ 1— ef[f(t)flog Z]dt>‘|
0

E

_E |77 o g z

—E|e ¢ VT x g 7z

—E |exp ( /T (1-e1®) Zdt>
0

which is the Laplace transform of a Cox point process with directing measure
A(dt) = Z x dt.

Exercise 2.7.13. Let ® be a point process on a l.c.s.h. space G. Show that if
® is simple, then P (® (B) > 2) < E [@® (B?)] for any B € B(G).

Solution 2.7.13. If ® is simple, then for any B € B(G),
P(®(B)>2) =P (3(r,y) € B2 £y, 0({z}) > 1,0({y}) > 1)

=P (3(@,y) € B2: 0 ({(z,)}) = 1

1{3(z.y) € B: 0O ({(z.9)}) = 1}]

[
<B|[ @-b) 0 e@n] =B [s® ().
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2.7.4 For Chapter 2

Exercise 2.7.14. Average of total received power. Let ® = > ., dx,, be
a point process on RZ with mean measure Adx representing the locations of
transmitters and let

Ie=Y Pux (K|X,—y) ™’ x 1{|X, —y| > ¢}
nez

be the total received power at location y € R? excluding transmitters which are
closer than distance € > 0 to the receiver.

1. Show that
27T)\Ptr

Discuss the motivation of the assumption € > 0 and 8 > 2.

E[L] = (2.7.3)

2. Assuming € = 1/K, show that

27 APy

E[l/x] = m

Interpret the choice € = 1/K observing the value of the received power at
distances r < 1/K.

Solution 2.7.14. 1. Consider a location y € R?,

o= 0 PulK X, =) 11X =9l > h = [ (@)@ ().

nez

where f (z) := Py (K |z —y|)7P1{|z — y| > €}. By Campbell averaging formula
E[l]= [ f(z)Ms(dz)
R2
= f(x) Adx
R2
= )\PtrK_B/ lz—y| P 1{|lz—y| > e} da
R2
_ )\PtrK‘ﬂ/ 2?1 {|z| > ¢} da
R2

(o)
= )\PtrK_BQﬂ'/ rP1{r > e} rdr
0

27T)\Ptr

_ -8 - 1-p8 _
=2mA\P,. K /6 r—Pdr = (B=2)P2KP

Then the assumption € > 0 and § > 2 ensures that E[I.] < co.
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2. Fore=1/K, we get

2T APy,

E[I = .
[ 1/K] (5 — 2)K2

For a distance r < 1/K, the received power Pu. > Py which is physically

meaningless. Taking e = 1/ K, avoids this drawback.

Exercise 2.7.15. Laplace transform of total received power. Consider the
setting of Exercise 2.7.1/ and assume moreover that ® is a Poisson point process
on R2. Show that the Laplace transform of I = Iy is equal to

2/B
L&) =E [6_51] = exp —/\W;?; r (1 — ;) §2/B1 ,

where T(t) = [;° s'~te~*ds.

Solution 2.7.15. At a given location y € R2,

=Y PulE 1%, =) = [ (@)@ (o).

nez

where f (z) := Py(K |z —y|)~”. By the Laplace transform expression of Pois-
son point processes

B[] =E [67 Jr2 5f(r><1>(dm)}

= exp / (1 — efgf(z)) )\d:z:]
L JR2

= exp _—/\ (1 - eiEP”(lefnyﬁ) dx}
i R?

= exp -—)\/ (1 - e_gp”(le‘)fﬂ) dx]
I R?

= exp —)\277/ (1 — e_gp“KfﬁTfﬂ) rdr] .
L 0

Making the change of variable v = (fPtrK*B) =P that is

= (€Puk ) 105,

1
dr = (fPtrK_B)l/B (_5U_1_1/ﬁ) dv,
we get

/ (1= e rdr = (6P ) l/ (1-e) v "2/Ady,
0 B Jo



100 CHAPTER 2. BASIC MODELS AND OPERATIONS

Integrating by parts, we get

/000(161))@—1—%(1@[(1@@)) (25 )]O/O e <25
:5/0 oy ﬁdv—’gF(l—;).

u\m
m\tv

o

Thus

E[c~¢] = exp [_/\271' (EPaK™ )2/5 ;g (1 - ;)]

2/
_ By T 1,2 IS
K? B

which is consistent with (2.6.5).

= exp

Exercise 2.7.16. Fading versus fading-less.

1. Let ® =3 _,0x,, be a Poisson point process on R? with intensity mea-
sure A. Assume that A has a density \ in polar coordinates; i.e., if x € R?
has polar coordinates (r,0), then A(dx) = A(r,0)rdrdd/(27). We assume
that A is bounded. Let {Z,}, o, be an independent sequence of marks of ®.
These marks are i.i.d with probability distribution H on Ry such that
fR+ ! = H (dy) < oo. For allm € N, let X! = Z,X,, (with the usual

convention for the multiplication of a wvector by a scalar). Show that
P = ZnEZ dx: a Poisson point process on R2. Give its intensity measure.

2. Let B> 2. Let ® = ) _,0x,, be a Poisson point process on R2 with
intensity measure A, with the same properties as in 1. Let {Z,}nez be a
sequence of marks of ®, representing fading variables, i.i.d. with probabil-
ity distribution G on Ry.. Let I (0) be the shot noise of ® for these fading
variables: I(0) = ZneZ\XZﬁ' Use 1. to show that, under appropriate
conditions on G, there exists a Poisson point process ¥ = 3 _, 0y, on
R? such that I(O) has the same distribution as the fading-less shot-noise
J0)=>cz ‘Y TALE Give the intensity measure of .

Solution 2.7.16. 1. The point process ® may be seen as an independent dis-
placement of ® by the kernel

p((T,Q),AXB) :P(Z()?”EA)].{@GB}, AEB(R+),BEB([O,27T)).



2.7. EXERCISES 101

Its mean measure is given in polar coordinates by

i/ / p((r,0), A x B) A(r, 0)rdrdd
27 Joe(o,2m) Jrer,

1

—/ / P (Zor € A) A(r,0)rdrdd

27 Joen Jrer,

= i/ / / 1{yr € A} H (dy) A(r, 0)rdrdd
271 Joen reRy JyeRy

1 1
= 7/ / / — H (dy) A (”,9) vdvdd
2m 2
0eB JuecA JycRy Y Y

where the last equality follows by the change of variable r — v = yr. Hence Meg:
admits the density

qu (A X B)

N(v,0) = /ye]R+ A (Za) yiQH(dy) (2.7.4)

The above integral is finite since A is bounded and fR+ U%H (dy) < co. Then

Mg is locally finite. By the displacement theorem 2.2.17, ®' is a Poisson point
process with intensity measure Mg .

2. Note that 2 )
MURD RS S
S )

where Y, = Z;l/ﬁXn =T,X, withT, = Z{l/’ﬁ. By Question 1, if
E[T;%] =B |2"] <o,
then W =% _, 0y, a Poisson point process on R? with intensity measure having
density (2.7.4) with H the distribution of Zo_l/ﬁ,
In the special case where \(r,0) is a constant, denoted by X\, we get that
U is a homogeneous Poisson point process with intensity \E [Zg/ﬂ], which is
consistent with (2.6.2).

Exercise 2.7.17. Let ® =) _,0x, be a homogeneous Poisson point process
on R? of intensity \ € R% representing the location of transmitters. Consider
an attenuation function of the type I(r) = v? and a fized transmission power
P e Ry, Let X* be the point of ® which is the closest to the origin.

1. Let M = ﬁ be the power received at 0 from X*. Show that the distribu-

tion of M is Pareto-like; namely, has a tail distribution function equivalent
to C/t7, with C € RY. and v € R, when t tends to infinity.

2. Let M = ‘)I;*Zlﬁ where Z is an exponential random variable with unit mean.

Discuss the tail of M.
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3. Let R be a positive real number and let X*(R) be the point the closest

to the origin and outside the ball B(0,R) of center 0 and radius R. Let
Mpg = ﬁ where Z is a nonnegative random variable. Show that if Z
is light-tailed, then so is Mg. (A random variable is said to be light-tailed
if its cumulative distribution function decreases exponentially fast.)

Solution 2.7.17. 1. Consider,

o5 )) o

(Note that the above result is consistent with (2.6.3).) Now, we use the approz-
imation exp [f)wr (%)Wﬁ] =1-Ar (%)2/6 +o ((%)2/6» for large enough t,

and obtain
P(M >t)=Ct%/5.

This implies that the law of M is Pareto-like, with v = 2/f. (Note that AxP?/?
gets absorbed in the constant term C'.)

2. We have
PZ
> = _ >
P(M>t) P<|X*|B _t>

Pz 2
= / P (,@ > t> 2 Are ™ dr
R, r
B
= 277)\/ P (Z > W) re= A dr
R, P

B 2
:271')\/ e P e N rdr,
Ry

where for the second equality we have used the distribution of Ry = |X*| (from

part 1 of Ezxercise 2.7.23). Now using the change of variable y = %, we obtain

27\ [ P\Y? yP 2/
P(M>t)= %)‘ (t) /R e—yyz/ﬁ—le—m(T) de.
+

From the monotone convergence theorem, we have that for large enough t,

21 (P’
P(M>t)~ % <t> /R e Yy Py
+

orh (P\Y? /9
5<t) F(g)’
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which shows that the distribution of M is again Pareto-like with ~v = %
3. First we find the distribution of | X*(R)|, forr > R

P(X"(R)| <r)=1-P(X"(R)| >r)
— 1 - P(®(B(0,)\B(0, R)) = 0)
=1 e—ATl’(T‘z—RZ)'

Forr < R, we have P(|X*(R)| <r) =0. Now, consider

P<MRZt>:P(ucf<§>|ﬁ2t>

_ /R kK (lX*sz%)lﬁ > t) 2P (ds)
-/ kK <|X*(R)| < (T)W> P(ds)
-/ ~ [1_6“((‘?‘)2”’%2)} P(ds)
()"
< [" o (2) patan

p\2/B poo
= A7 (t) /mﬁ s?/PP z(ds).
P

In the above analysis, we used 1 —x < e~ to obtain first inequality. Now having
Z light-tailed, is a sufficient condition for Mg to be light-tailed.

Pz(ds)

Exercise 2.7.18. Let ® =) _,0x, be a homogeneous Poisson point process
on R? of intensity \ € R independently marked with i.i.d. nonnegative random
variables {Z, }nez. Let R be a positive real number. Give the Laplace transform
of
Zy,

Ig =) 1{X, € B(0O,R)} TR

neZ

for a general measurable function l: Ry — R,

Solution 2.7.18. By definition of the Laplace transform

L1,(s)=E [e’SIR] -E [e—sEnEZ 1{X,LeB(0,R)}M§(77;U] .

Now using the Laplace functional for Poisson point process, P = Y onez OX 0. Zo s
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with f(z,p) = s1{z € B(0,R)} ﬁ, we get

L1(s) = exp (_/ [1 _ e—sl{wEB(O,R)}ﬁ} Mg (dx x dp))
R2xR4

= exp (— /B(O,R) /]R+ [1 — e‘sﬁ} PZ(dP)Ade)
([ [ (i) )

exp ( /OR /0% {1 . <l5~)ﬂ Ad&rdr)

= exp (—27r/\ /OR [1 — Lz (l(j"))] rdr)) )

where Lz denotes Laplace transform of Z = Z.

Exercise 2.7.19. Time evolution of users’ locations. Consider the context
of Example 2.6.9. Assume moreover that the duration of the call arriving at
location X, is an exponential random variable Z, independent of any thing else
with mean 1/ for some p € RY.. At time 0, the users’ locations is assumed to
be a Poisson point process g = dxo with intensity measure Ao on R2.
Show that at time t € Ry, the point process of users’ locations

=Y 1{T, € (0,],Z, >t —To}ox, + > 1{Z) >t}oxo  (2.75)
nez nez

is a Poisson point processon R? with intensity measure

Ma, (dz) = A (dz)

(1—e™™) 4+ Ao (dz) e,

A(dx)

Deduce that when t — oo, Mg, (dz) — =

Solution 2.7.19. By Theorem 2.2.21,

d = Z O( T, X Z)

neZ
is a Poisson point process on R x R? x R, with intensity measure
Mg (dt x dz x dz) = dt x A (dz) x Pz, (dz),

where Pz, is the probability distribution of Zy. By Corollary 2.2.7, the thinning

S U{T, € (0.4, Zn >t — T} 6z, x,.2,)
nez
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is a Poisson point process on R x R? x Ry with intensity measure
1{s€ (0,t],z>t—s}ds x A(dx) x Pg, (dz).
Then, the projection process

Of = 1{T, € (0,4],Z, >t — Ty} 0x,
nez

is a Poisson point process on R? with intensity measure
t
Mg (dz) = A(dx)/ P(Zy>t—s)ds
0

A (dx)

t
= A(dx)/ e =) s =
0

Similarly,

O = 1{Z) >t} oxo
neL

is a Poisson point process on R? with intensity measure
Mgy (dz) = A (dz) P (Zo > t) = Ao (dx) e M,
Since Mo, = Mgr + Mgo, we get the announced expression (2.7.5).

Exercise 2.7.20. Thinned Poisson point process. Let ® be a homogeneous
Poisson point process on R with intensity A € R% . The points of ® are in-
dependently thinned with the fized thinning probability p € (0,1). Let ¥ be the
point process on R? obtained by the thinning of ® with retention probability p.
Show that ¥ and V' = ®\V are independent Poisson point processes. Give their
ntensity measures.

Solution 2.7.20. Let ® =), dx, and let Uy, Uy, ... be a sequence of i.i.d.
random variables independent of ® uniformly distributed in [0, 1], then

U=> 1{Uy <p}bx,, ¥ =) 1{Us>p}dx,.

keN keN

Let B,B' € B (Rd) and o, o’ € Ry, and note that

al (B) + o'V (B') =Y " (a1 {Ux < p, Xx € B} + o/1{Uy > p, X}, € B'})
keN

Z f (Xk’ Uk) )

keN

where
f(z,u):=al{u<p,x€B}+d1{u>p,xe B}
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is a cumulative shot-noise with marks. Then it follows from Ezample 2.4.7(iii)

that
B [ ¥ B ()] Z o [_ /@, (1-B[ere0]) /\dx}

= exp [— /B (1-E [e-ort=rH) nda
_ / (=B [ Adx]

~ exp [_ /B (1-B[e-erwrsn]) Adx}
exp [ [ (1-B[enrwen]) Adx]

=E [ea\l’(B)} E {eo‘/‘pl(B/)} ,

which shows that ¥ (B) and V' (B') are independent. This being true for all
B,B' € B(RY), it follows that ¥ and W' are independent. By Corollary 2.2.7
they are homogeneous Poisson point processes with respective intensities pA and
(I-p)A

Alternative solution. Here we provide a combinatorial argument. Con-
sider the point process V. Since W is obtained from ® by thinning, Vk € N*,
VAy, Ag,..., Ax € B(R?), the random variables W(A1),¥(As),..., U(Ay) are
mutually independent. In order to show that ¥ is a homogeneous Poisson point
process with intensity p\, it remains to show that, for A € B(R)

oAl (pA|A])*

P(U(4) = k) = el

where |A| is the Lebesgue measure of A. Consider,
P(U(A)=k) =Y P(¥(A) =k O(A) =n)
n=k
= Z P(U(A) =k | ®(A) =n)P(®(A) =n)

Z _ p)n=i)e-ala) AAD"
kl

n!

o0

T p/\\A| Z 1— )\|A|)

_ oAl (pA |A])* S(1-PAA| _ Al (P |A])*
k! T

This establishes that ¥ is a homogeneous Poisson point process with intensity



2.7. EXERCISES 107

pA. Similarly, we can show that ¥’ is a homogeneous Poisson point process
with intensity (1 — p)\. Next, we address the issue of independence of ¥ and
W', Consider,

P ((A) = k1, W'(A) = ko) = P(U(A) = k1, ®(A) = ky + k)
—P(U(A) = hy | B(A) = iy + ko) P(B(A) = by + k)

_ (it k2)!pk1(1 p)kreAAl (A At
k1lko! (kl + ]{ig)'
_ oAl (pAA]™ o~ (1-p)A[A| ((1 =p)A]A])*F
k! ko!

— P(U(4) = k)P(V'(A) = k).

This proves that ¥ and W' are independent.

Exercise 2.7.21. Independent thinning of a Poisson point process. This exer-
cise generalizes the result of Exercise 2.7.20. Let ® be a Poisson point process
of intensity measure A on RY. Consider its independent thinning ®, where
p : RY — [0,1] is some measurable function representing the retention func-
tion (i.e., given ®, each point X € ® is erased with probability 1 — p (X) inde-
pendently from the other points).

1. Using Laplace transforms, show that ® is a Poisson point process of in-
tensity A(dx) := p(x)A(dz).

2. Show that the removed points & — ® form also a Poisson point process of
intensity (1 — p(x))A(dz). Moreover ® and ® — & are independent. Use
the Laplace transforms.

Solution 2.7.21. Let G = R<.

1. Let Uy, Uy, ... be a sequence of i.i.d. random variables independent of ®
uniformly distributed in [0,1], the thinning of ® is defined as

= "1{Us <p(Xx)}x,.

keN
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The Laplace transform of ® is given for all measurable f : G — R, by

where f () =

Lo(f)=E :exp ( /G fdéﬂ

=E |exp <— Z 1{Up <p(Xp)} f (Xk)>1

keN

-F H el{Uk<P(Xk)}f(Xk)]

LkeN
—E H e~ HUk<p(Xi)} f(Xk) (I)‘|
keN
=E ][] (1 = p(Xk) +p(Xk) ef(X’“))]
LkeN

—E eXp( /fd@)} = Lo (f)

—log [1 —p(z) (1 — e F@)]. Since ® is Poisson

_ ( (e dA)

exp< 1 fe*f@f))) ( )A(d:z:))

which is the Laplace transform of a Poisson point process of intensity measure
A. The characterization of a Poisson point process by its Laplace transform
completes the proof.

2. Clearly ® — ® has the same distribution as a thinning of ® with retention
function 1 — p. Then by Point 1, ® — ® is a Poisson point process of intensity
(1—=p(z))A(dx). In particular, its Laplace transform is given for all measurable

gZG-}R+ by

Laca ()= (- [ (1= )= plo an)).

In order to show that ® and ® — ® are independent, it is enough to show

that

E |:€_ f@ fd&)_fG gd(‘I’—‘i):| = ﬁé (f) Acq),(i (g) ’

for all measurable functions f,qg: G — R,. Observe that

/Gfdti)+/ng <<I>—<f>) = Z(l {Up <p(Xp)} f(Xy) +1{U > p(Xp)} g (Xi))

keN

= (X, Up),

keN
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where
¢ (z,u):=1{u<p()}f(z)+1{u>p(x)}tg(z).

Note that & = > ken O(x,,up) is obtained from ® by independent (and even i.i.d)
marking. Then ® is a Poisson point process with intensity measure

Mg (dz x du) := A(dz)du.
Then it follows from the Laplace transform of Poisson point processes that

E [e— Jy fad— gd(@—‘i)}

/ l/ (1—e/@)du —|—/ (1—e 9@ duy A(dz))
G [/10,p(x)] (p(x),1]

oo (- [ [(1—e*f<w (@) + (L= p() (1= 2] AGa))

eXp< / [ /[ ¢~ U@} /(@) 1 {u>p(®)} o)) gy A(dz)>
G
(f)

Exercise 2.7.22. Li.d. shifts of points. Let ® = .. dx, be a homogeneous
Poisson point process on R? of intensity \ € R%. Let {Z,}nen- be a sequence
of i.i.d. R¥-valued random variables which are independent of ®. Show that

\I/d: > n0x,+2, is also a homogeneous Poisson point process of intensity X on
Re.

Solution 2.7.22. The point process ¥ = ) . 0x, 4z, may be viewed as an
independent displacement of the point process ® =3 0x, by the probability
kernel given by, for x € R?, B € B (Rd),

neN*

p(x,B)=P(x+ 2, € B)=Py (B—1x).

By the displacement theorem 2.2.17, the point process W is Poisson on R® with
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intensity measure given by, for A € B (Rd),
(z, B) Addx

)\/ Py, (B—2x)dx

£ [/Rdl{yeB—x}le(dy)} dz

)\/Rd [/Rdl{yeB—m}dx]le(dy)
= [ 1B1P2, (@) = A1,

where |B| is the Lebesgue measure of B. This implies that U is a homogeneous
Poisson point process of intensity .

Exercise 2.7.23. Points closest to origin. Let ® be a homogeneous Poisson
point process on R? of intensity \ € R%.

1. Let Ry be the distance between the origin and the point of ® which is the
closest to the origin. Compute the probability density function of R;.

2. Let Ry be the distance between the origin and the point of ® which is the
second closest to the origin. Compute joint probability density function of
(R1, R2).
Solution 2.7.23. 1. We have that,

P(Rl STl):l—P(Rl >T1)
— 1~ P(B(B(0,r)) = 0)
=1—¢e i,

Differentiating the above expression with respect to r1 gives the probability den-
sity function of Ry

2
fr,(r1) = 27Are™ 1 1 € Ry
2. We consider two cases:
o 0 S T2 S T1,

P(Rl >ry, Ry > 7‘2) = P(Rl > Tl)P(RQ > 719 | Ry > 7”'1)

= P(Rl > 7“1) = B_ATW%.
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e 0<r <ro,

P(Rl >y, Ry > 7“2)
:P(R1 > Tl)P(RQ > 9 | Rl > 7‘1)
=P(®(B(0,r1)) = 0O)P(2(B(0,72)\B(0,11)) <1 | 2(B(0,71)) = 0)

a2 [ 2 2 _ 22
—e ATy e Am(rs T1)+)\7T(7"§—7’%)6 Am(rs—ry)

2 2
= e M2 4 (12— r2)e Az,

The joint probability of other partitions, e.g., P(Ry < r1, Ry > 12), can be
obtained in a similar manner. Differentiating the above expression with respect
to r1 and ro respectively, we get the joint probability density function of Ry and
Ry

le,R2 (r1, 7‘2) = 4)\27727“1T2€_)\7rr§1 {Tl < 7“2} .

Exercise 2.7.24. n-th closest point. Let ® be a Poisson point process on R?
with intensity measure A. Compute the distribution of the distance R, from 0
to the n-th closest point of ®.

Solution 2.7.24. Recall that ®(B(0,7)) is a Poisson random variable with
mean A(B(0,r)), then

=

P(R,>r)= P(@(B(Oﬂ")) <n-1)= e—A(B(o,r)) 7A<B(Ig’ T))k.
k=0 ’

n—

Exercise 2.7.25. Vanishing shot-noise. Let ® =}, _\. dx, be a homogeneous
Poisson point process on R? with intensity A € R and let Zy,Za,... be a
sequence of i.i.d. monnegative random variables independent of ®. Assume that
P(Zy >0)>0. Let

1= Zrg (1Xkl),

keN

for some measurable function g : Ry — Ry. Show that P (I =0) > 0 if and
only if g has bounded support (i.e., g(r) =0 for all r > R for some R > 0).

Solution 2.7.25. Note that I is a cumulative shot-noise with marks. Let
supp (g) be the support of g. Then by Example 2./.7(iii)

P(I=0)=exp [—)\/]RQ P (Z1g(Jz]) > 0) dx]

= exp [—27r)\P (Z1 >0) /OOO 1{g(r) >0} dr]
= exp [-27AP (Z1 > 0) |supp (9)|] -

Then P (I =0) > 0 iff supp (g) is bounded.
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Exercise 2.7.26. Let ® = ) _,0x, be a Poisson point process of intensity
measure A on R? representing the locations of transmitters at time 1. At time 2,
the points of ® move independently according to some Markov kernel K : R2 —
R? such that
K(z,A)A(dz) < oo,
R2

for all bounded A € B (R2). That is the point at X,, at time 1 mowves to a point
Y, sampled according to the kernel K(X,,.) independently of everything else.
Let @ =5 _, dy, be the point process of the locations of transmitters at time
2.

neZ

1. Let I; be the interference created at the origin of the plane by these trans-
mitters at time j € {1,2}; that is

1 1
1 =) v =) oo
LI T L
where I : Ry — Ry is a given measurable function. Give the joint Laplace

transform of (I1, Iy) and the covariance of (11, Is).

2. Same question when

=2

nez

llX\ ZlIYI

where {th}je{m},nez form an i.i.d. collection of random variables with

common probability distribution Pz on Ry independent from ® and V.
Solution 2.7.26. 1. For any t1,ts € Ry, consider,
L, (t,ts) = Ele” 20

r 1 1
—E et Znez mtan —t2 Znez m}

- E e—tl ZnEZ 7[(&”\) H e_l(?f/)K(Xn,dy):|
L n€Z JR2

_E _exp< Zz o (/R e—zJ%K(Xn,dy)»] .

Now using the expression (2.1.1) of Laplace functional for Poisson point pro-

cesses with f(x) = (Irl) — log (fR2 e*l(tli.iUK(x,dy)), we get
A(dz))

t2
,%+log (f 2 eimK(:mdy))
Lr1,.1,(t1,t2) = exp ( /RZ [1 _ ¢ WD R

— exp (_ /R [1_6—1& /R e—ﬁ%K(x,dy)] A(dm))
— oxp (/R [1/1@ G&M%K(x,dy)} A(dx)).
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Next, consider

o 1 _t; __tp
— — TUT=D WD K A .
atlﬁIl’IZ(t17t2) ﬂ[h[z(tl,tg) |: /]RZ /]R2 l(|$|)e (l’,dy) (d.'E)

Therefore,

0 1
E[Il} = _87751‘611,12(751’t2)|(t1,t2):(070) / (|I‘)A(d$)

Similarly,

(9 1 ty ta
— — TU=D WD K A .
at2[’11712(t1’t2) £11712(t17t2) |: /]R? /]Rz l(|y|)e (a:,dy) (dl‘)

This implies that

0 1
E[L] = _%511712(t17t2)‘(t1,t2):(0,0) = /}R2 /R2 7l(|y|)K(:ﬂ7dy)A(dx).

Observe that

82 1 __t1 __ta
——L L (T, t2) = L LI (1, / / W=D~ 1wh K ,d A(d :|
8t26t1 I,I ( 1 2) Iy,1 ( 1 2) |: w2 Jre l(|y|)€ (l' y) ( LE)

UR /R Z(|i|)ef“%””7“%ff (z, dy)A(dx)]
T Loyt 1) UR /. W@‘”i“‘“ti”m,dymmx)} |

Following similar analysis, we get

82
E[Ilfg] oty 8t Lh,lz(tlﬁt2)|(t1,t2):(0’0)

= Jo i [ fo <m0

Now we can obtain covariance of (I1,1I2) as follows

cov(ly, I5) = E[[1I5] — E[L]E[5] = /11%2 /R2 R |y| K (x,dy)A(dr).

2: Following steps similar to analysis part 1 and invoking Laplace functional
for Poisson point processes, ) ., 6 x,,.zi» we obtain

L1, 1,(t, t2) = exp [_ / / <1_ / / elt(lil)ltf;%PZ(dSQ)K(x,dy)> PZ(dsl)A(d:c)].
RrR2 JR, RrR2 JR,

In this case, we obtain

K(z,dy)A(dx).

cov(ly, ) =
r2 Jr2 1 |y|
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Exercise 2.7.27. M/GI/co system. We consider a system where users arrive,
remain for some time, then leave. The user’s arrival instants to the system are
modelled by a homogeneous Poisson point process on R, say ® =3 ., dx,, of
intensity A € R with the usual convention

<X <X <0< X1 <Xy <

The sojourn duration of the user arriving at X,, is modelled by a random variable
denoted by Z, € Ry. The point process

b = Z 5(szn)

neN

1s assumed to be an i.i.d. marked point process in the sense of Definition 2.2.18.
The number of users in the system at time t is

Y (t) =) 1{X, <t <X, +2Z,}.
nez

Show that:

1. For allt € R, Y (t) is a Poisson random variable of mean \E [Z;].

2. Forallte R,T € Ry,

cov(Y (£),Y (t+ 7)) = AE [maX(Zl - T)ﬂ = )\/OC P (7, > 2)dz,

where 7 := max (z,0).

3. The point process of departure times

D= Z 0Xp 42,

ne”z

is a homogeneous Poisson point process of intensity .
Solution 2.7.27. The mean measure of ® is given by (2.2.8)
Mj (dz x dz) = Pz, (dz)Mgs (dx)

which is clearly locally finite. Then it follows from Theorem 2.2.21 that ® is a
Potisson point process.

1. Letting
A@)={(z,2) eRxRy:x<t<z+2z},

then 3
Y (t)=2(A())
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is a Poisson random variable of mean

M (A (1) = /A P (@)

:/ P(Z, >t—x)Mg (dz) .

Assume now that ® is homogeneous with intensity A € R Then

M (A(t))—A/t P(Z, >t —z)dz

— 00

= )\/DOP(Zl > u)du = AE [Z1].

2. We deduce from Proposition 2.4.6, that

cov(Y (t),Y (t+ 7)) = cov(® (A (1)), D (A(t+7)))
=Mz (A@t)NA(t+T))

_ /A s, P ()
A e
. A/TOO (2= 1) Py (d2)

- /\/ODO (== 1) Py (d2)

= |(z1-7)"].

On the other hand,

B [(Zl - T)ﬂ =E[(Z1 - 1) 1{z,5n)]

Zy
/ dzl{Zl>T}‘|

=E [/ 1{Z<Zl}dz} :/ P (Z, > z)dz.

8. For any measurable A C R, D(A) =3, ., 1{X, +Z, € A} = 0 (fl)
where

=E

A={(z,z) eRxRy:x+2z€ A}.
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Note that
M (21) - / AP, (dz)dz
A
=\ </ dm) Pz (dz)
R4 A—z
= )\/ |A—z| Py (dz)
R
=A |A| Pz (dz) = A|4],
Ry
where |A| is the Lebesgue measure of A. Moreover, if Ay, ..., A, are dis-

joint measurable subsets of R, then Ay, ..., A, are disjoint, then D (Ay) =
P (1211> s D(Ay) = P ([ln) are independent random variables of re-

spective means Mg (;11> = AA4,..., M (fln) = M\|A,|. Therefore the
departure process D is a Poisson point process on R with intensity measure
Adz; i.e., a homogeneous Poisson point process of intensity .

Exercise 2.7.28. Spatial M/GI/oc system. Points are dropped in R? according
to a homogeneous Poisson point process ® = ) _, dx, of intensity A € RY.
We associate to each point X, of ® a subset Z,, of R?. The point process

o = Z (X 20)

neN

1s assumed to be an i.i.d. marked point process in the sense of Definition 2.2.18.
We consider X,, + Z,, as the geographic zone covered by X,,. The number of
points of ® covering a given location t € R? is

Y ()= 1{te€ X, + Zn}
neZ

as depicted in Figure 2.5. Show that for allt € RY, Y (t) is a Poisson random
variable of mean AE[|Z1]]. (This is a spatial extension of Fzercise 2.7.27.)

Solution 2.7.28. The mean measure of ® is given by (2.2.8)
Mg (dz x dz) = Pz, (dz) Mg (dz) ,

which is clearly locally finite. Then it follows from Theorem 2.2.21 that ® is a
Poisson point process. Letting

At)={(z,2):zeRY2CR :tex+2},

then ~
Y(t)=2(A(1))
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Y(t) =0

/

Figure 2.3: Spatial M/GI /oo process.

- Y(t)=3

18 a Poisson random variable of mean

M (A (1) = /A Pt (d2)
:/ P(t -z € Z))My (dz) .
R4

Assume now that ® is homogeneous with intensity A € R Then
MEIS (A (t)) =)\ P(t—x S Zl)dx
Rd

=A[| PueZ)du=X\E[Z]].
R
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Chapter 3

Palm theory

3.1 Palm distributions

Lemma 3.1.1. Let ® be a random measure on a l.c.s.h. space G. There exists
a unique o-finite measure Co on G x M (G) characterized by

Co(BxL)=E[®(B)1{®c L}, BeB(G),LcM(G). (3.1.1)
This measure is called the Campbell measure of ®.

Proof. Let R be the class of all finite disjoint unions of sets of the form B x L
where B € B(G),L € M (G). Note first that R is an algebra of sets. More-
over Cg is o-finite on R [52, §10.1]. Indeed, let {B,}, .y be a sequence of
sets in B, (G) covering G, and let Ly, = {p € M(G): u(By,) <n}. Since
Co (Lyyn X By) = fLmn w(Bn)Po(du) < nPo(Lpmy) < n, then Cgp is finite
on each set L., x B,. These sets cover M (G) x G, since for any given
(u,2) € M(G) x G, there exists some m such that B,, > x, and since y is
locally finite, we can find some n such that u(B,,) < n.) Then it follows
from the Carathéodory’s extension theorem [44, §13 Theorem A] that Cs ad-
mits a unique extension on ¢(R), which is precisely the product o-algebra on
G x M (G). O

Note that, for B € B (G),
Cs (B X ML(G)) = B[ (B)] = Mo (B).

That is the mean measure Mg is the projection of Cy onto G.

The measure Cg is o-finite by Lemma 3.1.1. Since (M (G), M (G)) is Pol-
ish [52, §15.7.7], if Mg is o-finite, then it follows from the measure disintegration
theorem 14.D.10 that C4 admits a disintegration

C¢(B><L):/P§)(L)M¢>(da:), BeB(G),Le M(G),  (3.1.2)
B

119
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where Pj, (+) is a probability kernel from G to M (G) called the disintegration
probability kernel of Ce¢ with respect to M. Moreover, the disintegration prob-
ability kernel {Pg (-)}, is unique almost everywhere with respect to Mg. This
means that we may modify the choice of P (-) for « within a set of Mg-measure
0 to obtain another disintegration probability kernel.

Definition 3.1.2. Let ® be a random measure on a l.c.s.h. space G with o-
finite mean measure. Let Py, () be a disintegration probability kernel of Co with
respect to Mg. Then PZ () is called a Palm distribution of ® at x € G and
{P%},cq i called a family of Palm distributions of ®.

Remark 3.1.3. Note that, for given L € M (G), Co (- x L) < Mg (-). Then
Equation (3.1.2) shows that Py (L) is the Radon-Nikodym derivative of Co (- x L)
with respect to the mean measure; that is

P, (L) = dff}é;b?f )

Definition 3.1.4. Let ® be a random measure on a l.c.s.h. space G with o-
finite mean measure. Let {Pg}, . be a family of Palm distributions of ®. Since
for all x € G, P% is a probability measure on M (G), it can be identified with
a probability distribution of some random measure, say P, often called Palm
version of ® at x. The collection {®,}, ¢ is the family of Palm versions of ®.

Note that we may modify the choice of ®, for x within a set of Mg-measure
0 to obtain another family of Palm versions of ®.

Remark 3.1.5. The probability space on which ®, is defined is not important.
Nevertheless, in order to simplify the notation, we aim to use P (-) and E[]
for the probability and the expectation respectively with respect to ®, writing
for exzample P§ (L) = P (2, € L), or [ f (1) P (dp) = E[f (2,)]. To do
so, we suppose that ®,, is defined on a suitable extension of the probability space
(22, A, P) on which ® is defined. Note that this extension of the probability space
has no impact on the joint distribution of ® and ®,.

Example 3.1.6. Palm version of a deterministic measure. Let u be a deter-
ministic o-finite measure on a l.c.s.h. space G and let ® = p. Then Mg = p
and Cy (B x L) =p(B)1{p € L} = pu(B) 6, (L). Thus, we may take P§ =4,
(x € G) as family of Palm distributions of ®; which gives the Palm version
O, =p forallx € G.

Remark 3.1.7. Note that if P(® € L) = 1, then Co (B x L) = E[®(B)] =
Mg (B), thus P% (L) = P (®, € L) = 1 for Mg-almost all x. In particular, if
d is simple then so is @, for Me-almost all x.

Example 3.1.8. Palm for stochastic integrals. Let {\ ()}, cga be a nonneg-
ative measurable stochastic process on R¢ such that, for almost all w € Q, the
function x +— X\ (x,w) is locally integrable. Consider the stochastic integral

<I>(B):/B)\(x)dx, BEB(Rd).
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It follows from Proposition 1./.1 that ® is a random measure on R%, and from
Proposition 1.4.2 that its mean measure equals

E[®(B)] = / E A () de.

B
Then, for L € M (G),
E[®(dz)1{®Pe L} E[X(z)dz1{® € L}]

Pa (L) = E[® (dz)] B E [\ (z)dz]
Thus we may take
P;(L):EW@H@GLH, LeM(G),zeR

E[X(z)]
In this case it is not obvious how to construct ®, with the above distribution.

Theorem 3.1.9. Campbell-Little-Mecke formula (C-L-M). Let ® be a random
measure on a l.c.s.h. space G with o-finite mean measure and let {Pg}, _ be a
family of Palm distributions of ®. Then for all measurable f : G x M (G) — R,
we have

B|[rewea) - [ e PP @0 M ) (313

Proof. Step 1. We first show the announced equality for f(x,u) = 1{x €
B,y € L} where B € B(G),L € M (G). To do so, note that

EUGf(x,cb)cb(dz)] _Eu}uxeB,@eL}cb(dx)
=Cgs (B x L)

- [ Pa0) Mo (@)
- / 1z € B,p € L}P (dp) My (da)
GxM(G)

- / () P () Mo (da),
GxM(G)

where we used (3.1.2) for the third equality. Step 2. Since Mg is assumed
o-finite, there exists a countable measurable partition {Bj}j ey Of G such that
Mg (Bj) < oo for all j € N. Decomposing the integrals on G in Equation (3.1.3)
into the sum over j € N of integrals on B;, we see that we may assume, without
loss of generality, that Mg is finite on G. Step 3. We will now apply the
functional monotone class theorem 14.C.1. Let H be the collection of functions
f: GxM(G) — R, such that (3.1.3) holds true (i) Applying the results of
Step 1 with B = G and L = M (G) shows that the constant function 1 is in H.
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(ii) Observe that for any bounded f € H, the right-hand side of (3.1.3) is finite.
Then so is the left-hand side. Then for any bounded f,g € H and «, 8 € R such
that af + Bg is nonnegative, the linearity of the integral and the expectation
shows that af + 8g € H. (iii) The monotone convergence theorem shows that
H is closed under nondecreasing pointwise limits. (iv) Let Z be the set of all
finite disjoint unions of sets of the form B x L, where B € B(G),L € M (G).
Observe that 7 is closed with respect to finite intersections and that, by Step 1,
1c € H for all C € Z. Theorem 14.C.1 and the fact that o(Z) is precisely
B(G) ® M (G) allows one to conclude. O

Corollary 3.1.10. Let ® be a random measure on a l.c.s.h. space G with o-
finite mean measure and let {Pg}, . be a family of Palm distributions of ®.
Let f: G x M (G) — C be measurable. If either of the following conditions

E[ / |f<x,¢>|<1><dz>] <o or [ e P ) M 05) <

holds, then the other one holds, and Equality (3.1.3) is true.

Proof. For f : G x M(G) — R, consider its decomposition into positive and
negative parts; that is f = f* — f~. Note that

E[/G|f(x,¢>)|<b(dm)} :E[/Gﬁ(x,@)@(dx)]+E[/Gf—(x,¢>)¢>(dx)
_ /@ e £ (2, 1) P2 (dp) Mo (dz)
+ /G @) P () Mo (d)
xM(G)
- /G ey ) P ) M ().

Then, either of the two sides of the above equality is finite iff the other one is
s0; in which case

E{/Gf(x,é)@(dx)} :E{Af*(x,@)@(dx)}—E{[gf(x,(I))(I)(dx)
-/ ey £ ) P () M (02)
-/ ey ) P () M (02)
- /G ey )P (000 M (02).

For f : G x M(G) — C, applying the previous result to its real and imaginary
parts gives the announced result. O
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3.1.1 Reduced Palm distribution

Lemma 3.1.11. Let G be al.c.s.h. space. The mapping GxM (G) — Ry; (z, u) +
w({z}) is measurable.

Proof. 1t is enough to prove that for all a € R,

{(@.m) € G xM(G): u({z}) > a}

is measurable. By Lemma 1.1.4, G may be covered by a countable union of
compact sets. Then it is enough to prove that for any a € Ry, B € B, (G), the
set

A= {(@,p) € BxM(G): p({z}) > a}

is measurable. Let {ij}jfll be a sequence of nested partitions of B as in
Lemma 1.6.3. Let

C = ﬂ UBnJ x {peM(G): pu(Bnyj)>a}.

neN j

It is clear that A € C. Now let (z,u) € C. For any n € N, there exists
some j(n) such that = € B, j,) and M(Bn,j(n)) > a. Choosing arbitrary
Tn € By jn),n € N, it follows from the compactness of B that there exists
some subsequence x,, converging to some y € B. By the triangular inequality
|z —y| < |z — x5, | + |25, —y| = 0, thus y = 2. Every open set G containing x
contains eventually the set B, ;) and therefore ;¢ (G) > a. This being true
for all open sets G containing z, it follows that u ({x}) > a. Then (z,u) € A,
and therefore C C A. Therefore A = C' and the announced measurability
follows. O

Proposition 3.1.12. Let ® be a random measure on a l.c.s.h. space G with
o-finite mean measure, then

P (¢, ({z}) 21) =1,
for Mg-almost all © € G.

Proof. Note first that by Lemma 3.1.11, the mapping Gx M (G) — R ; (z, i) +
1{p ({z}) = 0} is measurable. Then

/ P (®, ({z}) = 0) M (dz) = / E[1{®, ({x}) = 0}] Ms (dz)
G G
— [ 1{u{a)) = 0} P (d) Mo (d)
GxM

—EU@l{@({x})—O}@(dx) —0,

where the third equality follows from the C-L-M theorem 3.1.9. Therefore,
P (P, ({z}) =0) = 0 for Mg-almost all 2 € G since the integrated function in
the left-hand side of the above equalities is nonnegative. O
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The above proposition shows that the point process ®, has almost surely
an atom at x. This justifies the interpretation of the Palm distribution at = as
the probability distribution of the point process given that (conditionally to) it
has an atom at x. It follows that ®, — J, is a point process which justifies the
following definition.

Definition 3.1.13. Let ® be a random measure on a l.c.s.h. space G with o-
finite mean measure. Then Pg_ _s, is the reduced Palm distribution associated
to ® at x. We will denote

P =, — 5,
called reduced Palm version of @ at z.

We may state the Campbell-Little-Mecke theorem in terms of the reduced
Palm distributions as follows.

Corollary 3.1.14. Let ® be a random measure on a l.c.s.h. space G with
o-finite mean measure. For all measurable f : G x M (G) — Ry, we have

B[S o-dyewn] = [ P @ Ma @) (310)

Proof. Let g (z,p) = f (x,n — &) then

E{/(Gf(x,cpam)cp(dx)} —E{/Gg(:z:,q))q)(dx)}
- /G e 8 P (40 M (32

- / 9 (@1 + 6,) Pa, s, (dpr) Mo (dz)
GxM(G)

_ / f (1) Py, (dp) M (dz),
GxM(G)

where the second equality follows from Theorem 3.1.9. O

3.1.2 Mixed Palm version

In the present section, we will show that the distribution of a random measure

® is characterized by any version of its family of Palm distributions {Pg}, -

Definition 3.1.15. [52, §10.1] Let ® be a random measure on a l.c.s.h. space
G with o-finite mean measure Mg, and let f : G — Ry be a measurable function
such that 0 < Mg(f) < co. The f-mixed Palm distribution of ®, denoted by
P/, is a distribution defined on M (G) by

1
Ms(f)

P/ (L) = /@ P (L) f (x) Mo (dz), L€ M(G). (3.1.5)
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Note that P/ does not depend on the particular choice of the family of Palm

distributions {Pg}, -

Lemma 3.1.16. Let ® be a random measure on a l.c.s.h. space G with o-finite
mean measure Mg, and let f: G — Ry be measurable such that 0 < Mg (f) <
0o. Then

PULF@E[@UH{MLH, LeM(G),

or, equivalently,

P/ (du) = 1(f)Pe (dp) . (3.1.6)

1
Ma(f)
Proof. The first equality follows from Theorem 3.1.9. The second equality is
the usual shortened writing for measures; it may be checked as follows, for all

L e M(G),

1 1
W/LM<f)P‘I’ (dp) = Mao(f) /M(G) u(f)1{p € L} Py (dp)
_ o
= SRt OHE e L =PI,

O

Proposition 3.1.17. Characterization of the distribution of a random measure
by the mixed Palm distributions. Let ® be a random measure on a l.c.s.h.
space G with given mean measure Mg assumed o-finite. The distribution of ®
18 characterized by the family of {Pf} for measurable functions f : G — R4
which are bounded with support in B. (G) such that Mg (f) > 0.

Proof. For a function f as in the proposition, let g be a function defined on
M (G) by

1—e— 1)

_ if n(f) >0,
= w(f)
9 (1) { 1 it 1 (f) = 0.

Observe that

1— Lo (f) :E[1—e*‘1><f>}

_ /M . [1 = ] Py (ap)

- / 9 () 1 () P (dp2)
M(G)

— Mo(f) / g () P! (dp),

M(G)
where the last equality follows from (3.1.6). By Corollary 1.2.2, the probabil-
ity distribution of a random measure ® is characterized by its Laplace trans-
form. Moreover, by Proposition 1.3.11, the latter is characterized by Le (f)
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for measurable functions f : G — Ry which are bounded with support in
B. (G). It remains to show that we may restrict this class to functions f sat-
isfying Mg (f) > 0. To do so consider a measurable function f : G — Ry
such that Mg(f) = 0. Then, by the Campbell averaging formula (1.2.2),
E|[[ fd®] = [ fdMg = 0 which implies that [ fd® = 0 almost surely. Thus
Lo (f)=E [exp (f S deIJ)] = 1. Thus the Laplace transform is characterized
by its values on measurable functions f : G — R, which are bounded with
support in B (G) such that Mg (f) > 0. This concludes the proof. O

Remark 3.1.18. Since P is a probability on M (G), it is the probability dis-
tribution of some random measure, say ®s, called the f-mixed Palm version of
®. As in Remark 3.1.5, it can be assumed that the random measures ®; are
defined on a suitable extension of the probability space (Q, A, P) on which ® is
defined. In this case, we have

P(®;ecL)=P/ (L), LeM(G).

Example 3.1.19. Let p be a deterministic measure on a l.c.s.h. space G and
let ® = p. We have shown in Example 5.1.6 that Py =6, x € G is a family of
Palm distributions of ®. Then, for L € M (G),

_
Ma(f)

Thus P = 0u. Therefore @y = p; that is, the mized Palm version of a deter-
ministic measure s equal to the original measure.

P/ (L) = [ 1tne L@ Mo (@) =1 (e L

Example 3.1.20. Let ® be a Poisson point process with intensity measure A.
Take f (x) = 1{x € A} for some relatively compact set A. Then

E[@;(4) = [ ()P (&)

M(G)
1
= [ w ) ulhPa (dp)
M(G)
o | P
== ®
A(A) Jue)
_E[@()]
A(4)
where the second equality follows from Lemma 3.1.16 and the last one from the
fact that ®(A) is a Poisson random variable.

= A(4) +1,

3.1.3 Local Palm probabilities

Sometimes, it is useful to consider the local Palm probabilities denoted by P*
and defined on (€2,.4) as follows

E [® (dx) 14]

P7(4) = = o

A€ A, for Mg-almost all z € G. (3.1.7)
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If (Q,.A) is a Polish space, we may again refer to the measure disintegration
theorem 14.D.10 to conclude that P has a version which is a kernel from G to
Q). Note that, in this case,

E [ (dz) 1g-1(1)]
M(b (dl‘)
E[®(dz)1r (2)]
Mq;. (CL’L‘)
=Py (L) =P, (L), LeM(G),

P*® (L) =

which proves that
PO, ' =P% =P"® !, for Mg-almost all z € G.
Hence the Campbell-Little-Mecke formula (3.1.3) writes

B[ r@ae@)| = [ [ 7P (du) Mo (do)
/ =L L
- /G E(f (®,,2)] Ma (dz)

_ /G E° [f (9, 2)] My (dz), (3.1.8)

where E* is expectation with respect to P”.

3.2 Palm distributions for particular models

3.2.1 Palm for Poisson point processes

Proposition 3.2.1. Let ® be a random measure on a l.c.s.h. space G with
o-finite mean measure and {®,}, . be a family of Palm versions of ®. Then
for all measurable f,g: G — Ry such that g is Mg-integrable

0

) [@ (9) e*cb(f)} = 7/ 9(2) Lo, (f) Mg (dz). (3.2.1)
t=0 G

Moreover, the above equality characterizes Ls,; i.e., if there exists a family of
Laplace transforms L, : §+ (G) — Ry such that

O Lalf+19) =" 9@ £ (1) Ma (a0), (3:22)

then Lo, = L, for Mg-almost all z € G.

Proof. By definition of the Laplace transform Lg (f +tg) = E [e*q’(f)*tq’(g)].
Note that %e—d’(f)—t‘i’(g) = —®(g) e ®)-t29) then ‘%e—‘i’(f)—t‘b(g)’ < ®(g)
which is integrable since by Theorem 1.2.5

E[® (g9)] = /ngMq> < 00.
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Then we may invert the derivation and the expectation, that is
98 {e—w)—t@(g)} _g |9 et

ot ot ’

which gives

0
55@ (f +tg)

=-E @ (g)e 0],

which proves the first announced equality. Let h (z, 1) = g (z) e *(f) and note
that

®(g)e ) = / h(z,®)® (dz).
G

Applying the C-L-M theorem 3.1.9 to f gives
E [cb (9) e*‘l’<f>} ~E U h(m,@)@(dx)]
G
— [ [ g e IPg () Ma (do)
G JM(G)

_ /G 9 (z) Lo, (f) Mg (dz),

which proves the second equality of the proposition. Assume now that there
exists a family of Laplace transform £, : §+ (G) — Ry such that (3.2.2). Then,
using (3.2.1), we deduce that for all f € §4 (G),

Lo, (f)=Ly(f), for Mg-almost all z € G.

Let By (G) be a countable class as in Lemma 1.3.1 (whose existence is ensured
by Lemma 1.3.6). Then for all k € N*, By,..., By € By (G) ,a1,...,ar € Q,

k k
Ly, Zalej =L, Zalej , for Mg-almost all x € G.
j=1 j=1

By continuity of the Laplace transform of random vectors, it follows that the
above equality holds true for all aq,...,a;x € R. Then by Corollary 1.3.4, the
probability distribution of ®, coincides with that of the random measure of
Laplace transform £,. Thus L¢, = £, for Mg-almost all z € G. O

Example 3.2.2. Let ® = E?Zl dx, be a Binomial point process as in Exam-
ple 1.1.11; i.e., Xq,...,Xg are i.i.d. random variables with values in G. Then
we know from FExample 1.2.4 that

ot = (B[]
Then for f,g € 5+ (G),

Lo (f+tg) = (E [eif(Xl)*tg(Xl)Dk.
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Thus

0
— Lo (f + tg

o =k (B[ O]) B o e

( [ D o / g(x) e T@EPy, (dz).

It follows from Proposition 3.2.1 that

Lo, () = (E {e*ﬂXl)Dk_l o)

Therefore,
k-1
O, =06, + Y 0x,
j=1

18 a family of Palm versions of ®.

Example 3.2.3. Let U be a random variable uniformly distributed in [0,1) and
consider the point process on R defined by

o= Z SptU-
kEZ

We aim to compute the Palm distributions Pg. To do so, we shall use Propo-
sition 3.2.1. The Laplace transform of ® equals

1
Lo (f) =E [ei Yken f(k+U)} = / e 2kez f(kJr!L’)d%
0

for all f € 54+ (G). Then, for f,g € 4+ (G),t € Ry,

1
o (f+1g) = / o Sien Flhta) =t Sy cp glkta) g
0

thus
gﬁ@ (f+tg / Zg (k+a)e™ Lnez I (nH2) gy
oL 0 kez
= Z/ (k+ z) e~ XnezFn+o)qy
keZ
k+1
=>. / g(y) e Znezrry=Rgy
kez”k

— / g (1;) e Znez f(n""x)dx
R

Then it follows from Proposition 3.2.1 that, for Lebesgue-almost all x € R,
La, (f) = e 2net 0,
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In particular,

(I):r - Z 5n+za

ne”Z

(which is deterministic) is a family of Palm versions of ®.

The following theorem gives a characterization of Poisson point processes in
terms of Palm distributions.

Theorem 3.2.4. Slivnyak-Mecke. Let ® be a random measure on a l.c.s.h.
space G with locally finite mean measure. Then ® is a Poisson point process if

and only if
| dist.
L=

P &, for Mg-almost all x € G.

or, equivalently, @, ity 0z, for Mg-almost all x € G.
Proof. Direct part. Assume that ® is Poisson and let A be its intensity mea-
sure. Its Laplace transform is Lo (f) = exp [—A (1 — e’f)]. Then, for all
B e B. (G),

Lo (f+tlp) =exp [-A(1—e F7H5)],

hence
0 9 o
&E(b (f+tlB) = aexp [_A (1—6 f tlB)]
= Lo (f +t13)% [—A (1 — e/ 118)]

=—Ls (f + tlB) A (1B€_f_t13) R

where for the third equality we invert the derivation and the integral, using
|1p (z) e 7@~He@)| < |15 (2)] and A (1) = A (B) < co. Hence

0
aﬁ@ (f +tlp)

_ _/ Lo (f)e @A (dz) .
t=0 B
On the other hand, by Proposition 3.2.1,

9
gﬁé (f +t1p)

— ‘/Bﬁcm (f) A (dz).

Thus
Lo, (f)=Le (f)e @ =Lys5. (f), for A-almost all z € G.

Since the Laplace transform characterizes the probability distribution of the
random measure by Corollary 1.2.2, then &, At gy 0, for A-almost all z € G.
Converse part. Let ® be a random measure on G with locally finite mean
measure A such that ®, At g + d,, for A-almost all x € G. We have to prove

that @ is Poisson, which is equivalent to Lo (f) = exp [—A (1 - e_f)] for all
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measurable f : G — R,. It is enough to prove the announced result for f
bounded with support in B, (G); then for any measurable f : G — R, find
an increasing sequence of bounded with support in B, (G) measurable functions
converging pointwise to f and invoke the monotone convergence theorem for
the general case. Let f : G — R4 be measurable, bounded and with support in
B. (G) and let t > 0.

s ) = O Laltf +5f) B
- [ 1@ o ) A @)
~ [ @) Lo, (01 A (a0
[ [ 1@ )} Lo (tf) = —a(t) Lo (1),
e P = / F (@) e~ @A (da) .
Then ;

vt =ew [~ [(as)as]

= exp //f e sF@A (dx)ds}

= exp / ( / fz)est w>ds)A(dx)]
= exp |- /«; (1 e~tf x))A(dx)}

3.2.2 Palm for Cox point processes

The following proposition shows that the reduced Palm version of a Cox point
process (cf. Definition 2.3.1) is itself a Cox point process and gives its directing
measure.

Proposition 3.2.5. Palm for Cox point processes. Let ® be a Cox point process
on a l.c.s.h. space G directed by the random measure A having o-finite mean
measure. Let {®,}, ¢ and {A}, .o be families of Palm versions of ® and A
respectively. Then, for My-almost all x € G, the reduced Palm version ®. is a
Cox point process directed by A, .

Proof. The Laplace transform of ® is given by (2.3.2)
Lo(f)=La(1-¢T), [eFL(G).
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Then, for f € §+ (G),B € B(G),t € Ry,

Lo (f + tlB) =L\ (1 — e_fe_tlB)
=La(l—e T [14+1p(e"=1)])
=L (l—e_f—i—e_le (1—e_t)).

t

Introducing the function u (t) =1 —e™*, we get

= gﬁ/\ (1 —e + eileU)

0
—Lo (f +1tg)
=0 ou

ot

u=0

= —/ e*f(””)lgﬁ,\m (1 - e*f) My (dx),
G

where the second equality follows from Proposition 3.2.1. Recall from (2.3.1)
that the mean measure of the Cox point process is the same as that of the
directing measure. Then again by Proposition 3.2.1, we get

Lo, (f)=e 1@y, (1-e),
for My-almost all z € G. Thus

Lot (f)=Lao,—s, (f)
=Lo, (f)e!@ =L, (1—-e7T),

which by comparison to (2.3.2) shows that @, is a Cox point process directed

by A,. O

3.2.3 Palm distribution of Gibbs point processes

In the present section, we give the Palm distribution of Gibbs point processes
introduced in Section 2.3.2. We begin with the mean measure of a such process.

Lemma 3.2.6. Let O be a Gibbs point process on a l.c.s.h. space G with density
f with respect to a Poisson point process ®. Then its mean measure is

Mg (dz) = E[f (® + 4,)] Mg (dx). (3.2.3)

That is the mean measure of ® has density x — E[f (® + 6,)] with respect to
the intensity measure of .
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Proof. For all B € B(G),

=/ 1{r € B} f () P% (dp) Mg (dz),
GxM(G)

where the second equality follows from (2.3.6) and the last equality is due to
the C-L-M theorem 3.1.9. Using Slivnyak’s theorem 3.2.4, we may continue the
above equalities as follows

My (B) = / 1{z € B f (1) Pass, (dp) M (dz)
GxM(G)

— [ {0 € BYS (u+ 8.) P (d) Mo (d)
GxM(G)

Z/BE[f(<I>+6m)]M¢(dw)-

O

Proposition 3.2.7. Let ® be a Gibbs point process on a l.c.s.h. space G with
density f with respect to a Poisson point process ®. Then, for Me-almost all x,
the reduced Palm version <I>IgJ 1s a Gibbs point process with density f with respect

to ®, where
f(p+6z)
E[f(®+02)]

Proof. For all measurable functions h: G x M (G) — Ry,

E [/Gh (xq>) é(dx)] - /GXM(G)h(x,u)u(dm) P (du)

/ (2 1) 1 (4) £ () Pas ()
GxM(G)

fu) = peM(G).

B [/(;h(;c,@)f(@)@(da:)
h(z, p) f (1) Pg (dp) Mo (dz)

h(z, p) f (1) Pays, (dp) Mo (dz), (3.2.4)
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where the fourth equality is due to the C-L-M theorem 3.1.9 and the fifth one
follows from Slivnyak’s theorem 3.2.4. On the other hand, by the C-L-M theo-
rem 3.1.9,

E [/Gh(:x@) i)(d:v)} - /GXM(G)h(x,u) P (dp) My (da)
:/ h(z,p) E[f (®+0,)|Pg (dp) Mg (dz) .
GxM(G)

The above two equations show that, for Mg-almost all x,

f(w)

e [0 = 7@+ o)

P¢.+§I (d/l,) .
Thus, for Mg-almost all x,
Py (dp) =Pg, _;, (du)

:P&)w (dﬂ+5x) — M

which is the announced result. ]

Corollary 3.2.8. Papangelou’s formula. Let ® be a Gibbs point process on a
l.c.s.h. space G with density f with respect to a Poisson point process®. Then
for all measurable h : G x M (G) — Ry,

E {/(}h(x,&))ff(dm)} :/GE[h(x,@—s—éw)f((I)—&—éac)] Mg (dz).  (3.2.5)

Proof. This follows from Equation (3.2.4). O

Using (2.3.7) for the right-hand side of the above equality, we may write
Papangelou’s formula (3.2.5) as follows

E{/Gh(x,@)é(dx)} :/GE h(x,i)—i—ém)w Mg (dz) .

r(9)
Example 3.2.9. Let ® be a Poisson point processon a l.c.s.h. space G such
that A := A(G) < 1. Let g : M(G) — Ry be defined by

g(p) =p(G), peM(G).

Recall first two elementary properties of Poisson random variables N with in-
tensity A < 1,

e n -\
E[NI] = Zn!e_”\% = 167 < (3.2.6)

n=0
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and
E[(N+1)] = i (n + 1)16—A§
n=0
o0 Y
—e N A= S 3.2.7
SN = (327)

Then by (3.2.6), E[g (®)] = % € R%. By Remark 2.3.10, we may consider a
Gibbs point process ® with density

fp) = % =(1-Ne*u(G), peM(G), (3.2.8)

with respect to ®. The intensity measure of ® is given by (3.2.3); that is, for
any B € B(G),

B[é(8) :/BE[f(<I>+6m)]A(dx)
(1=XNeE[(®(G) +1)

=A(B)

A(B)
= 3.2.9
1-X ( )
where the last equality is due to (3.2.7).

Example 3.2.10. Multiclass M/GI/1/PS queue. We will show that Exam-
ple 3.2.9 may be seen as a spatial extension of a famous example of queueing
theory; namely, the multiclass M/G1/1/PS queue. Let G be the set of classes
assumed finite and denote by j € G a particular class. Assume that users of
each class j € G arrive with rate a; € R and require to transmit a volume
of data of mean ﬂ;l (where B € R ). The state of the queue is denoted by
W= ('uj)jeG where 1 is the number of users of class j. The state space is NC.
The stationary distribution of the state process is [25]

A%
() =0=-Nu@][Z, weNE
jeg H°

where A; = % and X = 37 ;cqAj. The above distribution is that of a Gibbs
J

point process with density [ given by (5.2.8) with respect to a Poisson point
process on G with intensity measure A = (Aj);cq- It follows from (3.2.9) that
the mean number of users of class j at the stationary state, denoted N;, equals

A

N, =2

T =

From Little’s formula [8] the mean delay, denoted T;, equals

N 1
Tj=—2=_—— .
J Qa; (I—A),Bj
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The mean throughput of class j, denoted r;, is the average required volume b’;l
divided by the expected delay, that is
8t

Tj:%::l—)\.
J

3.2.4 Palm distribution for marked random measures

The objective of the present section is to build a relation between Palm ver-
sions of a marked random measure (cf. Section 2.2.6) and Palm versions of the
associated ground random measure.

Let G and K be two l.c.s.h. spaces equipped with the Borel o-algebras B (G)
and B (K) respectively. Let ® be a marked random measure on G x K and let ®
be the associated ground random measure, i.e., its projection on G. Note that,
for B € B(G),

M@(BXK):E[i)(BxK)}
—E[®(B)] = Mo (B).

That is Mg is the projection of Mg onto G. Assume that Mg is o-finite (which
we will assume from now on), then so is Mg. Moreover (K, B (K)) is Polish
since it is l.c.s.h [56, Theorem 5.3, p.29,], then it follows from the measure
disintegration theorem 14.D.10 that Mg admits a disintegration

Mi)(BxK):/H(m,K)M@(dx), BeB(G),K € B(K), (32.10)

where TI (-, ) is a probability kernel from G to K. Moreover, for every B (G) ®
B (K)-measurable function ¢ (z, z) which is nonnegative or Mg-integrable

/GXK@(J:,Z) M (dz x dz) = /G/Kgo(m,z)l_[(x,dz) My (dz) . (3.2.11)

Example 3.2.11. Let d be an independently marked point process on G x K
associated to the ground process ® through the probability kernel p; cf. Defini-
tion 2.2.18. Then, by (2.2.8), Mg (dz x dz) = Mg (dz) p(x,dz) which shows
that I (z,dz) = p(x,dz) for Me-almost all x € G.

Remark 3.2.12. Note that, for given K € B(K), M (- x K) < Mg (-). Then
Equation (3.2.10) shows that 11 (-, K) is the Radon-Nikodym derivative of the
measure Mg (- x K) with respect to Mg ; that is

dM; (- x K)
oK)= d?\ﬂb ()

Proposition 3.2.13. Let G and K be two l.c.s.h. spaces, ® be a marked random
measure on G X K, and ® be its projection on G having o-finite mean measure.
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. zeg be a family

of Palm versions of ®. Then, for Mg-almost x € G,

Let {é(l Z)}( o be a family of Palm versions of ® and {®,}

P(d, € L) :/P(é(m) (- x K) eL)H(x,dz)7 LeM(G),
K
where I1(-,-) is a probability kernel obtained by the mean measure disintegra-
tion (3.2.10).

Proof. By the C-L-M theorem 3.1.9, for all measurable functions f : G x K x M (G x K) —
R, we have

E UGXKf (x,z,é) & (dz x dz)} - /«;xKXw@XK)‘f( AP (dfi) My (da x dz)

where M (G x K) be the space of measures ji on (G x K, B(G) ® B(K)) such
that i (B x K) < oo for all B € B.(G). In particular, for all measurable
functions g : G x M (G x K) — R, we have

E { / g (3: cﬁ) & (dw x dz)} = / g (x, ) P (dft) Mg (dz x d)
GxK GxKxM(GxK)

-/ g (@, i) P& (i) TT (2, d2) M (da)
GxKxM(GxK)

i)
= [ et ([P @i a2 ) M (a2)
GXM(GXK)
- / (e ) PE () Ma (dx).
GxM(GxK)

where the second equality follows from (3.2.11) and for the last equality we
denote P—’E) (dip) == [i Pg’z) (dg) I (x,dz). For any measurable function h :
G x M (G) — Ry, define a function g on G x M (G x K) by g (x,(i) = h(z, ).
Then the LHS of the above equation equals

E MXKg(x,é)&)(dxxdz)] _E :/GXKh(x,(I))(i)(dxxdz)}

=E /(}h(x,@)i)(dxxK)}

=E /Gh(x, D) D (dx)}

and the RHS equals
[ s@nPEE M@= [ () Py () Mo (d2)
GxM(GxK) GxM(GxK)

= / ~ h(z,p) P§ (dp) Mo (dz),
GxH(G)
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where PZ is the projection of f’é on M (G), that is
P?{;(L):f’g){ﬂeM(GxK):/1(~><K)EL}7

for L € M (G). Thus
B|[neo)o@)| - [ e 9 P (00 M ()

Comparing the above equality with the C-L-M theorem 3.1.9 shows that P2 =
P§ for Mg-almost x € G. Thus P§ is the projection of P on M (G); that is,

for L € M (G),
P2 (L) = /KPfif’z) (g eM(GxK): fi(- xK) e L) I (z,dz),
or, equivalently,
P(®, € L) = /KP (é(x,z) (- xK) € L) I (z,dz) .

O

In the particular case of independently marked point processes, we may
retrieve ®(, .y from ®, as shown in the following proposition.

Proposition 3.2.14. Palm for independently marked point process. Let G and
K be two l.c.s.h. spaces, ® be an independently marked point process on G x K
associated to the ground process ® having o-finite mean measure through the
probability kernel p; cf. Definition 2.2.18. Then, for Mg-almost all (x,z), the

reduced Palm version &)'(I 2 18 equal in distribution to an independently marked

point process on GxK associated to the ground process ®., through the probability
kernel p(-,-).

Proof. By Corollary 3.1.14 (Campbell-Little-Mecke theorem in the reduced case),
<I>I($ ) satisfies

/ E [f (x,z,i)!(m’z))] M; (de xdz) =E {/ f (x,z,i) — 5(I,Z)> d (dz x dz)] .
GxK GxK

)  (32.12)
for any measurable function f: G x K x M (G x K) — Ry, where M (G x K)
be the space of measures i on (G x K, B (G) @ B (K)) such that i (B x K) < oo
for all B € B. (G). Moreover, by (2.2.8),

M; (dz x dz) = My (dz) p(x, dz).

o= ) dx,

nezZ: X, E<I>!1,

We write
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Let U, be an independently marked point process on G x K associated to the
ground process ®', through the probability kernel (-,-). We may write

U= > dxav

nezZ:X,cd!,

which may be viewed as the pair (@;,?), where ¥ = {Y2},ez € K% Then,
for all z € G, z € K,

)
[E [f (:c,z,@;,?) \@LH

E /Kzf(:c,z,@;,g) I #xn.dyn)|,

nez:X, ed}

E[f (mz\I/ )] —E

where § = {yn},cz. Thus

/GX]K {f (.’L‘,Z, \iw)} Mg (dx x dz)
/GX]KE [f (x 2 )] Mg (dz) p(x,dz)

/

/GE /KXW x, 2, <I>w,y) p(z,dz) H (X, dyn) | Mo (dz)

n€Z: X, €d!,

E flzz.9) ] B(Xn dyn)| Me (dz) p(a, dz)
K® nezZ:X, €d!

@

xK

/ E [p )] Mg (dz), (3.2.13)
G

where

<p(a:, @;) = /KxKZf (1‘ z, @wy) p(z,dz) H P(Xn, dyn)-

nEZ:Xnei’;
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By (3.1.4), we have
/@, E [ (x, ®.)] Ma (dz)
- /G E [ (o, 8.)] Ma (dz)
—E _/(;go(m,ééx)@(dx)}

=E /G(/KXKZf(:v,z,cb—6@72?)15(33@2) 11 ]5(deyn)> ® (d)

nel: X, €P—0o,

B[ Y [ rtae-scpptd) I )
licZ:X e KxK? nEL:X, €06,

:E- Z f(Xi,Zi7(i)—5(X7;,Zi))‘|

licZ:X;e®

=E :/Gfo (m,z,fi) - 6(1’2)) ® (dz x dz)} . (3.2.14)

Combining (3.2.12)-(3.2.14) we get

[

[ Bl (o)) M 0 x 0.

Taking f (z,2,p) = 1{(z,2) € B} h(u) where B € B(G x K) and h is a mea-
surable nonnegative function on M (G x K), we get

/BE [h (é‘(myz))] M (dz x dz) = /BE [h (@m)} M (dz x dz)

B[ (3e)] =B [ (%))

Hence
and consequently,

for Mg-almost all (z, z). O

Example 3.2.15. Palm for i.i.d. marked point processes. Let ® be an i.i.d
marked point process on G X K associated to the ground process ® with mark
distribution F(-); cf. Definition 2.2.18. Then, by Proposition 3.2.1/, for Mg-
almost all (z, 2), &)!(I’Z) 18 equal in distribution to an i.1.d. marked point process

on G x K associated to the ground process ®', with the same mark distribution
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3.3 Higher order Palm and reduced Palm
3.3.1 Higher order Palm

Lemma 3.3.1. Let ® be a random measure on a l.c.s.h. space G, n € N*,
®" be the n-th power of ® and B(G)®" be the product o-algebra on G". There
exists a unique o-finite measure C§ on G" x M (G) characterized by

cg(BxL):EMBl{@eL}qW(dx) , BeB(G)®,LeM(G)

called the n-th Campbell measure associated to .

Proof. The proof follows the same lines as that of Lemma 3.1.1. In particular,
it relies of the fact that Cg is o-finite of the algebra of unions of sets B x L, B €

B(G)®" L € M(G). Indeed, by Lemma 1.1.4, we may construct a partition of

G into By, By,... € B;(G). Then G" = |J Bj, X...Xx B;,, and since the
Jise-Jn€N

measures in M (G) are locally finite we get

G"xM(G)= U UBjx..xB;, x{peM(G): pu(B;,) <kVie[l,n]}.

J1s-,dn ENKEN

If we apply Cg to each term in the above union, we get

E

/ 1{® (B,,) < k,Vi € [1,n]} 3" (de) | < k" < o,
Bj, x...xB

Jin

Note that, for B € B(G)®",
Cp (B x T1(G)) = B (2" (B)] = Ma» (B).

That is, the mean measure of ®” is the projection of the n-th Campbell measure
onto G".

Assume that Mgn is o-finite. Since (M (G), M (G)) is Polish [52, §15.7.7]
and Cg is o-finite from Lemma 3.3.1, it follows from the measure disintegration
theorem 14.D.10 that C§ admits a disintegration

Cr(Bx L) = / P (L) My (d), BeB(@)®,LeM(@), (33.1)
B

where Py, (+) is a probability kernel from G™ to M (G). We call P% (-) the n-th

Palm distribution at x € G™.

Theorem 3.3.2. Higher order Campbell-Little-Mecke. Let ® be a random
measure on a l.c.s.h. space G such that Mgn is o-finite and let {Pg}, qn be
a family of n-th Palm distributions of ®. Then for all measurable f : G™ x
M (G) — R, we have

B[ fewer@n] = [  j@opi@ore @) G632
Gn G xM(G)
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Proof. We first show the announced equality for f(x,u) = 1{z € B,p € L},
where B € B(G)®",L € M (G). To do so, note that

E[ an(xﬁb)@”(dx)} :E[/nl{xeB,CI)EL}q)”(dx)
=Cg(Bx1L)
= [ P40 M (o)

[ freBue LYP; () Mo (o)
G xM(G)

— [ @) P () Man ().
G™ xM(G)

where we use (3.3.1) for the third equality For general measurable f : G™ x

M (G) — Ry, the proof relies on the functional monotone class theorem along
the same lines as in the proof of Theorem 3.1.9. O

Corollary 3.3.3. Let ® be a random measure on a l.c.s.h. space G such that
Mgn is o-finite and let {Pg}, cqn be a family of n-th Palm distributions of ®.
Let f: G" x M (G) — C be measurable. If either of the following conditions

B [ [ oo (dxﬂ <o or [ 1F (o P () Mo (d) < o0

holds, then the other one holds, and Equality (3.3.2) is true.
Proof. The proof follows the same lines as that of Corollary 3.1.10. O

Similarly to the case of first order Palm distributions, for =z € G”, let ®, be
a random measure on G with probability distribution PZ% (-) in the probability
space (€2, A, P); that is

P(®,cL)=P%(L), LeM(G).
@, is called Palm version of ® at x € G™.

Proposition 3.3.4. Let ® be a point process on a l.c.s.h. space G such that
Mgn is o-finite. Then for Mgn-almost all x = (x1,...,x,) € G"

P (Vi € [1,n], @, ({z:}) > mi (2)) = L,
where m; (x) is the multiplicity of x; within x; that is
m; () = card {j € [1,n] : z; = z;} .
Proof. Note first that
P (3i € [Ln] : @, ({a}) < my (@) = B[1{3i € [L,n] : &, ({w:}) < m, ()]

- / 1(3i € [1n] - ({a:}) < ms ()} P (dp)
M(G)
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Following the lines of the proof of Lemma 3.1.11, one may prove that the map-
ping G" x M (G) = Ry; (2, 1) = (p({z1}),...,u ({zn})) is measurable. Then
we may integrate the above equation with respect to Mgn, which gives

/ P (3i € [1,n]: &, ({a:}) < m; (2)) Man (da)

= [ aEe L ) < mi (@)} P (@) Mo (d0)
G xM(G)

=E [/n 1{3iel,n]:®{z}) <mi(x)}d"(dz)| =0,

where the second equality follows from the higher order C-L-M theorem 3.3.2.
Therefore, P (3i € [1,n] : &, {z:}) < m; (x)) = 0 for Mgn-almost all x € G".
O

3.3.2 Higher order reduced Palm

Lemma 3.3.5. Let ® be a point process on a l.c.s.h. space G, n € N*, and
&™) be the n-th factorial power of ®. There exists a unique o-finite measure
ng) on G™ x M(G) characterized by

N ™) (da
/31{@ ZéwieL}‘b (dz)

i=1

Cén)(BXL):E , BEB(G)®n,L€M(G)

called the n-th reduced Campbell measure associated to .

Proof. The proof relies on the same arguments as that of Lemma 3.3.1. O
Note that, for B € B(G)*",

¢ (B x M(G)) = E [9) (B)| = My (B).

Assume that Mgy, is o-finite. Since CY" is o-finite and (M (G) , M (G)) is
Polish [52, §15.7.7], it follows from the measure disintegration theorem 14.D.10
that Cgl) admits a disintegration

¢ (B x L) = / P (L) Mg (dz), BeB(G)™ ,LeM(G), (3.3.3)
B

where P} (-) is a probability kernel from G" to M (G). We call P (-) the n-th
reduced Palm distribution at x € G™.

We may state the Campbell-Little-Mecke theorem in terms of the higher
order reduced Palm distributions as follows (which extends Corollary 3.1.14 to
higher order).
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Theorem 3.3.6. Let @ be a point process on a l.c.s.h. space G such that Mg
is o-finite for some n € N*. For all measurable f : G" x M (G) — R4, we have

E

r,®— Y . ") (dz)| = T 4 n (dx).
/n f < 7<I) ;5@) o (d )] /G"XM(G) f( 7“) P<I> (du) M<I>( ) (d )
(3.34)

Proof. The proof follows the same lines as that of Theorem 3.3.2. O

Corollary 3.3.7. Let ® be a point process on a l.c.s.h. space G such that Mg
is o-finite for somen € N* and let f : G" x M (G) — C be measurable. If either

of the following conditions
(x P — Zé >

or

/ 1 (& 1) | P (dp) Mg (d2) < o
Gn xM(G)

E

o™ ( dx)] 00,

holds, then the other one holds, and Equality (3.3.4) holds true.

Proof. The proof follows the same lines as that of Corollary 3.1.10. O

For z € G" let ®, be a random measure on G with probability distribution
P (+) in the probability space (€2, A, P); that is

P(®, e L)=PF (L), LeM(G).
We call ®! the n-th reduced Palm version of ® at x.

Corollary 3.3.8. Let ® be a point process on a l.c.s.h. space G such that Mg
is o-finite for some n € N*. Then for Mgwm)-almost all x € G™ with pairwise

distinct coordinates,
n
1 dist.
o, = P, — E O, -
i=1

Proof. Let A be the subset of x € G™ with pairwise distinct coordinates. For
any measurable f : A x M (G) — R4, we get from Theorem 3.3.2

B|[ f@®)e @) = [ Bl @0 M (@0
and from Theorem 3.3.6

EMf(x,cb)cp(”) (dx)] :/

<x <I> +Z§z7>] Mg (dx) .
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Since on A, ®" (dz) = ® (dz) and Mgn (dz) = Mg (dz), we deduce that
the right-hand sides of the above two equations are equal. Then for Mgm)-
almost all x € G™ with pairwise distinct coordinates,

feoesn)]
i=1

This being true for all measurable f: A x M (G) — Ry, it follows that

E[f(z,®;)] =E

o, =0l + 30,
=1

Proposition 3.3.9. Palm algebra. Let ® be a point process on a l.c.s.h.
space G such that Mgmim) is o-finite for some n,m € N*. Then for any
AeB(G)®",BeB(G)*",

M(b(n+m) (A X B) = / M(I)!gm) (B) M(I)(n) (d:c) . (335)
A z

Moreover, for Mgmim)-almost all (z,y) € G" x G™,

! dist.
(@), = 2,

(3.3.6)

)N
Proof. Let A € B(G)®*",B e B(G)®™. It follows from (14.E.7) that
Mpnim (Ax B) =E [cp(nw (A x B)]
n (m)
—E / <q> - Zagﬂ) (B) ®™ (dz)
A i=1
[ W )P () Moo (d)
AXM(G)

_ /A E[cpgm (B)] Mo (dz) = /A M yomy (B) My (d),

where the third equality is due to Theorem 3.3.6 with f (x, u) = 1 {z € A} u(™ (B).
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By definition of the reduced Campbell measure, for all L € M (G), we have

c{"™™™ (A x B) x L)

m

:E/ 10® = 0, — Y b, €Ly @™ (d x dy)
AxB i=1

j=1

r " m n (m)
—E / / 10> 04, —» 0, €L <<I>—Z6wi> (dy) | @) (dx)
A \/B i=1 j=1 i=1

— [ | [ r{e 3 e Lput™ @) P ) | Mo ()
AXL B

Jj=1

m

_ / E / 100 =375, € L s 0™ (dy) | My (d2)
A B

j=1

— [ [ 10 LYY (@) My (@) My ()
AJB ¥

x

— [P (L) My (o x ),
AxB

where we use (14.E.7) for the second equality. The third one is due to Theo-
rem 3.3.6 with f (z,pn) = 1{z € A} [51 {,u — 210y, € L} p("™) (dy), the fifth

one is also due to Theorem 3.3.6, and the last one is due to (3.3.5). Comparing
the above equation with (3.3.3), we deduce that

(z,y) _ p!
Py =Py,
or, equivalently,
Poi = ey

Theorem 3.3.10. If ® is a Poisson point process, then for MZ-almost all
x e Gm,

1 dist.
y =

P .

Proof. Recall first that, by Proposition 2.3.25, Mgm = Mg. We will prove
the announced result by induction on n. For n = 1, the announced identity

follows from Corollary 3.3.8 and Slivnyak’s theorem 3.2.4. Assume now that
the announced identity holds for some n > 1. We deduce from (3.3.6) that, for
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M7t almost all z € G+,

Tr41
1
= ‘D(ml,...,zn)) Ozt
Tnil
= ©$n+1 - 5$n+1 =
in distribution. O

3.4 Further examples

3.4.1 For Section 3.1
Hard-core models

The following examples allow one to model some repulsion between points (mod-
elled as atoms of a point process) in such a way that they may not be too close
to each other.

Example 3.4.1. Matérn I hard-core point process. Let ® = ), , dx, be a
Poisson point process on RY with intensity measure A and let h > 0. Consider
the point process consisting of points of ® which have no neighbors at distance
h; that is

O = 0x,1{® (B (Xy, h)) =1},
kEZ

where B (z,r) = {y ERY: ly—2z| < r}. The point process ®1 of isolated Pois-
son points is called a Matérn I hard-core point process. The mean measure of
O, is given by, for A € B(G),

E[@l(A)]:E[/RduxeA,@(B(a;,h))zu@(dx)
— [ [ tleeAp( @) =115 @A)
Rd JM(R?)
— [ [ e Ap(B @) = 1} Pass. (@) A(de)
Rd JM(R?)
— [ ] 1w Apu(B ) = 0)Pa (@) A (d)
Rd JM(R?)

_ /Rdl{x € A}P (® (B (z,h)) = 0) A (dz)
_ / 1{z € A}e APEM A (da)

where the second equality is due to the C-L-M theorem 3.1.9 and the third one
follows from Slivnyak’s theorem 3.2.J. If ® is homogeneous on R¢ with intensity
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A, then we may continue the above equalities as follows
E[D; (A4)] = e MBOMA (4) = e Mrah" | 4], (3.4.1)

where kq is the volume of the unit ball in R?. Thus the mean measure of ®;
equals the Lebesgue measure multiplied by the constant Ay = )\e"\”dhd, which is
the intensity of ;.

Note that, for given h > 0, the intensity A\ = Ae—Arah of isolated Poisson
points, as a function of A, first increases to attain its maximum value

=1 d A
/{Iel%é A1 = 1/(ekqh®), (3.4.2)

for X\ =1/(kqh?) and then decreases to 0 as A — oc.

Example 3.4.2. Matérn II hard-core point process. We present a more effi-
cient strategy of dependent thinning of Poisson process, which leads to a model
called the Matérn II hard-core point process. Let ® = 3, , dx, be a Poisson

point process on RY with intensity measure A and let

=3 Six,u0

kEZ

be an independently marked point process associated to ® such that Uy is, con-
ditionally on Xy, uniformly distributed in [0,1]. For a given h > 0, we define
the Matérn II hard-core point process as

Oy = 0x,1{Ux <U;,¥j: X; € B(Xy, h)}.
keZ

Its mean measure is given by, for A € B(G),
E [®; (A)]

=E > 1{Xx € A}1{U <U;,Vj: X; € B(Xy,h)}

kEZ

=E

/ 1{xeA}1{u§V7V(Y7V)ef'l:):YeB(a:,h)}&)(dmxdu)}
Rd x[0,1]
1
= x u<wv v : T (@u) U x
= [reea [ ey ey e Bamy Y ) dud (@)

1
:/ 1{m€A}/ / l{ugv,V(y,v)eu:yEB(;v,h)}P(i)_H;(',)(du)duA(dx),
R4 0 JM(RY) o

where the third equality is due to the C-L-M theorem 3.1.9 and Theorem 2.2.21
and the fourth one follows from Slivnyak’s theorem 3.2.4. Note that for x € R?
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and u € (0,1), we have
[ used@e)eniye B Pay, (@)
M(R¢) :
E[l{ VV(Y,V)e<i>+5(w,u):YeB(a:,h)}]
:E{l{ VV(Y,V)eé;YeB(x,h)H
Pd

& (B(z,h) x [0,u]) = 0

A(B(T h))u

Then we may continue the calculation of the mean measure of the Matérn I
hard-core point process as follows

E[®, (4)] = /]R 1{z € A} / AGBE Mgy A (de)

B L A 1_e—A(B(1, }L))A d
= [ e iy A

It follows from this formula that the mean measure of the Matérn II hard-core
point process is absolutely-continuous w.r.t. A with Radon-Nikodym derivative
1 — ¢~ AMB(=z,h))

A(B (@)

Since for all a > 0, exp(—a) < 1—e+p(—a)} it follows that the density of the
Matérn II hard-core point process is always larger than that of the Matérn I
hard-core point process of Example 3.4.1.

If ® is homogeneous on R% with intensity \, then the mean measure of ®o
equals the Lebesque measure multiplied by the constant

1— 6*)\&1 R
Hdhd

which is the intensity of ®o. Note that, for given h > 0, the intensity g is an
increasing function of A and

Ay =

1
lim Ay = sup Ay =

. 3.4.3
A—00 AERY Hdhd ( )

Aloha and CSMA

Example 3.4.3. Transmission collision model on the plane. Let ® =}, _, dx,
be a homogeneous Poisson point process on R? of intensity A € R representing
the locations of the transmitters. FEach transmitter X; serves a recez'ver located
at y; € R2. There is no collision at X; from X; (j # i) if

Power received at y; from X;

: > T,
Power received at y; from X;
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for some constant T, > 0.
Assume the propagation model

Prec = Ptr X (KT)_Ba re RJr, (344)

where K > 0,8 > 2 are two given constants, Py, is the transmitted power, P,ec 18
the received power and r is the distance between the transmitter and the receiver.

Assume that the receiver y; is very close to the corresponding transmitter X;
in such a way that the received power is approximately equal to the transmitted
one. The interference at y; from another transmitter X; (j # i) is calculated
by assuming the above propagation model and by approzimating |y; — X;| by
|X; — X,|. Then the condition to avoid collision becomes

P, Tl/ﬁ
r > ioh g ; X > =
o (KX X)) 7 = T. which is equivalent to | X; — X;| >

We say that the transmission of X; to y; is successful if B (X;,r) does not
contain any other transmitter X; (j # i). It follows from Example 3.4.1 that
the density of successful transmissions equals

oc=AX e_/\”TQ,
which may be seen as the product of the dengity of transmitters \ by the proba-
bility that a transmission is successful e N .
Mazimizing the above quantity, we get the optimal density of transmitters

1 K?
Aopt = P 77TT02/ﬁ (3.4.5)
and the corresponding density of successful transmissions equals
- > 1 K?
Topt = Aopy X €7 T emr? €7TT02/B.
Example 3.4.4. Spatial Aloha with collision model. Let ® =), , 0x, be a

homogeneous Poisson point process on R? of intensity \ € R% representing the
locations of the transmitters also called nodes. Suppose the density of nodes
A is fized. The idea is then to authorize (at a given time) only some fraction
of nodes to transmit. At a given timeslot, each node decides to transmit with
probability p, or to be silent with probability 1 — p, independently from the other
nodes. This protocol, which is called Aloha, is mathematically equivalent to a
thinning of the point process. By Corollary 2.2.7, the transmitting nodes form
a homogeneous Poisson point process on R? of intensity \p. Assuming the col-
lision model described in Example 3.4.3, the optimal density of the transmitting
nodes is deduced from (3.4.5)

1 1
ADopt, = — which implies  popy = max (17 )\7r7"2) :
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Aloha Replication number
Successful transmission density Authorized transmissions density
2
_ —Apmr? _ 1—e "
oc=ApXe o= "—7—

L1 & increases with A

o is maximal when Apopt = —

I
pr)

Supremum density ogup =

Optimal density o opt — ﬁ

Table 3.1: Comparison of Aloha and CSMA.

Example 3.4.5. Carrier sense multiple access (CSMA). Let & =, ., dx, be
a homogeneous Poisson point process on R? of intensity A € R%  representing
the locations of the transmitters also called nodes. Consider the collision model
described in Example 3.4.3, where receiver y; is assumed very close to the corre-
sponding transmitter X; and where the transmission of X; to y; is successful if
B (X;,r) does not contain any other transmitter X; (j # i). In order to avoid
collisions of transmissions, we give independent marks U; uniformly distributed
in [0,1] to points X; € ®. Transmission at X; takes place if

U; < Uj,Vj : X]' S B(XZ,T')
The transmitting nodes constitute a point process
Oy = 0x,1{U; <U;,Vj: X; € B(X;,7)}.
i€z
We recognize the Matérn II hard-core Model studied in Example 3.4.2. In par-
ticular, we deduce that
Y 1— e—Am"Q

—e
=1|A
A2 4] mr2

E [, (4)] = A|4] -

Then the density of the authorized transmissions equals

1— ef)\‘ll’TQ
0= ———7F—

ar2

which converges to ogup, = # when A — oco. Table 3.1 summarizes the results

of CSMA compared to those of Aloha. Note that o, for CSMA is larger than
Oopt Of Aloha with a ratio equal to e ~ 2.72. Note moreover that CSMA is better

—Amr2 1

than optimal Aloha when 1_27 >

o=z Which is equivalent to

—log (1 - e_l) . 0.46

A> 5 5

r r

3.4.2 For Section 3.3

Example 3.4.6. SINR in wireless networks [1/]. On R?, we model the base
stations (BS) with a homogeneous Poisson point process ® with intensity A > 0.
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We define the signal to interference and noise ratio (SINR) of the typical user
located at the origin with respect to the station X € ® by

P/I(1X])
N+PY sea\(x3 1/1 (121)’

where P € Ry is the power transmitted by each BS, N € Ry is the noise power,
andl : Ry — Ry is a measurable function representing the propagation loss due
to distance. The user is served by the BS with the highest received power; or,
equivalently, largest SINR. We are interested in the probability distribution of
the SINR of the typical user with his serving BS; that is

SINR (X, ®) = X e,

P.(T)=P ( inf SINR (X, ®) > T)
Xed

:P< U {SINR(X,®) > T}> ;

Xeo

where T € Ry Using Poincaré’s formula P(U,; A;) =32, P(4;) — >, ., P(4:N
Aj) + 3025, P(AINA; N Ay) — -+ where i # j # k means that i,j and k are
pairwise different, it follows that

P.(T)=) (-1)"S.(T),

n=1
where
Sn (T)=E > 1 (ﬂ {SINR (X;, @) > T})
(X1, Xn)€®™  \i=1
1 n
~ / fle@=) o | @™ <dx>] :
n! [ (R2)"™ ( ; )
n n
Fla,p)=1(()4SINR | zi,p+» 0a, | >T
=1 j=1
By the Campbell-Little-Mecke theorem 3.3.6, we get

1

Tl

s, = [ £ (5, 1) P (dp) Mooy (d)
(R2)" x M(R2)

Moreover, by Proposition 2.3.25 Mgm) (de) = A"dx and by Slivnyak’s theo-
rem 3.2.) P (du) = Py (du), then

)\’I’L
S (T) =

n!

/ E[f(z,®)]dz
(R2)™

i=1

- % . P (ﬂ {SINR' (z;, @) > T’}) dz,
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where the last equality is obtained by simple algebraic manipulations with T' =
HLT and

L 1/1(|=])
SINR! (z;, ®) = N/P+ S yea VLYY + 20— 11 (J25])

Cf. [14] for the continuation of the calculations to get an explicit expression of
Sy (T), and therefore for P. (T).

3.5 Exercises

3.5.1 For Section 3.1

Exercise 3.5.1. Let X be an integer-valued random variable with positive ex-
pectation, p be a counting measure on a l.c.s.h. space G and define a point
process ® = X . Let A be the support of .

1. Show that for any x € A, a Palm version of ® at x is ®, := Y u,, where
Y has the size biased distribution of X ; that is

PY=k=-—_" fpeN (3.5.1)

2. In particular, if X is a Poisson random wvariable of mean A, show that
Y=X+1.

3. Show that for any x € A,
P@=kp|lzed)=PX=k|X>0).

Observe that in general this last conditional law of X given X > 0 is not
equal to the size biased law of X in (3.5.1). It follows that the Palm dis-
tributions of a point process may not be seen in general as the conditional
distributions of ®, given it has an atom at x.

Solution 3.5.1. 1. Clearly My = E [X] p. Moreover, for L = {ku : k € N},

Co (B x L) = B[Xu(B)1{X = k}]
= u(B)kP (X = k)
_KP(X =k)

Bo Mo ().

Letting A be the support of p, we deduce from the above equality that, for any
x € A,
kP (X =k)
P(®, =ku)=P{ (L) = ———.
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Therefore, &, =Y, where

kP (X =k)
PY=k)=———5—"
2. In particular, if X is a Poisson random variable of mean X, then

y )\kfl
(k— 1)l

PY=k=e k e N,

e, Y =X+1.
3. For any x € A,

P(@=kp|xze®)=PXp=ku|zeXu)
—P(X=k|X>0),

which is in general different from (5.5.1).

Exercise 3.5.2. Let Y be a nonnegative random variable and let ® be a Cox
point process on R directed by A (dx) =Y x dz. In the canonical probability
space associated to ®, show that the cumulative distribution function of Y under
the Palm distribution Pg at x equals

E[Y x1{Y <y}
E[Y]

P (Y <y) =

Solution 3.5.2. It follows from (2.3.1) that the mean measure of ® is
Mg (B) =E[Y] x |B|.

Let Co be the Campbell measure associated to a point process ®. Then, for
L=1{r <y} BeB(G),

Co(BxL)=E[®(B)1{d e L}]
=E[®(B)1{Y < y}]

=E[E[®(B)1{Y <y} | Y]]
E[Y x 1{Y <y}] x |B|.

X

Thus
Co(BxL) EY x1{Y <y}]

Exercise 3.5.3. Discrete analogue of Slivnyak’s theorem. Let A > 0 and N be
a random variable taking values in {0,1,...}. Show that

E[NF(N)] = AE[f(N + 1)},

for all (say nonnegative) functions f if and only if N is a Poisson random
variable of parameter \. Enough to consider f(N) =1{N =k} for k > 1.
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Solution 3.5.3. Let f(N) =1{N =k} for some k > 1. Observe that
E[Nf(N)] = E[N1{N = k}] = kP (N = k)
and

E[f(N+1)] =E[L{N +1=k}]
=P(N+1=k)=P(N=k-1).

Then E[N f(N)] = AE[f(N + 1)] iff

P(N:k):%P(N:kfl).

Sufficiency is obvious since P (N =k) = %’:e’)‘. For necessity, note that
the above equation implies by induction that
/\k
P(N:k):ﬁP(Nzo).

Since Y reoP (N =k) = 1 we deduce that P (N =0) = e"*. Then N is a
Poisson random variable of parameter .

Exercise 3.5.4. Let ® be a Poisson point process on R with intensity measure
A. Assume that A has a density with respect to the Lebesgue measure. Show
that, P-almost surely, ® has no two points equidistant from 0.

Solution 3.5.4. Observe that

PEX £Y €d: |X| = |Y]}) < Elcard({X £Y € &: |X] = [Y]})]
_E [/Rdmx/e OV £ |z| = Y|}<I)(dx)}
<B| [ oy 2okl =)o)

Using the Campbell-Little-Mecke formula (3.1.8) and then using Slivnyak’s the-
orem 53.2.4 we get

B| [ oty o:lad=lye ]| = [ By £ bl = D] A ae)
= [ BU@+8) (G #0fal = ] A a0)
Rd
= [ Ay # s lal = WA @) =0,

where the last equality follows from the fact that A has a density with respect to
the Lebesgue measure which tmplies that the function to integrate vanishes.
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Exercise 3.5.5. Nearest neighbor for Poisson point processes. Consider a
Poisson point process ® of intensity measure A(dz) on RY.

1. Under Palm probability P* of ®, what is the distribution of the distance
between the point x € ® and its nearest neighbor in ®?2 Comment on the
case when A has an atom at x.

2. What is the difference between the distribution of ® under P* and the
distribution of Poisson point process @' of intensity A + ,.

Solution 3.5.5. 1. By Slivnyak’s theorem 3.2./
PP (@el)=P(®+4,€l).
Then

Pm( inf x—X|2t>:P( inf x—X|2t>
Xed\{z} Xe(P+6.)\{z}

:P( inf x—X|2t>
Xed\{x}
=P (®(B(z,t)\{z}) =0) = e~ AB@ )\ {z})

When A has an atom at x, we should stress that we consider the nearest
neighbor of x in ® other than z itself.

2. The distribution of ® under P* equals that of ® 4+ 6,. The distribution of
a Poisson point process ®' of intensity A + 6, equals that of ® + No, where N
is a Poisson random variable of mean 1.

Exercise 3.5.6. Consider a Poisson point process® = ), 0x, of intensity
measure A on R

1. Using the Campbell-Little-Mecke and Slivnyak’s theorems, prove the fol-
lowing equations

E (X, X;,@)| = E[f(z,y,® + d; + 0,)] A(dx)A(dy)
Xi;ecb /]Rd /Rd ! i’
(3.5.2)

+/RdE[f(:v,x7Q>+5a:)] A(dz),

Bl Y X = [ [ e £ Bl ® 45,46 A

X7;éXJ cd
(3.5.3)

2. Using (3.5.2) calculate the second moment E[I?] and variance Var(I.)
of the total received power I. defined in Fxercise 2.7.14. Consider also
random i.i.d. transmitted powers independent of ®.
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Solution 3.5.6. 1. Let G = R? and observe that
> f(Xi, X5, @) /g(x,<1>)<1>(dx>,
X;,X,;€P G

where

=Y f(z,X;,9).

X;ed

By the Campbell-Little-Mecke formula (5.1.8), we have

E[/Gg(x,fb)@(dx)] :/GEm [g (z, ®)] A (dz).
By Slivnyak’s theorem 3.2.
E*[g(z, @) = Elg (2, ® +0,)]
=BE| Y  f@X;®+ 5.@)]

Xj €ed+d,

X;e®

=E[f(z,z,®+ )]+ E [/@ flz,y,®+6,)P (dy)]
—B[f(x,2,® +5)] + /G EY [f(z,y. @ + 6,)] A (dy)

=E[f(z,2,®+6,)| +/GE[f(x,y,<I>+5m +6y)] A (dy) .

Then the announced equality follows.
2. Consider first the case of a deterministic transmitted power. Recall that

o= 30 PulK X, = o) 1% =yl >} = [ (@)@ (s

nez

where f () = P (K |z —y|)P1{|x —y| > €}. Then

(/. f(x)<1>(dw)>2]
B[ [ rwiwmeaew)

=A2/ F@) f)dady+x [ f(a)?da
Rd JRA Rd

B[I?] =

—E[I]P+) [ f(2)dz
Rd
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Thus
27r)\Pt2r

(28 — 2) 26—2K25"

Var(I) =X | f(z)dz =
Rd

where the second equality follows by analogy to (2.7.3) with P, replaced by P2
and B by 253.

Consider now the case of random i.i.d. transmitted powers independent of
®. Observe that

L= PuK X =) P11 X~y > e} = [ px Fa) @ e xdp),
nez R2

where f (z) = (K |z —y|) " P1{|z —y| > ¢} and

(i) = Z (S(men),

neZ

which is a Poisson point process with intensity measure

A(dz x dp) = Az x Pp, (dp).

Then

B[] = / pf (2) daPp, (dp)

and

/ / pf (@) af (y) @ (dz x dp) & (dy x dq)]
R2xRy JR2xRy
= /Rdx]R+ /Rd'xR+ pf (1') (Jf (y) dedyPp, (dp) Pp (dQ)

~ 2
A pf (@) dzPp, (dp)

N

R4 xR
_ NE[P]? / F @) F(y)dedy + XE[P2] | (o) da
R4 JRA Rd
= E[[]* + AE [P}] / f(2)” da.
]Rd
Thus

27AE [P?]
(25 — 2) 22K28"

Var(l.) = AE [P{] » f(x)?de =
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Exercise 3.5.7. Mixed Palm version. Let ® be a point process on R® and
B € B. (Rd). Let g and h be two monnegative measurable functions defined
respectively on R® and M (Rd) such that g vanishes outside B and 0 < Mg (g) <
00. Let X be a random variable on R? such that, given ®, X is chosen uniformly
among the point of ® in B when ® (B) > 0 (X is arbitrary if ® (B) =0).

1. Show that

where @, is the mized Palm version of ® with respect to g (cf. Defini-
tion 3.1.15).

2. Taking g =1 and h =1, we get

P (®(B) > 1) = My (B) E[W}

Check the above equality from the very definition of ®4; i.e., from Equa-
tion (3.1.5).

Solution 3.5.7. 1. Observe that

Efg(X)h(®)1{®(B) > 1}]=E

5 0 (X h(@)1(#(5) > 1}]

R

) h(0,)1{%, (B) > 1}
/BME[ %, (B) }‘D(d"”)
h(®,) 1 {®, (B) > 1)

2,(B) ] ’

where the third equality follows from the Campbell-Little-Mecke formula (3.1.3)
and the fourth one is due to (5.1.5). B
2. Applying (3.1.5) with g = 1, we get, for any L € M (G),
1
Pngi/PI L) Mg (dx
()= 3 [ Ph (D) M ()

1
= m6q> (B X L)

_ 1
- Mas(g)

where the second equality is due to (5.1.2) and the third one follows from (5.1.1).
Then

= Ms (g) E[

E[®(B)1{®c L}].

e R GRS 1 e
- pam>1.

Ms(g)
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Chapter 4

Transforms and moment
measures

The framework and the notation of this chapter are those of Section 1.1.

4.1 Characteristic function

For any measure p on G, recall the notation L}, (i, G) for the set of measurable
functions f : G — R which are integrable with respect to u.

Definition 4.1.1. The characteristic function of a random measure ® on a
l.c.s.h. space G, denoted by Vg, is defined for all f € L (Mg, G) by

Ty (f) =B {exp (z / fd@ﬂ ,

where 1 is the imaginary unit complexr number.

Lemma 4.1.2. Let ® be a random measure on a l.c.s.h space G. Its character-
istic function Vg : L (Mg, G) — C is continuous.

Proof. Cf. [78, p.12]. Recall that for all z,y € R, |e” — eiy| < |x — y|. Then,

for all f,g € L} (Mg, G),
exp <z / fdtI>> — exp (z / gd@) H
G G
| /120 [ aae]

<E /Glf—g|d<1>} g/@\f—gldm,

which shows that W is Lipschitz continuous, and thus continuous. O

Ve (f) — Ve (9)| <E

<E

161
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Example 4.1.3. Let ® be a Poisson point process on a l.c.s.h. space G with
intensity measure A. We shall show that, for all f € L (A, G),

Uy (f) = exp (/G(eif — 1)dA> .

The announced equality holds for f = alp where a € Ry, B € B. (G), since

Wa () = B [¢ie®P)] = AP )

exp (/G(eif — 1)dA> = exp (/B (e —1) dA) = AB)(e* 1),

For all simple functions f = Z?:1 a;lp,, whereay,...,a, € Rand By,..., B, €
B. (G) are pairwise disjoint, we have

and

Ve (f) =E |exp | i) _a;®(B))
j=1

= ﬁexp [A(B;)(e" —1)] = exp </G(e"f - 1)dA) :

Such simple functions are dense in L} (A, G), and therefore for any f € L} (A, G),
there exists a sequence f, of simple functions such that lim,, f@ | frn— fldA =
0. For each f, we have

Uy (fn) = exp (/G(eifn - 1)dA) :

Note that by arguments similar to those of the proof of Lemma j.1.2, the function
L (My,G) = C, f — [ (e* —1)dA is continuous. Then letting n — oo in the
above equality gives the announced result.

4.1.1 Cumulant measures

Let @ be a random measure on a l.c.s.h. space G. Recall that we denote by
B. (G) the set of measurable relatively compact sets in G, by Mgn the n-th
moment measure of ®, and if ® is a point process we denote by Mgy the n-th
factorial moment measure of ®. In the remaining part of this section, we will
assume that, for some n € N*, Mgn is locally finite.

Lemma 4.1.4. Let ® be a random measure on a l.c.s.h. space G such that
Mgn is locally finite for some n € N*. Then Mg, and Mgk are locally finite
forallk e {1,...,n}.
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Proof. Note that Mg~ is locally finite iff for all By, ..., B, € B. (G),
Mgn (By X -+- X By) =E[®(By)---®(By,)] < oo,
or, equivalently, for all B € B, (G),
Mgn (B™) =E[®(B)"] < o0.
It follows from the moments inequality (13.A.4) that, for all k € {1,...,n},
E [cp (B)’“} <o, BeB.(G),

and therefore Mg is locally finite. Using the above inequality and (13.A.22),
we deduce that, for all k € {1,...,n},

E [cp (B)“ﬂ <o, BeB.(G),
which, combined with (14.E.6), implies
Mgw (B*) <00, BeB.(G),
and therefore Mgk is locally finite. O

The following lemma shows that the high-order moment measures Mg~ of a
random measure ® may be deduced from its characteristic function.

Lemma 4.1.5. Let ® be a random measure on a l.c.s.h. space G. For all
Bl7"'7Bn EBC (G))

1 o
4" Oy, ... 0

n

Man (By X -+ x By) e (tlp, + - +tylp,)

t1yetn=0

Moreover, the function logWUe (t11p, +...+tplp,) of t = (t1,...,t,) € R"
is well-defined and C™ (i.e., n times differentiable and its n-th derivative is
continuous) on a neighborhood of 0.

Proof. For any By,...,B, € B. (G), t = (t1,...,t,) € R,
Vo (tilp, + - +talp,) =E [eit14’<31>+~~+itnq’<3n>
_E [eitTY] = Uy (1),

where Y = (®(By),...,®(B,)) and tT is the transpose of ¢. Since the n-th
moment measure of ® is assumed locally finite, then E[Y7 ...Y,] < oo, thus by
Lemma 13.C.1,

Mgn (By % ... x By) =E[Y;...Y,]

1 on
= Uy (0
i" 0y, ... 0, v (0)
1 on
:Will’ t11+"'+t1 .
" Oy ...0, @ (tilp nls.) tyeestn=0
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By Corollary 13.C.2, the function ¥y (¢) is C™ on R™. Moreover, ¥y (0) =1 >
0, then log ¥y (t) is well-defined and C™ on a neighborhood of 0. O

Definition 4.1.6. Let ® be a random measure on a l.c.s.h. space G. The n-th
cumulant measure of ®, denoted by , is defined by

1 o
C’n(le-“XBn):Wﬁlog\ll<b(t1131+~--—|—t"13n) ,
t t1 e Yitn t1yetn=0

for all By,...,B, € B.(G). Note the analogy between the above equation
and (13.C.1).

By Corollary 13.C.5, the cumulant measures and moment measures are re-
lated by,

Co(Bix...xBp)=> (=) (q-1)! > [[Me | ] Bi|-

q=1 {J1,esJgy p=1 jEJT,
(4.1.1)
n q
Mgn (By X ... x By) = Z Z H C, H B; |, (4.1.2)
q=1{Jy,...,Jqg} P=1 jE€Jp

forall By, ..., B, € B (G), where the summation is over all partitions {Ji, ..., J;}
of {1,...,n}.

Example 4.1.7. It follows from (4.1.2) that, for all B, By, Ba, ... € B. (G),

Mg (B) = C1(B)
Mg2 (By X By) = Cy (B x Bg) + Cy (By) Cy (Bs)
Mgs (B1 X By X Bs) = C3 (B x By X B3)
+ C5 (By x Bg) Cy (Bs) + Cy (B x B3) Cy (Bg) + Cy (B2 x B3) Cy (By)
+ C4 (Bl) 4 (BQ) (& (Bg) (413)

and from (4.1.1) that

Cs (By % By) = Mgz (By x By) — Mg (By) Mg (Bs) (4.1.4)
C3(B1 X By X B3) = Mgs (By x Ba X Bs)
— Mgz (By x Bg) Mg (Bs) — Mg2 (By X B3) Mg (By) — Mgz (Bs x B3) Mg (By)
+ 2Mg (B1) Mg (B2) Mg (Bs) .

Note the analogy with Example 13.C.6. Note in particular that the first cumulant
and moment measures are equal. Moreover, Equation (/.1.4) reads

CQ (Bl X BQ) = COV (‘I) (Bl) ,(I) (BQ)) . (415)
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Example 4.1.8. Takingn =4 in (/.1.1), we get

04(31 Xoee XB4) :M@4(Bl Xoeee XB4)
— Z My (B1)Mgs(Ba x Bs X By)
— " My2(By x Bs)Mgs(Bs x By)

+2 " My(B1)Ma(Bs)Ma2(Bs x By)
— 6My(By)... Ma(Bu),

where >°" denotes the sum of all the terms of the same type (there are 4 terms
in the first sum, 3 terms in the second one and 6 terms in the last sum,).

Example 4.1.9. The second cumulant measure is useful to get the covariance
of two shot-noise processes. Indeed, let f,g: G — R, be integrable with respect
to My (or f,g € Ly; cf. Definition 2.4.9) and let ® (f) = [, fAd® and ® (g) =
fG gd® be the corresponding shot-noise processes, then

cov (P (f),®(9)) =E[®(f) 2 (9)] - E[® (/) E[®(9)]

= f(x) g (y) Mg> (dz x dy)
GxG

- / f () Ma (dz) / 0 (y) Mo (dy)
G G

= f(z)g(y) Ca(dz x dy), (4.1.6)
GxG

where the second equality follows from the Campbell averaging formula and the
third one follows from (4.1.4).

4.1.2 Factorial cumulant measures

The following lemma shows that the higher-order factorial moment measures
Mgxy of a point process & may be deduced from its generating function;
cf. Defintion 1.6.18.

Lemma 4.1.10. Let ® be a point process on a l.c.s.h. space G. For any k €
{1,...,n}, any pairwise disjoint B1,...,By, € B.(G), and any v1,...,v, € N*
such that v + ...+ v =n,

k
: a"
Mq;.('n) (Bill X ... X BZ’C) = - hn;le qu) 1-— E (1 — .’I,‘j) 1Bj s
yeens 1. 0Oxy =

where G 1s the generating function of ®. Moreover, the function log Go (1 — Zf:l (1—=xj) 1Bj>
of x € R* is well-defined on (0,1]* and is C> on (0,1).
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Proof. Let Y = (® (By),...,® (B)). For any y = (y1,...,yx) € [0,1]%,

k k
Z 1-25)1p, | =E Hx?(Bj) =Gy ().
j=1 j=1

On the other hand, for all pairwise disjoint By, ..., By € B. (G),and all vy,..., v €
N* such that v1 + -+ + v, = n,

M(I)(TL) (B1U1 X ... X BZ’C) =E |:¢ (Bl)(l’l) ) (Bk)(uk):|

=E [y ]

ovit Tk

= hm —— Gy (z
kal a;lcli .. 8;E ( )
k
aV1+"'+Vk
= hm - 1 — X
T1,,2kT1 aw} . azyz ]Zl j

O

Definition 4.1.11. Let ® be a point process on a l.c.s.h. space G. The n-th
factorial cumulant measure of ®, denoted by C,), is defined by

gUitte k
121 Vig\ __ .
C(n)(Bl ><~--ka )— hgﬁllemloggcp 1—;(1—&3_»13]. s
(4.1.7)
for all pairwise disjoint By,...,By € B.(G), and all v1,...,v; € N such that
1+ ...+ vg =n. (Note the analogy with (13.C.2).)

By Corollary 13.C.5, the factorial cumulant measures and factorial moment
measures are related by, for all By,..., B, € B. (G),

Ciy(Bux...x Bp)=> (-1)" (q-1)1 Y H Mya | [] Bi
q=1 {J1,....,dq} P=1 Jj€Jp
(4.1.8)

n q
Mg (Byx ... xBy)=> S J[¢w | I 5.

q=1{J1,....Jq} p=1 J€JIp

where the summation is over all partitions {Ji,...,Jg} of {1,...,n}. Indeed, the
above identities hold true for all By,..., B, which are pairwise either identical
or disjoint. Two measures which coincide on such B; X ... x B,, are identical
by standard results of measure theory.
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Example 4.1.12. By analogy to (4.1.4), we have, for any By, Bs € B. (G),
0(2) (Bl X BQ) = M@(z) (Bl X BQ) — Mq> (Bl) M<1> (BQ)
= M¢2 (Bl X Bg) — M(p (Bl N BQ) — Mq) (Bl) Mq> (BQ)
= CoVv ((I) (Bl) ,‘I) (Bg)) — Mq, (Bl N BQ) s
where the second equality is due to (14.E.5).

Example 4.1.13. Factorial cumulant measure of Poisson point processes. Let
® be a Poisson point process. Its generating function is given by (2.1.3), then

k k
log Go Z (I—2x;)1 :—Z(l—xj)Mq>(Bj).
j=1

Jj=1

Then, by (4.1.7), the first factorial cumulant measure of ® equals its mean
measure; that is C(1y = Mg. Moreover, for n > 2, the n-th factorial cumulant
measure of ® is null.

4.2 Finite series transform expansions

4.2.1 Characteristic function expansion

Proposition 4.2.1. Moment expansion of characteristic functions. Let ® be
a random measure on a l.c.s.h. space G and let f : G — R be a measurable
function such that the function defined on G™ by (z1,...,2,) — f(x1) ... f (zn)
18 integrable with respect to Mgn ; that is

/ |f (z1) - f (n)] Mon (dzy X -+ x dzpy) < 00.
Gn
Then the characteristic function of ® admits the following expansion, fort € R,

1+Z .. f (1) f (z,) Mg (dxlx-~-xdxr)+%an(t),

(4.2.1)

where |en, (t)] < 3 [ou |f (1) - f (@n)] Mon (dzy X -+ x dzy) and limy_,q &, (t).
Moreover, fort € R,

g 00 (1) = " [ f(ar) 8 (20l 5 x ) +0(0),
r=1 "

(4.2.2)
where C,. is the r-th cumulant measure of ®.

Proof. Observe that

B[([inae) | <B[[ 1re0 s@en @)

z/Gn\f(xl)---f(xn)|Mq>n(d:c1><-~-><dacn)<oo,
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where the second equality follows from the Campbell averaging formula (1.2.2).
If follows form Lyapunov’s inequality (E[X"]"/" < E[X™]"™ for r < n) that
E[[|f|d®] < oo, then X = [ fd® is a well defined random variable and is
almost surely finite. Its characteristic function equals

Uy (1) = B [¢#¥]
- E [eitffd<1>] T (tf),
for t € R. Moreover E [|X|"] < oo then it follows from Lemma 13.A.1 that

W L 6D @), tem,
r n:

Wy () =Y BLX)
r=0
where |e,, (t)] < 3E[|X]|"] and lim;—,0 &, (t). Observing that, for all r < n,
E[X"] :E{ Grf(xl)...f(xr)ér(dxl X ... x dz,)
= GTf(xl)...f(xr)qu (dzy x ... x dx,)

completes the proof of (4.2.1). Consider the cumulant function of X; that is
Cx (t) =log¥x (t) =log Vo (tf), tER.

Note that (x is C™ on a neighborhood of 0, then by Taylor-Young theorem

(x () = Z(i:!)rcr +o(t"),

r=0

where ¢, are the cumulants of X. They are related to the moments m, = E [X"]
by (13.A.34), that is

T

Cr :Z(_l)Q71 (q_l)' Z Hm\l/p\

q=1 v={v1,...,vq} P=1

=X ente-n YOI

v={v1,...,vq} P=1

fa) - f(2,)

|Vp|
M, (dzy X - x day,,))

= Grf(xl)"'f(xr)cr(dxl X -oox da,),

where the last equality follows from (4.1.8). Combining the above three equa-
tions we get (4.2.2). O
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4.2.2 Laplace transform expansion

Recall that the Laplace transform of random measure ¢ is defined by

Lo (f)=E {GXP (‘/Gqu)ﬂ ’

for all measurable f: G — R,.

Proposition 4.2.2. Moment expansion of Laplace transforms. Let ® be a
random measure on a l.c.s.h. space G and let f : G — Ry be a measurable
function such that the function defined on G™ by (x1,...,2,) — f(x1) ... f (zn)
1s integrable with respect to Mgn ; that is

f(xy)...f(zn) Mon (day X ... x dzy,) < 00.
Gn

Then, fort e Ry,

n

/Grf@:l)...f(zr)M@- (dry x . x day) + e (1),

(4.2.3)
where |en, (t)] < [on [ (21) ... f (20) Men (dzy X ... x dzy) and limy_g &, (t) =
0. Moreover, fort € Ry,

<_’I"t‘)r /Grf(xl)f(xr) Cr (dxl Ko X d.’L‘r) +O(tn)7

(4.2.4)

(=)

r!

Lo(tf))=1+)
r=1

log Lo (Lf) =
r=1

where Cy. is the r-th cumulant measure of ®.

Proof. The proof follows the same lines as in Proposition 4.2.1. It relies on
the expansion (13.B.3) of the Laplace transform of the random variable X =

[ fd®. m

Example 4.2.3. Cumulant measures of the Poisson point process. Let ® be
a Poisson point process on a l.c.s.h. space G. It follows from (2.3.18) that all
its factorial moment measures are locally finite. Then all its moment measures
are also locally finite by Lemma 1/.E.j. Let f : G — R4 be measurable and
integrable with respect to Mg ; that is fG fdMg < co. Then, for all n € N*,

f (xl) o f (xn) Mg (dl‘l X ... X dl‘n) = </ fdM@) < 00,
G G

where we use (2.3.18). It follows that f(x1)...f (xn) is integrable with respect
to Mgn. Then (4.2.4) holds true.
On the other hand, taking f bounded with support in B (G),
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where the third equality follows from the dominated convergence theorem. Com-
paring the above equation with (4.2.4) shows that

flx1)...f(z,)Cr(day X ... x dzy) = / fTdMg.
Gr G

Thus the cumulant measures of a Poisson point process are given by
Cr(dzy x ... xdz,) = Mg (dx1) 04, (dx2) ... 0s, (dz)), (4.2.5)

(which may be compared to (13.A.27)). We see that the cumulant measures of
a Poisson point process are concentrated on the diagonal where they reduce to
the intensity measure.

The second cumulant measure allows one to get the covariance of two shot-
noise processes. Indeed, let f,g: G — Ry be integrable with respect to Mg (or
f,9 € Ly; ¢f. Definition 2.4.9) and let ® (f) = [ fd® and @ (9) = [, gdP be
the corresponding shot-noise processes, then it follows from (4.1.6) that

cov (@ (f),®(9)) = A Gf(x)g(y)Cz(dxxdy)

— [ F@) () Ma (dz) s, (dy) = /G f () g (x) Ma (dz),

GxG

which has already been proven in Proposition 2./.6.

4.2.3 Generating function expansion

Proposition 4.2.4. Factorial moment expansion of generating functions. Let
® be a point process on a l.c.s.h. space G with generating function Go and let
h: G — [0,1] be a measurable function whose support is in B. (G). Then, for
pe(01),

G (1 — ph) = 1+§n:(_r’;)r

r=1

/(GT h(z1) - h(z,) Mpe (dzq x -+ x dz,)+o(p"),

(4.2.6)
where Mg is the r-th factorial moment measure of ®; and

log G (1 — ph) = i(_j)r

r=1

/Th(ml)'--h(wr)cm (dzy x - xdzy) +0(p"),

(4.2.7)
where C,y is the r-th factorial cumulant measure of ®. Moreover, if Mgn+1 is
locally finite, then the remainder term o (p™) in (4.2.6) is dominated by
pn+1
(n+1)!

/ )b () Maen (Ao X - x dagr) . (429
G’IL 1

Proof. Cf. [34, §5] or [31, Proposition 9.5.VI]. O
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We will show later that there exists also an infinite series expansion of
Laplace transform; cf. Proposition 4.3.15 below.

Example 4.2.5. Mixed Poisson point process. Consider a mized Poisson point
process ® as in Example 2.5.6; that is a Cox point process ® directed by A = X
where X is a nonnegative random variable and p is a locally finite measure on
G. Assume that E[X"] < oo for somen € N*. For any r < n, the r-th factorial
moment measure of ® equals

Mg (B) =

=
B
EE

E
=E
E|
E|
where the third equality follows from (2.3.18). Then the factorial moment mea-
sures of ® up to order n are locally finite. By Equation (14.E.8) Mgn, being
a combination of factorial moment measures of order up to n, is itself locally

finite. On the other hand, if follows from (2.5.]) that the generating function
of ® equals

=

=
=

3

Go (v) = Lx (/G[l—v(t)]u(dt)>  0ev(®).
In particular, for 1 —h € V(G) and p € (0,1),
Go (1 — ph) = z:X( /h dt))
Since E [X"] < oo, it follows from Lemma 13.B.1 that

Ly (t) = Zn:(_t)rE X +0(t"), teR,.

r!
r=0

Combining the above two equalities, we get

Go (1 — ph) = Z( E[X"] (/h dt) +o(p"), pe(0,1),

which compared to (4.2.6) implies

Mgo =E[X | p

Then the factorial moment measures of a mized Poisson point process has a
power form similar to that of a Poisson point process (2.3.18), but multiplied
with the moments of the random variable X .
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4.3 Infinite series transform expansions

We will develop in the present section some further expansions of transforms of
point processes. The first result concerning the void probability is immediate.
For further results, we need to introduce some specific tools for finite point
processes, including Janossy measures. These tools may be applied to any point
process restricted to a relatively compact set.

4.3.1 Void probability expansion

Proposition 4.3.1. Let ® be a point process on a l.c.s.h. space G and let
B € B(G) such that the radius of convergence of the generating function Go(p)
(c¢f. Definition 13.A.11) is strictly larger than 2. Then the void probability
admits the following expansion

0o (_l)k

and the series in the right-hand side converges absolutely.
Proof. This follows from Corollary 13.A.14, applied to the integer-valued ran-
dom variable X = @ (B). O

4.3.2 Symmetric enumeration of atoms of finite point pro-
cesses

Recall that a point process ® on a l.c.s.h space G is said to be finite if ® (G) < oo
almost surely; that is it takes its values in the set of finite counting measures
on G. For example, a point process with finite mean measure is finite.

Any finite point process ® on G may be written by Corollary 1.6.12 as

N
=) x,
=1

where N = & (G) < oo and (X7i,...,Xy) is the sequence of atoms of ® enu-
merated in a particular way.

Remark 4.3.2. Symmetric enumeration of atoms. We may enumerate the
atoms of a finite point process ® = Zivzl 0%, on a l.c.s.h. space G in a sym-
metric way; that is

P((Xl@),...,)%n(q»)) €B| @(G):n)

—p ((Xg(l) (@), Xom) (@)) €B|®(G)= n) , (4.3.1)

for any n € N*, B € B(G™) and any permutation o of the set {1,...,n}.
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Indeed, consider an arbitrary atoms enumeration ® — (X1 (®),..., Xy (D))
where N = ® (G). Let n € N*. Given that ® (G) = n, consider a permutation o
of the set A{l, ..., n} uniformly distributed amoung the n! possible permutations.

Then let X; (®) = Xoy (), for alli € {1,...,n}. (The permutation o shuffles
the atoms so that no particular enumeration is privileged.) Clearly,

P((X1(<I>),...,Xn(<1>)) €B | @(G)zn)
:%ZP((Xg(l)@),...,xg(n)(@)) €B|®(G)=n), BeB(G"),

where the summation is over all permutations o of the set {1,...,n}. Therefore,
the required property (4.3.1) holds true.

Let ® be a finite point process. For any n € N*, let II,, be a probability
measure on G™ defined by

I, (B) = %ZP((XU(U (®),..., Xo(m) (B)) € B| ®(G)=n), BeB(G"),

(4.3.2)
where the summation is over all permutations o of the set {1,...,n}. Observe
that by construction, the measure II,, is symmetric; i.e., invariant with respect
to the permutation of coordinates in G".

In view of Remark 4.3.2; the probability measure II,, is the distribution of
the atoms of ® enumerated in a symmetric way, given that ® (G) = n.

Lemma 4.3.3. Let ® be a point process on a l.c.s.h. space G. Then for any
A1, ..., A € B(G) forming a partition of G and any ny,...,n; € N,

n
P (@ (A) = nr, ., ® () = g | @(G) =) = (n nk)nnm?l X A,
(4.3.3)
where 1L, is defined by (4.3.2) and n =n1 + -+ + ng.
Proof. Let Ay,..., A, € B(G)besuch that A,,41 =--- = A, = A. Then (4.3.2)

gives

I, (Ap % - % Ay x A7)

:WZP((Xc,(l),...,Xg(m)7Xm+1,...,Xn) € Ap X e % Apy x AP
| ©(G)=n)

S b (X ) € A1 x5 A () =

| ©(G) =n),

where the summation is over all permutations o of the set {1,...,m}. Proceed-
ing recursively, we get

n e nyl. .. ng!
Hn(Al ><~-~><Ak')=7P(<I>(A1)=n1,...,<1>(Ak)=nk | (P(G):’I’L)

n!
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O

Lemma 4.3.4. Construction of a finite point process. We may construct (gen-
erate a realization of) a finite point process ® on a l.c.s.h. space G as follows:

1. Generate the number of points according to the distribution

pn =P (®(G)=n), neN. (4.3.4)

2. Given the number of points n > 1, draw the sequence of atoms according
to the distribution I1,, defined by (4.53.2).

This construction leads to a symmetric enumeration of the atoms.
Proof. This follows immediately from Remark 4.3.2. O

Example 4.3.5. Mixed Binomial point process. Let ® = Z;\le dx, be a mived
Binomial point process as in Example 2.2.28. Let X be the probability distri-
bution of the atom Xy. Then ® is a finite point process with associated atoms
distributions

I, (A1 % ... x Ay) = A(A1) ... A(An), neN* Ap... A, € B(G). (4.3.5)

In this case, Equation (4.3.3) reads, for any Ai,...,Ar € B(G) forming a
partition of G and any ny,...,n; € N,

P(® (A1) =n1,...,2(A) =ni | ©(G) =n) = <n1 ” n

)A(Al)”l (AR

Thus, conditionally to ®(G) = n, the random vector (P(A1),...,P(Ax)) has a
multinomial distribution.

4.3.3 Janossy measures

Definition 4.3.6. Janossy measures. Let ® be a finite point process on a l.c.s.h
space G. For any n € N*, the Janossy measure on G™ is defined by

Jn (B) =nlp, 11, (B), BeB((G"), (4.3.6)
where py, and 11, are defined by (/.3.4) and (4.3.2), respectively.
The Janossy measure J,, is symmetric since II,, is so. Moreover,
1 n
Pot+ Y —n (G) = 1. (4.3.7)
neN*

Remark 4.3.7. Janossy measures of restriction. The Janossy measures of the
restriction of a finite point process ® to D € B(G) are not the projections of
the corresponding Janossy measures of ® on D; in contrast to the moment and
factorial moment measures.
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Corollary 4.3.8. Let G be a l.c.s.h. space, pg € [0,1], and for each n € N*,
let J, be a measures on G™ such that (4.5.7) holds true. Then there exists
a finite point process ® on G with Janossy measures {J,},cn. and such that
P (2 (G) = 0) = po.

Proof. For any n € N*| let
1 n

and, if p, # 0,

Jn (B)
II,, (B) := , BeB(G").
(B) Jn (GM) (G%)
Then construct ® as in Lemma 4.3.4. O

We will now express the finite-dimensional distributions of ® in function of
its Janossy measures.

Corollary 4.3.9. Finite-dimentional distributions versus Janossy measures.
Let ® be a finite point process on a l.c.s.h. space G. Then for any Ay, ..., Ay €
B (G) forming a partition of G and any nq,...,ng € N,

T (ATH X - APF)

P((I)(Al):nla"'v(I)(Ak):nk): nl'nk:'

, (4.3.8)

where p, and J,, are given by (4.5.4) and (4.3.6) respectively, and n =ni+---+
ng. More generally, for any disjoint A1, ..., A € B(G) and all ny,...,n; €N,

1 Jngr (A7 X - X AR X BT)
P(®(A) =ny,...,0(Ax) =ng) = e %

)

r!

where B = (A1 U...UAR)" and n=mnq + -+ + ng.

Proof. The first equalities in the corollary are immediate from Lemma 4.3.3 and
Equation (4.3.6). Moreover, for any A € B(G) and n € N,

(A" x (4))

r!

P@(A)=n) =Y P @A) =nd(4) =r)= - 3 I

reN reN

where the second equality follows from (4.3.8). More generally, for all disjoint
Aq,..., Ay € B(G) and all ny,...,n; € N, letting B = (4; U...U A;)° and
n=mni+...+ng, we get

P (D (A1) = na, ..., (A) = np)

:ZP(@(Al):nlvaq)(Ak):nkaq)(B):T)
reN

B 1 Jngr (AT X - X AR X BT)

_m!...nklz r!

)

reN

which combined with (4.3.8) concludes the proof. O
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4.3.4 Moment versus Janossy measures

We now express the factorial moment measure in terms of the Janossy measures.

Proposition 4.3.10. Moment versus Janossy measures. For any finite point
process ® on a l.c.s.h. space G, the k-th factorial moment measure can be
expressed in terms of the Janossy measures as follows

Jn+k (B X Gn)

o , BeB(G)®". (4.3.9)

Mg (B) = Z

neN

Proof. For any Ay,..., A, € B(G) forming a partition of G and any k1, ...,k €
N such that k&1 +---+ k. =k,

Mg (Alfl X oo X Afr>
=E [@(k) (Alfl N A?)}

—E [cp AN™ (AM“”}

=3 Y P (@A) = hs L, @ (A) = )
Ji=k1  jr=k:
i i Jj1+"'+j7‘ (Ajl-l XKoo X Ag})

- PR " — ' - — '
gi=k1  jr=k, (1 — k) (G — Kp)!

1 n

neN ni,...,nrEN
ni+-+n.=n

where the fourth equality follows from Corollary 4.3.9, and the fifth equality
follows by the change of variable n; = j; — k; and grouping together the terms
such that ny + -+ + n, = n. Applying Lemma 14.A.2 to the measure

S(B) = Jusr (A} x - x Al x B), BeB(G"),

shows that

n ni n
@)= 2 <n1,...,nk>S(A1 XX AL

ni,...,ngEN
ni+-+ng=n

n
- ¥ s (441570 o o,
MNiy...,NE

ni,...,nEN
nit-+ng=n

where for the second equality we use the symmetry of the Janossy measures.
Combining the above equality with the equation at the beginning of the proof
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shows that
. ) Tt (A’fl X oo x Al x G")
Mq)(k) (All X oo X AT") = Z ol .
neN
Two measures on G* which coincide on sets of the form A¥ x ... x AF are
equal by [11, Theorem 10.3 p.163]. This concludes the proof. O

Example 4.3.11. Factorial moment measures of a mixed Binomial point pro-
cess . Let @ = Z;yzl dx; be a mized Binomial point process as in Eram-
ple 2.2.28. Then the k-th factorial moment measure of ® equals

Mg (dzy % -+ x dzy) = E [NW] A(dzy) ... A (dzy) - (4.3.10)

where X is the probability distribution of the atom X;.
Indeed, using (4.3.5) and (4.3.6) we deduce that the Janossy measures equal

Ip (dzy X - x day) = nlpp A (dey) .. A (dzy,) .

where {pn},cn be the probability distribution of N = ®(G). Then it follows
from (4.3.9) that

n—+k)!
My (dzy X -+ x day,) = prrk%/\(dxl) LA (dzy),
neN :

which concludes the proof.

4.3.5 Janossy versus moment measures

Conversely, we will express the Janossy measure in terms of the factorial moment
measures. We first extend Definition 1.6.18 of the generating function in the
particular case of finite point processes so that it operates on a wider class of
measurable functions than the class V (G).

For any finite integer-valued random variable X, its generating function may
be written as a series

Ox () =E[z¥] =) P (X =n)z", (4.3.11)

which is absolutely convergent (at least) for any z € C such that |z| < 1 since
S P(X=n) = 1. Let Rg, be the radius of convergence of the above

series (cf. Definition 13.A.11). Observe that, by (13.A.12) in the same chapter,
Rg, > 1 but it may be strictly larger than 1 in some cases.

Definition 4.3.12. Generating function of finite point processes. Let ® be a
finite point process on a l.c.s.h. space G, and let Vg (G) be the set of measurable
functions v : G — C such that ||v]|,, := sup,cg |v(7)] < Rgye, - Then, the
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generating function of ® introduced in Definition 1.6.18 may be extended to
Vo (G) as follows

g<1> (’U) =E

11 v(X)}, ve Vs (G).

Xed

Moreover, the Laplace transform of ® introduced in Definition 1.2.1 may be
extended to all measurable functions f : G — R such that

< Rgy

le™ ||y = sup e/

as follows

Lo (f):=Go (e ) =E {exp (— /G fd@)} . (4.3.12)
Observe that, for any v € Vg (G),

I v ) < (vl )@

Xed
Then taking expectation shows that Ge (v) < oo since [[v]| < Rg, -
Remark 4.3.13. Let @ be a finite point process on a l.c.s.h. space G. For any
v € V(G), |lvll <1 (¢f. Definition 1.6.18). Thus when Rg,, > 1, we have
V(G) C Vg (G).

Lemma 4.3.14. Generating function expansion versus Janossy. Let ® be a
finite point process on a l.c.s.h. space G. Then the following results hold.

(i) For anyv €V (G)U Vs (G),

Go () =po+ > %/ (Hv(xi)> Jp(dzy x - x dzy,).  (4.3.13)
n=1"JY6" \i=1

Moreover, the above series is absolutely convergent.

(i) For any measurable function f : G — R such that He*fHOO < Rgy

0 1 . .
Ly (f):po-i-zﬁ/ e 2= F@) o (dxy x o x dy,)
ol Jen

Moreover, the above series is absolutely convergent.

(iii) The result in (ii) holds true for any measurable function f: G — R,.
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Proof. (i) Consider first some nonnegative v € V (G) U Vs (G),

I -]

Xed

=Y pE| [ v(X)
n=0 Xed
:p0—|—2an HU(XZ)

_p0+;pn/m (Hv(xﬁ) I, (dzy x -+ x day,)

=p0+z%/ <Hv(xi)>Jn(dx1x---xdxn).

n=1  “YG" \i=1

For general v € Vg (G), applying the above equality for the function |v| shows
that

gq) (U) =E

? (G) znl

®(G)=n

[e'e] 1 n
;_:111!/«;” (Zl:[l ”(mi”) I (dzy x ... x dzn) = Ga (Jv]) < oo

Then we may rewrite the same equalities as in the beginning of the proof for
general v € Vg (G) since all the series there are absolutely convergent. (ii) This
follows from (4.3.12) and (i) applied to v = e~/ which is in Vg (G). (iii) Same
argument as in (ii) with v = e~/ being in V (G). O

We will now give expansions of the generating function which extend (4.2.6)
to a wider class of functions. These expansions are given in [74, p.27] but the
conditions for them to hold are not explicitly stated there. These expansions
are also stated in [30, Chapter 5] without detailed proof.

Proposition 4.3.15. Generating function expansion for finite point processes.
Let @ be a finite point process on a l.c.s.h. space G.

(i) If Rgy, > 1, then for all measurable functions v : G — C such that
HUHOO < Rg@(@) - 17

o] k
Go (v+1) :1+];k1!/(;k Q:[lv(x,-)) My (dzg X -+ x day) .
(4.3.14)

(i) If Rgy e, > 2, then

00 k
Jn (B) = Z (7]61') Mg n+r) (B X Gk) , BeB(G"). (4.3.15)
k=0 ’
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Moreover, the above two series are absolutely convergent.

Proof. (i) Assume that Rg,, > 1. Note first that, by Lemma 13.A.13, for all
neNE [(I) (G)(")} < 00, that is, all factorial moment measures are finite.

Consider a measurable function v : G — C such that |[v]| < Rg,,, — 1, the
function v + 1 is in Vg (G) and by (4.3.13), we get

001 n
g@(v—&—l):po—kzﬁ (H[U(%‘)‘Fl])Jn(d$1><--~><da:n)
n=1 Y6" \i=1
001 n n k
Z/Z()(H ) e
SRS DED ppan e (Hx> Aoy - x o)
k=1 n:k i=1
— 1
_1+Zk‘!/@,k< (i)>Mq>(k)(dIE1><~-~><dxk),
k=1 i=1

where the third equality is due to the dominated convergence theorem and the
last one is due to Proposition 4.3.10. (ii) Assume now that Rg, . > 2 and
consider a measurable functions v : G — C such that [|v||, < Rg,, — 2. Then
[lv] + 1l < Rgge — 1, thus by (4.3.14)

Go (Jv] +2) *1+Zk'/ (H [lv(z;) +1]>M¢,(k>(dx1x~~~xdxk)

=1

=1+ ﬁ;/@ > (i) (ﬁ v(x1)> Mg (day x -+ x dag)

i=1

n (oo} 1
i (H v (ﬂ)) > i)

k=n
Mg (dog x -+ x dz, x GFT™), (4.3.16)
with

~ E [cb @)®
a:1+27k! =Ga(c) (2),

where the second equality is due to (13.A.16). Since |v] + 2 € Vg (G), then all
the terms in Equation (4.3.16) are finite. Note that [[v — 1[| |, < Rg,, — 1, thus
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by (4.3.14)

)
(H xz - 1 > P(k) (dzl X ... X dxk)
<H1} (Il)> Mg (dzy x ... x day)

l
+
Me T EMS
3 | =
@\
N
&
>
4
—
N

Mg (dzy x -+ x dz, x GF™™), (4.3.17)

where the fourth equality is due to the dominated convergence theorem and the
fact that the quantities in Equation (4.3.16) are finite and with

~ (-1)"E [ (G)W
=1+ Z ]E! = Ga(c) (0) = po,

k=1

where the second equality is due to (13.A.16). Comparing the expansion (4.3.17)
of Gg (v) with (4.3.13) completes the proof. O

We deduce the Laplace transform expansion for finite point processes.

Corollary 4.3.16. Laplace transform expansion for finite point processes. Let
® be a finite point process on a l.c.s.h. space G. Then for all measurable
functions f : G — C such that ||1 - effHoo < Rggpe) —1

7

o / (ﬁ (1- ef(a:n)) Mo (dzy x -+ x dag) .

(4.3.18)

Moreover, the above series is absolutely convergent.

Proof. This follows from Proposition 4.3.15 applied to v := e~ —1 and (4.3.12).
O

We deduce now the Laplace transform expansion for general point processes
and functions with bounded support.

Corollary 4.3.17. Let ® be a point process on a l.c.s.h. space G and let
f : G — C be a measurable function with support D € B. (G) and such that
|1 —e7 ||, < Rgywp — 1. Then the expansion (4.3.18) holds true and the
series in the right-hand side is absolutely convergent.

Proof. This is immediate from Corollary 4.3.16 applied to the restriction of the
point process ® to D which is finite by the very definition of a point process
(since D € B, (G)). O
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We now get rid of the bounded support assumption.

Corollary 4.3.18. Let ® be a point process on a l.c.s.h. space G and let
f:G —= Ry be a measurable function such that the series in the right-hand side
of (4.53.18) is absolutely convergent and such that for any D € B. (G),

sup (1 - eif(x)) < Rgyp, — 1.
xz€D

Then the expansion (4.3.18) holds true.

Proof. Let {D,}, cy be a sequence of locally compact sets increasing to G which
exists by Lemma 1.1.4. For any n € N, let f,, : G — R4 be defined by f, (x) =
f(z)1p, (x). Observe that, for any x € G, the sequence {f, (v)},y increases
to f (z). Then, by the monotone convergence theorem,

lim [ fod® = / fdo.
n— oo

Observe that e~/ fod® _ = J fnd® jg nonnegative, nondecreasing and converges
as n — oo to e~ J fod® _ = [ fd®  Again by the monotone convergence theorem,

lim E [e—ffod<1> _ e—ffnd@} ) [ lim (e—ffgdfb _ e—fﬁ,,d@)]

n—oo n— o0

=E {e_ffodq’ — e_ffdﬂ .
Then
lim La (f) = Lo (F). (4.3.19)
For each n € N, it follows from Corollary 4.3.17 that
k

c (f)—1+§:(_1)k/ H(l— —fnm)) My (dag x -+ x day)
o n) — £ Kl o i (& (k) X1 Tk ) -

We decompose the series in the right-hand side into two series E,, and O,
corresponding to even values of k and odd values of k respectively. Applying
the monotone convergence theorem to each of these series, we get

k
Jim B, =Y %/@ (Ul (1 —efw)) Mpoo (dzy % -+ x dzy),

keN* even
1 k
lm O, =— Y g/ <H (1 - ef(‘“))> M (dzy % -+ x day).
keN* odd " YG" \i=1

The right-hand sides of the above two equations are finite by assumption, then
adding them gives

k

00 k
Tim Lo (f) =1+ (_kll) /G (H (1 —efw)) Mg (dzy % -+ x dzy).

k=1 i=1

Invoking (4.3.19) concludes the proof. O
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Remark 4.3.19. For any integer-valued random variable X, let R’gX denote
the radius of convergence of the series

;E [X(”)] %T

By Lemma 13.A.16, Rg, > 1 iff Rg, > 0 in which case we have Rg =
Rg, — 1. Then the conditions Rg, > 1 and Rg, ., > 2 in Proposition /.5.15

are respectively equivalent to R’%(G) >0 and R’%(G) > 1.

Proposition 4.3.20. Let ® be a finite point process on a l.c.s.h. space G such
that Rg, ., > 1. Then the following results hold true.

(i) All the moments and factorial moments of ® (G) are finite.
(i) The distribution of ® is characterized by its factorial moment measures.

Proof. (i) Let R’gq)@ be the radius of convergence of the series
Y E [cp (G)(")} =
= n!

By Lemma 13.A.16, R, > 0. Then E {cp (G)(")] < oo for all n € N*. Thus
2(G)

all the moments of ® (G) are also finite by (13.A.21). (ii) Case Rg, ., > 2. By
Proposition 4.3.15(ii), the factorial moment measures uniquely determine the
Janossy measures; and the latter characterize the distribution of ® by Corol-
lary 4.3.9. Case Rg,, € (1,2]. Let ® be another point process with the same

factorial moment measures that ®. We have to show that ® equals ® in distri-
bution. By Proposition 1.3.11, it is enough to show that L; (f) = Lo (f) for all
measurable functions f : G — R4 which are bounded with support in B, (G).
Let f be such function and let M = || f||,. Observe that

E [@ (f)“”] < M"E [@ (G)(”)] , neN-.

/
Then qu)(f)

> 0, thus by Lemma 13.A.16,

qu,(f) = R/gq)(f) +1>1.
Therefore, by Proposition 13.B.4(iii)
qu,(f) = log (Rg(b(f)) > 0.

By Proposition 13.A.7(iv), the distribution of ® (f) is characterized by its mo-
ments, then Lg (f) = Lo (f) which concludes the proof. O

Remark 4.3.21. Table 4.1 summarizes the series expansions we established
for the different transforms in terms of specific measures. This table may be
completed by an expansion of log Ge (v) in terms of the Khinchin measures [30,
Eq (5.5.6)].
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Transform Measures Equation
Characteristic function ¥g (tf) Moment measures (4.2.1)
log Ug (tf) Cumulant measures (4.2.2)
Laplace transform Lg (¢f) Moment measures (4.2.3)
log Lg (tf) Cumulant measures (4.2.4)
Generating function Gg (1 — ph) | Factorial moment measures (4.2.6)
log Go (1 — ph) Factorial cumulant measures | (4.2.7)

Go (v) Janossy measures (4.3.13)

Table 4.1: Series expansions of different transforms.

4.3.6 Distribution of a finite point process

o0

Let G* = |J G™ be the set of finite ordered sequences of points of G with
n=0

the convention that G° is the empty sequence. We induce G* with the o-

algebra G* = {A CG*:ANG" € B(G)®" foralln e N} where B(G)®" be
the product o-algebra on G™. Let Mt (G) be the set of finite counting measures
on G. We will use the arguments of Section 4.3.2 to show that there is a bijective
mapping between the set of symmetric probability measures on G* and the set
of probability measures on Mt (G).

To this end, we introduce a mapping u : G* — M (G) defined by

w: (T, ..., Tpy) Zémk (4.3.20)

Consider a finite point process ® on G and let p,, and II,, be defined respec-
tively by (4.3.4) and (4.3.2). Moreover let IT be the probability measure on G°
with all its mass on the empty sequence. Then

o0
I=> p,ll, (4.3.21)
n=0
defines a probability measure on G* which is symmetric (i.e., its restriction to

each G" is invariant with respect to permutation of coordinates).

Lemma 4.3.22. The distribution Pg of the finite point process ® on a l.c.s.h.
space G is given by
Py =Ilou?

where I1 and u are respectively defined by (4.3.21) and (4.5.20).

Proof. The measure ITou™! is a probability on M (G). Then it is the probability
measure of some point process ®. Observe that for any measurable mapping
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f : Mg (G) — R+,

Blr (@)= [ swPsw
:/ f(u)Mou™" (du)
M (G)

= fou(x)I(dx)
G

:;pn/mfom)nn(dx)=E[f<<1>>],

where the third equality is due to the change of variable theorem for measures
and the last equality is due to Lemma 4.3.4. O

Proposition 4.3.23. [79, Prop. 1.10] Let G be a l.c.s.h. space. The mapping
associating to each symmetric probability measure Il on G* the probability mea-
sure lou™t on Mg (G) is bijective.

Proof. Lemma 4.3.22 shows that the mapping of the proposition is surjective. It
remains to show that it is injective. Let I = > p,II,, and = > Pnll,
be two symmetric probability measures on G* such that ITou=* = I o u ™.
Let A = {u € M;(G): pu(G)=n}. Since Hou ! (A) = II(G") = p, with a

similar equality for II, it follows that p, = p, for all n € N. Moreover, for any
measurable function f: A — Ry,

/Af(u)ﬂou_l (dp) = pn G fou(x)Il, (dz),
with a similar equality for I1. Thus

fou(x)I, (dz) = fou(z)IL, (dz).
Gn Gn

Applying the above equality with f (u) = 1{x1 (1) € B1,..., 2, (1) € By} where
By,...,B, € B(G), it follows that

I, (By X - xB,) =10, (B, x---x B,).
Then II,, = II,, for all n € N, which concludes the proof. O

In view of the above proposition, we may identify the probability distri-

butions of finite point processes with the symmetric probability measures on
G*.

Example 4.3.24. The probability distribution of the mized Binomial point pro-
cess ¢ = Zjvzl dx, as in Ezample 2.2.28 is

Q = Z Qn)‘nv
n=0
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where {qn}, cy 15 the probability distribution of N = ® (G), X is the probability
distribution of the atom X1 and \" is the n-th power of A in the sense of products
of measures.

Proposition 4.3.25. Let {q,},cy be a probability distribution on N, let X be a
probability measure on a l.c.s.h. space G and let QQ be a probability measure on

G* defined by
Q=) g\, (4.3.22)
n=0

where \™ is the n-th power of A in the sense of products of measures. Consider
a measurable symmetric function f : G* — Ry such that [ fdQ =1 and let P
be a probability measure on G* defined by

P(dz) = f(z) Q (dz).
Then -
P=> pamaA", (4.3.23)

where

Gn

and T, is a function defined on G™ by

f(x)

Tn (I) = m, z e G

Proof. Let P .= ZZOZO PnTn A" where p,, and m, are as in the proposition. For
any measurable function g : G* — R4

/* z) P (dz) = an/ () 7 () A" (dz)

n

Jon 9 ( x) A" (dx)
Z Pn f@,n /\n @)

fzqn/ f (@) A" (d)

n
n=0

=/*g<x>f<x>cz<dx>:/*g@c)P(dx).

Then P = P, which concludes the proof. O

The above proposition allows one to construct from a reference distribution
@, anew one with a specified density f which may characterize some interactions
(for example attraction or repulsion) between the atoms of the point process.
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Example 4.3.26. Gibbs point process. Let ® be a Poisson point process on a

l.c.s.h. space G with finite intensity measure A. Then the distribution of ® is

given by (4.3.22) where

e MOA(G)"
n!

qn =

Let f:G* — Ry be some symmetric measurable function such that E[f (®)] =
L. Let ® be a Gibbs point process with density f with respect to ® (cf. Defini-
tion 2.5.9). Then the distribution of ® is given by (4.3.23) where

oA G)

po= " [ @A (@),

and m, s the function defined on G™ by
n f ()
(G) ;
Jon £ (y) A (dy)
Example 4.3.27. Hard-core point process. We continue Fxample 4.53.26 by
specifying

() = A x e G".

f (Z‘) = aﬁn H 1{\zi71j\>2R}7 ne N,.T € Gna
1<i<j<n
where o > 0 is chosen to ensure that E[f (®)] =1 and 8 > 0. The Gibbs point
process ® with the above density f with respect to ® is called a hard-core point
process.

4.3.7 Order statistics on R

The order statistics of a point process on the real line are its points sorted in the
increasing or decreasing order. The following proposition gives the distributions
of these order statistics.

Proposition 4.3.28. Let ® be a simple point process on R such that

Rg, > 2, foralla€R, (4.3.24)

a,+00))

where Rg,, \, .., i the radius of convergence of the generating function Ge (4, +o0))
(or, equivalently, IQ@([Q ey 1 by Lemma 13.A.16). Then the points of ® may
be sorted in the decreasing order X1y > X9) > .... Moreover, for all x € R,

P (X =>1) = Z(_l)n_k (Z: 1) %Mcp(n) ([, +00)").
n=k :

If moreover for all n € N*, Mgwm) admits a density p, with respect to the
Lebesgue measure, then X (i) admits the following probability density function

1 =Y
_ @1 Ykan) Ayt Al
f (@) k—1)! > ol /[x,+oo)k'+n1 Phtn (T2Y1 - Yktn—1) Y1 - dYkn—1

n=0
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and (X(l), e X(k)) admits the following probability density function

= ()"
fk(xl,---wk)zz T / Phtn (T1se - Ty Y1 - Yn) Ayt - dyn,
n—0 n: [-’Ek,-’rDO)n

forallxzy > ... >z, € R.

Proof. Note that since R[4 o)) > 1 then, by Lemma 13.A.13, E [® ([a, +-00))] <
oo which shows in particular that ® ([a, +00)) is almost surely finite and there-
fore the points of ® may be sorted in the decreasing order. (i) Distribution of
X(). Let 2 € R. By analogy to (14.A.1), for n € N*, define the n-th symmetric
sum as

S, =E > ﬁ1{ijx}

(X1, X, }C® j=1

and let Sp := 1. Note first that

1 n 1 n
Su= T 3 [M1{x; =2} = —i Mo ([z,+00)").
T (X X)) EBM j=1 ’

Let ® be the restriction of ® to [x,4+00), which is a finite point process, say
o = Z;"’:l dx,;, where m is an integer-valued random variable. Note that

S, =E > [[1(x; >}
LJC{L,...m}:[J|=njeJ

=E > 1) {X; >}

LJC{L,....m}:|J|=n Jje€J

Given ®, we may apply Lemma 14.A.3 with B; ={X; >z} and

s= Y 1{neza

JC{1,....m}:|J|=n jeJ

m
Observe that N = > 1{X; >z} > k iff X3y > x; thus Equation (14.A.2)

i=1

{Xgy 2ap =2 (-1 <Z_ 1) Sn-
n=k

writes
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Taking the expectation of the above equality with respect to P implies

®([z,+00)) S
_ _1\n—k
P (X >2)=E ; (-1) (k_l)sn
_ > k[T — 1
=8| <k—1>$4’

since if n > ® ([, +00)), then S,, = 0. Swapping the expectation and the sum
in the right-hand side of the above equation gives the announced result. This
inversion is justified by the monotone convergence theorem and the fact that

> (i1 )esi-2 (i)

n=~k n=~k
(o)
n—1\1 n
=3 (321 s (v
JR 1
= Mg "
=1 ; i — oyt Maeo ([ +00)7)
< ! i LI ([z,+00)") < 00
k- (k) '
Indeed, the above series is convergent since so is y -, %Mq,(n) ([x,+00)") =
S ~E [(<I> ([z, +oo)))(")] which is finite by assumption (4.3.24). (ii) Den-
sity of X(j). The announced result follows from (i) and the fact that
0
- Pe (Y- yk)dyr .. dyr =k pe (@, y1- - ye) dyr - dyr—1.
Ox [z,400)* [, 400)k—1

(iii) Density of (X(l), . ,X(k)). For any 1 > ... >z € R,

P(X(l) > x >X(2) 2x2>...>X(k) Zxk)
=P (®([x1,+00)) =1, ([z2.21)) = 1,..., D ([zg, %)) = 1)

k
=P (ﬂ @ ([a5, 1)) = 1) :

i=1

where zg := 4+00. Let Jg be the Janossy measures of the restriction of ® to
[, +00) which is a finite point process. Then by Corollary 4.3.9

k k
P (ﬂ P ([il?i,ilfi_l)) = 1) = Jk <H [zi,zi_1)> .

=1 i=1



190 CHAPTER 4. TRANSFORMS AND MOMENT MEASURES

Since Ra([z,,+00)) > 2, then by Proposition 4.3.15
k oo (_1)77, k
Jk (H [1’1‘71'1-1)) = Z TM@(JCJM) <H [-Tiy-Tifl) X [.’Ek7+00)n> .
i=1 n=0 i=1

Since Mgx) admits a density p, with respect to the n-dimensional Lebesgue
measure, then

Ik (H [%'7 %1))

i=1
RGN
=y — Prtn (Y1, Yhtn) Y1 - - AYppn.
n—o [Tz [eszim1) X [zk,+00)™
Then
k
i=1
_ o (=1)"
= > Prtn (Y15 Yrtn) Wht1 -+ Ykt
[T lzimion) \,=o ¥ [Tk ,+00)™
dy - - - dy,

and therefore (X (153 X (k)) admits the probability density function

fk(.’bl,...7$k):z

0

(="
!

/ Prtn (L1, Ty Y1 - Yn) dyr - dyy.
n [zg,+o00)™

n

O

Remark 4.3.29. Bibliographic notes. The distribution of (X(l), . 7X(k))
given in Proposition 4.5.28 is stated and proved in [/5, Lemma 5.3]. The distri-
bution of Xy is stated in [45, Lemma 5.1] without neither the condition (4.3.2/)
nor a detailed proof.

Example 4.3.30. Let ® be a Poisson point process on R with intensity measure
Mg (dz) = A (z) dx where X : R — Ry is integrable on [a,+00) for all a € R.
By Proposition 2.3.25, for all n € N*,

My (anro) = ([T 26 an)
On the other hand, by (14.E.6)

My ([a,+00)") = E [cp ([a, +oo))<">} :



4.3. INFINITE SERIES TRANSFORM EXPANSIONS 191

Then
= E[@(a,+00)"] = g n
Z " Zn:an<Z/ /\(y)dy)
n=0 n=0 a
= exp (Z/ Ay) dy) ;
thus R'%([a ey = OO Then, by Proposition 4.3.28, the points of ® may be

sorted in the decreasing order X1y > X2y > ..., and for all v € R,
— n—1\1 ([ "
P (X(k) > a?) = Z(—l)n_k (/c B 1), (/ A(y) dy) .

n=~k ’ x

Moreover, by Proposition 2.3.25, for all n € N*, Mgy admits the following
density with respect to the Lebesgue measure

pn(gzjl,...,acn):1—[)\(%)7 Z1,...,Tn € R.

i=1

Then X1y admits the probability density function given by, for all z € R,

o= (kA E“%1))! ni_c:o (_nl!)n (/w A (y))m1

= (ljfxl))! (/zook(y)dyy_le)(p (/;A(y)dy>

and (X(l), e ,X(k)) admits the probability density function given by, for all
1 >...>x €R,

fCon, ) = (ﬁA(w)) > EE ([T

ﬁ/\(fvi)exp (/::O)\(y)dy)

Proposition 4.3.31. Let ® be a simple point process on R such that

Ry woapy > 2, foralla €R, (4.3.25)

(or, equivalently, Réq)((imla]) > 1). Then the points of ® may be sorted in the
increasing order X1y < X(g) < .... Moreover, for all x € R

oo

P (X <z)= 2(1)"'“(2_ 1) %Mw) ((—o0,2]").

n==k
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If moreover for all n € N*, Mgy admits a density p, with respect to the
Lebesgue measure, then Xy admits the following probability density function

1 &
f(l’) = (]{1—1)'7;) n! /(_ Plk+n (xayl~'~7yk+n71)dy1~'~dyk+n71

Oo,m]k+n—1

and (X(l)7 cee X(k)) admits the following probability density function

oo _1 n
fk($1,~~~,mk)zz( ) Prtn (T1, - T Y1 Yn) Ayt - dyn,
= ™ s

forallz; < ... <z €R.

Proof. The proof follows the same lines as that of Proposition 4.3.28. Note
that since Rg,  _, ,;, > 1 then, by Lemma 13.A.13, E[® ((—0o0, a])] < oo which
shows in particular that ® ((—oo,a]) is almost surely finite and therefore the
points of ® may be sorted in the increasing order. (i) Distribution of X .
Let € R. By analogy to (14.A.1), define for n € N* the n-th symmetric sum
as

Sp=E > ﬁl{ngx}

{X1,..,Xp}CP®j=1
and let Sy := 1. Note first that

1 n 1 n
Sn — EE Z H 1 {Xj < x} = anﬂn) ((—OO,ZL’] )

(X1 X )R j=1

Let ® be the restriction of ® to (—oco,x] which is a finite point process, say
d = Z;nzl dx, where m is an integer-valued random variable. Note that

S, =E > [[1{x; <=}
L/C{1,...m}:|J|=njeJ

=E > L N {x; <=}

L/C{1,...m}:[J|=n jeJ

Given @, we may apply Lemma 14.A.3 with B; ={X; <z} and
S, = > 1N {X; <a}
JcA{1,....m}:|J|=n jeJ

m
Observe that N = > 1{X; <z} > k iff X(;) > x; thus Equation (14.A.2)
i=1

writes

1{Xgy <ap=3 (-1 <Z_ 1) Sn-
n=k
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Taking the expectation of the above equality with respect to P implies

®((—o0,a]) (-1
P (X <z)=E ; (1) (k_1>sn
_ > \n—k n—1
I (k_l)sn],

since if n > ® ((—oo, z]), then S,, = 0. Swapping the expectation and the sum
in the right-hand side of the above equation gives the announced result. This is
justified by the monotone convergence theorem and the fact that

> (i1 )esi-2 (i)

n=k n==k

oD &

Indeed, the above series is convergent since so is Y n. , 2 Mg ((—o0,2]") =

Sy LE [(<I> (—o0, x])(")} which is finite by assumption (4.3.24). (ii) Density

n=k n!
of X(;). The announced result follows from (i) and the fact that

0

B pk(y1~~7yk)dy1~~dyk:k/ pe (1. ye) dyr - dyr—1.
T (_OOaI]k

(—oo,a:]k71
(iii) Density of (X(l), . ,X(k)). For all z; < --+ < x) € R,

P(Xq <o <X <ao<...< Xy <)
= P((b((_oovxl]) - 1,(1)((1'1,$2]) = 1, .. .,q)((xk_l’xk]) = )

k
=P (ﬂ ® (w51, 2i]) = 1) ,

i=1

where zg := —oo. Let Ji be the Janossy measures of the restriction of ® to
(=00, 2] which is a finite point process. Then by Corollary 4.3.9

k k
P (ﬂ P ((IEi_l,ZL'i]) = 1) = Jk <H (xi_l,xi]> .

=1 i=1
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Since Re(—oco,z,,] > 2, then by Proposition 4.3.15

k (%) (_1)77, k N
Iy H(xiqami] :Z o Mg etn) H(xiq,mi]x(—oo,xk] .

i=1 n=0 i=1

Since Mgx) admits a density p, with respect to the n-dimensional Lebesgue
measure, then

k [e’e} n
Ji <H (i1, l’z]> = ZO (7711!) / Pktn (Y1, -+ s Yktn)

k
i=1

i1 (Tim1,2i] X (—00,zk]™
dyr ... dYk4n-
Then

k
=1
_ i (=1" d d
= , Prtn (Y15 -5 Yrtn) AYrtr - - AYkin
b (@io1,mi] n: (—o0,xk]™

i=1 n=0

dys ... dyg,

therefore (X (15 +r X (k)) admits the probability density function given by

o0 _1 n
fk($17~~,$k)zz( ,) / Prtn (T1, - Ty Y1 ooy Yn) Ayt - .. dyn.
. (—o0,z]™

n
n=0
O

Example 4.3.32. Let ® be a Poisson point process on R with intensity measure
Mg (dz) = A (z) dz where A : R — Ry is integrable on (—oo,a] for all a € R.
By Proposition 2.3.25, for all n € N*,

My (o) = ([ Awan)

o0

On the other hand, by (14.E.6)

Mo (=00, a]") = B[ ((~00,a)™]

Then
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thus Ré;(p((ioo g = oo Then, by Proposition 4.3.28, the points of ® may be
sorted in the increasing order X1y < X2y < ..., and for all x € R

P (X > o) = i(—n”"“(};‘j); ([ rwa)

n=~k
Moreover, by Proposition 2.3.25, for alln € N*, Mgy admits the following
density with respect to the Lebesque measure

n

pn(‘rla"'axn):HA(xi)a xla"'aanR-

i=1
Then X1y admits the probability density function given by

o= T (o)

n=0 oo

“ iy ([ o) e (- [ rwa)

forallx € R, and (X(l), . ,X(k)) admits the probability density function given
by

filer, .. me) = (f[ﬁ@») > EE ([ )

n=0

=£[1A(a:i>exp (—/_ZA@)dy)

forallzy > ... >z, €R.

4.4 Factorial moment expansion

4.4.1 Point processes on R

Let ® be a simple point process on R, Mg (R) be the set of simple counting
measures on R and let ¢ : Mg (R) — R be a measurable function. Assume
that ¢ (®) is integrable; i.e., E[|1) (®)|] < oco. We shall give an expansion of the
expectation E [¢ (®)] in terms of the factorial moment measures of ®. To this
aim, we need some preliminary notation and results.

For € Mg (R), let ul, be its restriction to the subset (—oo, x); i.e.,

plz(B) = p(B N (—o0,2)), B e BR).

Definition 4.4.1. A function ¢ : M (R) = R is said to be continuous at +00
if for every p,v € Mg (R)

Jim Y (ule +v) =9y @) and lm y(uls) =9 (u). (4.4.1)
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Lemma 4.4.2. Telescoping formula in R. Let ¢ : Mg (R) — R be continuous at
+o0. Then, for every p € M (R) written as pp =3y 7., ¢, 0, where the atoms
tx are enumerated increasingly with k, the following telescoping formula holds

) =p0)+ Y [l +6u) — (ul,)], (4.4.2)

k€Z:trepn
where 0 is the null measure.

Proof. Note that, for any k € Z, plt, = Ek_l d¢;. Then, for any K € Z,

j=—o00

K

Z W(Mtk + 6tk) - w(ﬂ'ltk)] = ¢ (U'tKH) - ¢ (M't—K) :

k=—K

Letting K — 400 in the above equality and invoking (4.4.1) concludes the
proof. O

For any function ¢ : Mg (R) — R and z € R, we define the first order
difference operator z/Jg(Cl) : Mg (R) — R by

O (1) = ¢ (e + 62) — ¥ (l2) (4.4.3)

and, recursively, for any n € N* and z1,...,2, € R, we define n-th order
difference operator 1/19(;})% : Mg (R) — R by

_ 1)
U, = (W) (4.4.4

n

Example 4.4.3. Difference operators for linear functions. If (1) = [, f (z) p (dz)
for some measurable function f: R — Ry, then

o (w) = f(z), and ?ﬁgzl),_i.’xn) (u) =0, forn > 2.

Lemma 4.4.4. If a function ¢ : Mg (R) — R is continuous at £oo, then so is
its n-th order difference operator wf(ﬂn) for all x € R™.

Proof. 1f follows from (4.4.4) that its enough to make the proof for n = 1, the
general result follows then by induction. Let u, v € Mg (R). We first show that,

for all x € R,
lim & (uly) = 5 ().

y—r—+oo

This follows from the fact that, for y > =z,
qbg(cl) (uly) =¥ ((ply) o + 62) — ¥ ((uly) |2)

=1 (e + 02) — ¥ (ul2)
=V ().
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‘We now show that
tim 8 (uly +v) =9 ().

Yy—r—

This follows from the fact that, for y < x,
O (uly +v) = ((uly + 1) [ +62) = ¢ ((ly +2) |2)
=¢(M\y+1’|w+5z) —1/J(M|y+V|a;),
which, by the continuity of ¢, goes when y — —oco to
b (Ve +82) = ¢ (v]z) = 5P (v) .
O

We now present an expansion of the expectation E [¢) (®)] in terms of the
factorial moment measures of ®.

Theorem 4.4.5. [12, Theorem 3.2] Factorial moment expansion. Let ® be a
simple point process on R and let ¢ : Mg (R) — R be a measurable function
which is continuous at +oo. If for all j € {1,...,n+ 1},

[ E[le @)
RJ
then

E [¢( Z 1/) j) 0) My (dx)+/

Rn+1

] My (dz) < oo, (4.4.5)

B [ 8 s )

(4.4.6)

Proof. (i) Cf. [7]. We prove first the announced result for n = 0; that is under
the condition

Johice
one has

Blu@)=v0+ [ [ o 7 P () M () (1.4.8)

) u)] PY (du) Mo (dz) < oo, (4.4.7)

Indeed, by the Campbell-Little-Mecke formula (3.3.4),

// YO (1) PY (dp) Mo (dz) = E /R o (@ — 5,) @(dx)}
_E /R W0 (@) @(dx)}

-5|/ [w<@|x+5x>—w<@|x>1@<dz>]

“E| Y [¢<@|Xk+axk)—w<@|xk>1],

Lk€Z: X, €P
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where we assume that the atoms of ® are enumerated in the increasing order.
Similarly, the condition (4.4.7) is equivalent to

E < 00.

Z |¢ (©|Xk +6Xk)_w(¢)|xk)‘

k€Z:X1ED

Using the dominated convergence theorem and the telescoping formula (4.4.2),
we deduce that

E| Y [0(@lx +8x) — ¢ (®lx,)]

k€Z:X,LED

= E[$(®)] - 4(0),

which proves (4.4.8). (ii) Let ®, be a point process with distribution P.
For j € {1,...,n}, isolating for all x € R/ its last coordinate and invoking
Fubini-Tonelli theorem, we get

Lo 1 (0 [P () My (da)
Ri+1 JM,(R)

= /R. R/M ® [ () [Por  (dp) Myi+n (dz x dy)
Jx

- ( L1 P e ooy (dy)> My (da),
Ri \ JR JM.(R) y

where the second equality is due to (4.4.4), and Proposition 3.3.9. Then Con-
dition (4.4.5) implies

LI 1(w9)” P ) My (@) < o
R JM,(R) y

for Mg;)-almost all z € R?. Applying Item (i) to the function z/)_fcj) M (R) = R
and to the point process <I>§. we get

. e
B[u@)] = o0+ [ [ (6) " 0P, () May (@),
M (R) y x v
Integrating the above equality with respect to Mgy we obtain

/_E [%cj)(q)!x)} Mg (dz)
R

= [ o9 O)Ma0 @)+ | ( / / (v9)" () P, () Moy <dy)> Moo (da)

or, equivalently,

/ | / 69 (1) Py (dpr) Moy (dz)

Ri JM,(R)
/ P9 (0) Mo (d) + / / GBI (1) Py (dp) Moron (da)
RJ Ri+1
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where twe use (4.4.4), and invoke Proposition 3.3.9. Adding Equation (4.4.8)
with the above equations for j =1,...,n and we get (4.4.6). O

The following lemma gives a useful explicit expression of n-th order difference
operator wg(on) in function of v for all x € R"™.

Lemma 4.4.6. For any function ¢ : Mg (R) - R, n € N*, and z1,...,z, € R,
the function 1/1%1?_“7% has the following explicit expression

(1) = { E?:o (_1)n_j ch([?]> (0 (M‘zn + Zie] 530@) , ifrn <<,

0, otherwise,
(4.4.9)
where ([?]) denotes the collection of all subsets of {1,...,n} of cardinality j.

Proof. The proof goes by induction with respect to n. The result holds for n = 1
by definition (4.4.3). Assume that it holds for n — 1, then by (4.4.4)

w;?) Ty (/j‘) = wgrll_l Tp—1 (/u’|93n + 5 ) ,(/}(n,l))mn 1 (N|In)

n—1
Syt Yy w<<umn+6m>|mn_l+zéxi>

j=0 JC([" 1]) icJ
n—1

_ Z (_1)71*1*] Z w < N'mn) T T 26%) .
j=0 JC( n— 1]) icJ

If 2, > xp—1 then (ple,) e, = ple, , and (ple, +62,) o,y = ftlz, _, thus
right-hand side of the above equation vanishes. Assume now that x, < x,_1
then

() ey = ble,, and (ple, +062,) e,y = ple, + 0z,
thus

n—1
U ) =2 M “’(M'w”‘”n*z‘*“)

=0 g (1) icJ
n—1

RS w(wm)’
j=0 g (=) icJ

which is the announced result where the first sum corresponds to all subsets of
{1,...,n} of cardinality j + 1 containing n and the second sum corresponds to
all subsets of {1,...,n — 1} of cardinality j (not containing n). O

Example 4.4.7. Generating function expansion. We aim to find an expansion
of the generation function defined in Definition 1.6.18. Let ® be a simple point
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process on R and let v : R — [0, 1] be a measurable function such that the support
of 1 —v is in B. (G) and let

w0 =L v) e ([ loglo@lntan) . wem®.

TEN

Then by (4.4.3), for x € R,

%(cl)(ﬂ) =9 (/’L‘w + 6m) - (M‘aj)

= I -] W

YEU|z+0s yELla
= ( 11 v(y)) (v(z)—1)
YEL|2

and by (4.4.9), for x, < ... <z €R,

LR IDED DICVERED'S w<u|mn+zam>

7=0 JC([ZL]) icJ

N S ( 11 v(y)) (_H“(%’))

Jj=0 g () \venlen

=< 11 v<y>)§nj<—1>” > (mee)

yEulzy,

yEulzy,

= (=" ( II v(y)) [1 o).

If Mgty is locally finite, then condition (4.4.5) is fulfilled and by Theorem 4.4.5
the generating function of ® admits the following expansion

Go (v)
=E[y(2)]
=1+ Z(—l)i/ [ = v(@r) Mee (day x ... x da;)
i=1 T <. <T1 po—q
n+1
+(—1)"+1/ /M(R) ( 11 v(y)) T[] = v(a)PE (dp)
Tpn41<...<T1 s ye”‘anrl k=1

Mq,(n-u) (dl‘l X ... X dCCn_H) .

Note the analogy of the above expansion with (4.3.1/).
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4.4.2 General marked point processes

We will now extend Theorem 4.4.5 to general marked simple point process; this
extension is due to [16].

Let G and K be two l.c.s.h. spaces equipped with the Borel o-algebras B (G)
and B (K), respectively. Recall that we denote by M (G x K) the space of mea-
sures 1 on (G x K, B(G) ® B(K)) such that 1 (B x K) < oo for all B € B, (G);
and by M (G x K) the o-algebra on M (G x K) generated by the mappings
g p(Bx K),BeB(G),K € B(K) (cf. Section 2.2.6).

Let M (G x K) be the set of counting measures ji on (G x K, B (G) @ B (K))

such that the projection p () = fi (- x K) is simple. (Observe that M (G x K) €

M (G x K); indeed, this follows from the fact that the projection operation
f — 1 is measurable and from Corollary 1.6.5).

Measurable order

We assume given a (total) order on G; that is, a relation denoted by < satisfying
for all z,y,z € G: (i) if © # y, then either z < y or y < x; and (ii) if v < y <
z,then < z. Moreover, we assume that the order < is measurable; i.e., the
following conditions are fulfilled:

(C1) For all a € G, the set {<a} :={z € G:z <a}isin B, (G).

(C2) {(z,y} €G?: 2 <y} € B(G) @ B(G).

(C3) The ordered decomposition of every € M (G x K)

J
M:Z(S(tk&k)v JEN,IH <ty < ... (4.4.10)
k=1

is measurable; i.e., for every k € N*, the mapping pu — (tx (1), 2k (1)) defined
on {u € M (G xK):J(u) > k} is measurable.

Lemma 4.4.8. Let G and K be two l.c.s.h spaces. The mapping (z, p) n({=<
x} xK) defined on G x M (G x K) equipped with the algebra B (G) @M (G x K)
is measurable.

Proof. 1t is enough to show that for all k € N*|
{(z, 1) € G x M, (G xK) : p({< 2} xK) < k} € B(G) ® M (G x K).

To this end, for all k € N*, define the mappings Ty on G x {u € M (G x K) :
J (1) = k} by

Ti(x, 1) = (2, (1)) € G
By C3, these mappings are (B(G) ® M (G x K), B(G) ® B(G))-measurable.
Moreover, {(z, 1) € Gx M (G x K) : u({< z} xK) < k} equals (T)"*({(z,y) :
x <y or z = y}) . Thus, the announced result follows from C2 and the fact
that the diagonal is a Borel subset of G2. O

We give now an example of measurable order in an arbitrary l.c.s.h. space

G.
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Example 4.4.9. Measurable order in an arbitrary l.c.s.h space. Recall the
order < constructed in the proof of Proposition 1.6.11. This order satisfies C1
obviously. It satisfies also C3 as shown in the proof of Proposition 1.6.11. It
remains to prove C2. This follows from the fact that

{((E,y) € G2 < y} = U UK”"Z X Kn,j'

neNi<j

The order described in Example 4.4.9 for general l.c.s.h. space G can be
replaced by more explicit ones for particular cases of G as shown in the following
example.

Example 4.4.10. Measurable orders in R%. In R, the strict inequality < is a
measurable order. In R% with d > 2, there is no similar natural way of ordering
the points. Here are some orders in R®:

(i) Lezicographic order of polar coordinates. That is, order points in the in-
creasing order of their distances to the origin and in case of equality, use
the lexicographic order of the angular coordinates.

(ii) Sort points in the order that a growing d-cube hits them, and break the ties
with the lexicographic order of Cartesian coordinates.

The above orders lead to different ways of enumerating points of counting
measures as already said in Example 1.6.15.

Telescoping formula

For a given point z € G and each measure u € M (G x K), we define the
measure i, as the restriction of p to the set {< z} x K i.e.,

pla(B) = (BN ({=< 2} xK)), BeB(G)®B(K).

Lemma 4.4.11. Let G and K be two l.c.s.h spaces. The mapping defined on
GxM; (G x K) by (z, 1) — ptlg is (B(G)@M (G x K), M (G x K))-measurable.

Proof. The proof follows the same lines as that of Lemma 4.4.8. O

A mapping 1 : M (G x K) — R is said to be <-continuous at oo if

lim 9 (uls) = (k) (4.4.11)

for every p € M (G x K), where z 1 oo denotes an unbounded increase with
respect to < (i.e., for every sequence z; < 2 < ... such that J;o{< zx} =G,
we have limy, 0 ¥(puls,,) = (1))
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Lemma 4.4.12. Telescoping formula in general space. Let G and K be two
l.c.s.h. spaces and v : M (G x K) = R be <-continuous at oo. Then, for every
p € Mg (G x K) written as in (4.4.10), the following telescoping formula holds

J

k=1
where 0 is the null measure.

Proof. Tt follows from (4.4.10) that, for any k& < J (u),

k—1
Ple = Z 6(ti;2i)'
=1

Then, for any K < J (u),

K K
Z W(Mtk + 5(tk,zk)) - w(u‘tk)] = ¢ (Z 6(&‘,21)) - 1/}(0)
— i=1

k=1

If J () < oo, applying the above equality with K = J (u) gives the announced
result. Assume now that J () = oo. It follows that |Ji—,{< tx} = G (other-
wise, by condition C1, the sequence {¢x} wen+ would have an accumulation point
which contradicts the fact that p is locally finite). Then letting K — oo in the
above equality and invoking (4.4.11) concludes the proof. O

Factorial moment expansion for marked point processes

For any function 9 : M (G x K) — R and (z,2) € G x K, we define the first
order difference operator wgi)z) : M (G xK) — R by

1
Ui (1) =0 (ple + 0a)) — ¢ (ul) (4.4.13)
and, recursively, for n € N* and (z1,21),...,(2n,2n) € G x K, we define the
n-th order difference operator ¢E;Ll) e M, (G xK) — R by
(n) _ (n—1)
1/)(1;17.21),..4,(1'717271) - (w(wl,z1),4..,(wn71,27k1))(xmzn) : (4414)

In order to simplify the notation, we denote the (G x K)™-valued vectors
((xlv Zl) ey (-Tna Zn))

by (z, 2).

Lemma 4.4.13. Let G and K be two l.c.s.h. spaces. For any function ¢ :
M (G xK) — R, any (x,2) € (G x K)" and any n € N*, the n-th order
difference operator w(z)z) 18 <-continuous at oo.
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Proof. 1f follows from (4.4.14) that its enough to make the proof for n = 1, the
general result follows then by induction. Let p € M (G x K). We have to show
that, for all (z,z) € G x K,

Tin 3. (uly) = 40, (1)
Using (4.4.13) it follows that, for all y € G such that x < y,

Wi () =0 ((ly) | + 0(o.2) = ¥ ((1ly) |=)

_ (1)
(z,2) (1) -

Then letting y 1 oo completes the proof. O

Theorem 4.4.14. [16] Factorial moment expansion for marked point processes.
Let G and K be two l.c.s.h. spaces and ® be a marked point process on G
with marks in K such that that, P-almost surely, ® (w) € My (G x K). Let
(I M (G xK) = R be a measurable function which is <-continuous at co. If

X

(4.4.15)
then

E [4)(®) )+ Z / Ei’z ) My (dz x dz)

GxK)7

(n+1) (!
+/(GXKW1EH¢W) (q>(m7z))H Mgosn (dz x dz2).  (4.4.16)

Proof. (i) We prove first the announced result for n = 0; that is under the
condition

Lo ol ] P ) Mo (dr ) <o, ()
GxK JMg(GxK)
one has

Blv(® / / W () PE™ (du) Mo (da x d2). (4.4.18)
GxK JH, (GXK)

Invoking Corollary 3.3.7, the integral in the right-hand side of the above equation
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equals
E { ﬂ’&?z) ((1) - 5(z,z)) ® (dzx x dz)]
GxK

T,z)

_g| Yl (@)@ (da x dz)}
L/GxK

=E / (¢ (Bl + 0(z,2)) — ¢ (P|2)) @ (dz x d2)
L/ GxK

[J7(®)

=E Z [w((mtk +6(tk,zk)) _w(@‘tk)] )

k=1

where the first equality is due to (4.4.13). Similarly, the condition (4.4.17) is
equivalent to

J(®)

E Z |w(q)|tk +5(tk,zk)) - ¢(¢|fk)| < 0.

k=1
Using the dominated convergence theorem and the telescoping formula (4.4.12),

we deduce that

J(@)

E | (@l + 0tye) — ¥(@le)] | = E[(®)] - %(0),

k=1
which proves (4.4.18). (ii) Let <I>!(I 2) be a point process with distribution ng’z).

For j € {1,...,n}, isolating for all (z,z) € (G x K)’™" its last coordinate, say
(y,t), and invoking Fubini-Tonelli theorem, we get

[l B 0Py () My (de x d2)
(GxK)i+1 JH, (GXK) ' (@2)

- W e () Pay (dw)
/(GxK)J'x(GxK)/MS(GxK) (@2),(v:t) RCISRORS

MQ(J'-H) (d:z: x dz x dy X dt)

; (1)
= (@) P (du) My (dy x dt
/(GxK)j </G><]K /MS(GXK) | (w(x’z)>(y,t) W L) (du) Moy, (dy > db)
Mq)(j) (d.f(: X dz),

where the second equality is due to (4.4.14) and to Proposition 3.3.9. Then
Condition (4.4.15) implies

i 1) )
/ /~ | @EQZ)) (1) ‘qu%ht) (dp) Mg (dy x dt) < oo,
GxK JMs(GxK) T (yt) (2.2) (=,2)
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for Mq;,(]) almost all (z,z) € (G x K)’. Since ¢ is <-continuous at oo then so
is ¢(w 2 by Lemma 4.4.13. Applying Item (i) to the function wgi)z) and to the

point process <I>( we get

z,2)?
P! 1(y,1)
,2) P | d
E [y ()| = /GXK/M(GXK) “))m) (1) Py ()
Mg (dy xdt).

Integrating the above equality with respect to Mg we obtain

/ B [djg)@)(q)!(w,z))} Mg (do x dz)
(GxK)?

B / w((i)z) (0) My (do x dz)
(GxK)?

o L (0) 0PI iy
(GxK)? \JGxK (GXK) (y,t) (2.2) (@)

Mq>(j) (dl‘ X dZ) s

or, equivalently,

/ / (a: z )P‘:P! (d:u’) M(I)(j) (dx X dZ)
(GxK)7 JM; (G xK) (x,2)

_ / W9 (0) My (da x dz) + / | / S0 () Py (dn)
(GXK) (GXK)7+1 J M, (GxK) (%)

Mgy (de x dz),

where we use (4.4.14) and invoke Proposition 3.3.9. Adding Equation (4.4.18)
to the above equations for j = 1,...,n, we get (4.4.16). O

Explicit expression of the difference operators

The following lemma gives a useful explicit expression of n-th order difference
operator ¢E?Z) in function of ¢ for all (x, z) € (G x K)™.

Lemma 4.4.15. For any function ¢ : M (G x K) —» R, n € N*, and (z,z) €
X , the function as the following explicit expression
G x K)", the function v, has the followi lici ]
w(n) (1) = Z?:o (=™’ ZJC([T;J) U (Blon + Xies 0izy) i T <. <21
(@2) 0 otherwise

(4.4.19)
where ([?]) denotes the collection of all subsets of {1,...,n} of cardinality j.
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Proof. The proof goes by induction with respect to n. The result holds for n = 1
by definition (4.4.13). Assume that it holds for n — 1, then by (4.4.14)

(n)
w(ﬂhm) (Tnyzn) (1)
(n—1) (n—1)
w(azl 21 (xn_l,zn_l) (‘u'm" + 6(xn72n)) - w(zl,zl)

.....

n—1
= (71)71—1—] Z 7;[} <(,umn + 6(wn,zn)) |zn_1 + Zé(wi,zi))

(€n_1,2n—1) (1lz,)

.....

7=0 JC([”;”) e
n—1
DICHEEDS ¢( ) %1+Zé<rf*“)>'
j=0 () =

If x,_1 <z, or z,_1 = x,, then

]z, ) |:En71 = /’L‘In—l and (,u|:rn + 5(1,,,,2,,,)) ||rn71 = /’L‘l‘nfl'

Thus the right-hand side of the above equation vanishes. Assume now that
Ty < Tp_1 then

(NLM) |-'L'n71 = l’["xn7 and (/”L|-Ln + 5(%,%)) |15n71 = /”L|-'L'n =+ 5(:767“2”)'

Thus
(n) n—1
n n—1—j
ln o) rs(m ) () = Z (=1 ! Z (] (Mxn + 0(zp,z0) T 25(11-,%-))
=0 e () it
n—1
S L S ("'“ + Zém“’) |
=0 Je () ict

which is the announced result where the first sum corresponds to all subsets of
{1,...,n} of cardinality j + 1 containing n and the second sum corresponds to
all subsets of {1,...,n — 1} of cardinality j (not containing n). O

Expansion kernels

We will now rewrite the factorial moment expansion (4.4.16) in a more usual
form. To this end, we introduce the following expansion kernels

DI ()= (-1 3w < plo. + Zé(xi,zi)> (4.4.20)

=0 g () ieJ

Sy <u|w* + Za(m) L (4421

JcA{1,...,n} ieJ
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where ([?]) denotes the collection of all subsets of {1,...,n} of cardinality
j and z, := min{zy,...,2z,} with the minimum taken with respect to the
order <. Note that DE:)Z)w(u) is a symmetric function of (x,z); i.e., in-

variant with respect to a permutation of the components (z;,z;) of (z,z) =
((x1,21) 5.+, (Tn, 2n)). Moreover, if z, < ... < 21, then

DI () = v (1)
Thus the expansion kernels are symmetric forms of the difference operators.

Example 4.4.16. First two expansion kernels. Applying (4.4.20) forn = 1,2
respectively, we get

DY (1) = 4 (ke + Sarzy) = (i) (4.4.22)

2
Défﬁ)l,zl)1(xz,zz),¢) (M) =Y (M z, T 5(11721) + 5(962722))
- ¢ (,u|$* + 5(a:1,z1)) - ¢ (,u Ty + d(xz,zz)) + L/) (,U

where x, = min {x1,z2}.

1’*)7

Example 4.4.17. Expansion kernels at the null measure. Applying (4.4.20)
for u =0 (the null measure), we get

DI (0) =3 (=1)"7 3w <Z§ (w0,2:) ) (4.4.23)

j=0 JC( ) ieJ
- Z (—1)" My (Z 5(m72i)> .
JcA{1,....,n} i€

In particular,

Dl (0) = ¥ (8a.z)) = (0), (4.4.24)
Dgi)l,zl),(xg,@)l/’ (0) =¥ (8(ay,20) T O(a,20)) — ¥ (O(zr,21)) — ¥ (O(a,20)) + 1 (0).
(4.4.25)

Example 4.4.18. Expansion kernels for linear functions. Assume that

¥ () = [z, 2) p(dz x dz)
GxK

for some measurable function f : G x K — Ry. Then v is <-continuous at 0o
since

lim ¥ (p,) = lim [t 2) p(dt x dz) = P(p),

ztoo ztoo J{<a}xK
where the last equality follows from the continuity from below of measures. More-
over
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Factorial moment expansion over kernels

Corollary 4.4.19. Factorial moment expansion over kernels. Under the con-
ditions of Theorem 4.4.14,

e Z ]' /GxK)J "L”Z (0) Mg (dz x dz)

1 (n+1)
+ m /(GXK)7L+1 |:D($ Z) w < w Z))i| M(I)(”+1) (d:I; x dZ) ’

Moreover, if Condition (4.4.15) holds for any j € N* and

m (L () ! _ _
5% (j! /(GxK)j B [DE)v (¥ Mas (0 x dz)) =0

then
E 0 M. j dx X dZ .
[¢( E J' / » (x z) ) P$) ( )

Proof. For any j € N*, we will say that a function or a measure on (G x K)j
is symmetric if it is invariant with respect to a permutation of the compo-

nents (x;, z;) of (z,2) = ((z1,21),...,(@n, 2n)). We have already observed that

Ei)z)w( ) is a symmetric function of (z,z) which coincides with w(i) (1)

when x; < ... < x1. Moreover, the function (z, z) Pq(,x *) and the measure
Mg (dz x dz) are also symmetric. Then

/ DY () P™? (du) My (dz x d2)
(GxK)7

—jt /( oy Vo 00 P (@) M (a0 ).
X

Invoking Theorem 4.4.14 concludes the proof. O

Corollary 4.4.20. Factorial moment expansion for Poisson. In the conditions
of Theorem 4.4.14, if moreover ® is a Poisson point process on G x K with
intensity measure A, then Condition (4.4.15) writes

/ HD(l (@ )H N(dzxdz) <oo, je{l,....n+1}, (4.4.26)
(GxK)J
and (4.4.16) reads
~ 1 () K
E [¢(®) 2:: 3 /GXK)] D (0) M (dz x dz)

(DI (@)] A7+ (a2 x d2).

(z,z)

77+1
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Proof. Since ® is Poisson, it follows from Proposition 2.3.25 that for any j € N*,

Mgy = M. Moreover, by Slivnyak’s theorem 3.2.4, <I>(g3 ) U $ for AJ-almost
all (z,2) € (G x K) . Then applying Corollary 4.4.19 concludes the proof. [
Example 4.4.21. Factorial moment expansion for homogeneous Poisson. In

the conditions of Theorem 4.4.14, if moreover ® is a homogeneous Poisson point
process on G x K with intensity A, then Condition (/.4.15) writes

/ HD(]) (<I>)H drxdz<oo, je{l,....n+1},  (4.4.27)
(GxK)?

(xz

and (4.4.16) reads

B[(®) )+ Z - / DU (0) de x d:
Al pth)

MY da x dz. 4.4.28

(n+1)! /(GX]K)"‘H [ (2,2) P (P )} x x dz ( )

In this case, for all j € {1,...,n},

PE[¢(P)]
Y

:/ Dgi)z)z/)( ) dz x dz.
A=0 (GXK)?

That is, considering E [{(®)] as a function of the intensity A, the above formula
gives its successive derivatives at A = 0.

4.4.3 Shot-noise functions

We will study in the present section the following particular function

V() =gu(f), neMs(GxK), (4.4.29)

for some given functions f : G x K — R, assumed measurable and g : Ry — R.

Lemma 4.4.22. Let G and K be two l.c.s.h spaces and v be defined by (4.4.29).
If the function g is continuous, then ¥ is <-continuous at co.

Proof. We have shown in Example 4.4.18 that the mapping u — p(f) is <-
continuous at oo, then so is 1. O

We will give sufficient conditions for (4.4.15) to hold for the above function
¥ (by extending the results of [39]).

Proposition 4.4.23. Let G and K be two l.c.s.h spaces and i be defined
by (4.4.29). Then for any n € N*,

’Dgﬁ)z) (n )‘ < 2" |9l s - (4.4.30)
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where ||gll,, = supyer, |9 (x)]. Moreover, if the function g is k times dif-
ferentiable for some k € N*, then for any n > k and any injective function

o:{l,....k} = {1,...,n},
k
‘Dég,)z)w (,u)‘ <2t Hg(k)Hoo 1:[1f (Zo(): Zas)) » (4.4.31)

where g\¥) is the k-th order derivative of g.

Proof. In order to give the basic idea, we first prove (4.4.31) for n = k = 1.
By (4.4.22)

DGt (1) = (ple + 0z ) — ¥ (pla)
=g (ple (f) + f((,2) — g (pl (f))

= f(o2 / g (ule () +7f ((z,2))) dr.

Then )
D& ()] < gl £ (.2).

Consider now the general case n > 1. The expression (4.4.21) of the expansion
kernel may be written as follows

DLy = >0 (-yrEL (

(b1,...,bn)EPR

+bexz,zz),

where P,, denotes the set of all n-tuples (by,...,b,) € {0,1}"™. Since P, has
cardinality 2", the inequality (4.4.30) follows immediately. Let 8 := pul., (f)
and v; := f (x4, 2;), then

DY (= > (~nEZ=0h <5+me>-

(b17'~~7bn)epn

We now partition the set P,, into 2% subsets where each subset A corresponds
to some fixed (bgii,...,bn) € Pp_g; that is

A(bk+1,...,bn) = {(bl,...,bk,bk_;,_l,...,bn) : (bl,...,bk) S Pk}

So we have
n—k
DW= Y (DT CHA ), (4432)
(V1yeeesVn— k) EPn—k
where

HA(v,. . vae) = Y, (DZe07) <5+va+k+zbm>.

(b15ee0sb1 ) EPR
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Taking the absolute value of (4.4.32), we obtain

D ()] < > |H(v1,. .. vn_g)]- (4.4.33)

(V1500 Vn—k)EPn—k

Let
n—k k k
G(b1,...,0k) == g (5 + > viziek + Z@%‘) 1T
i=1 i=1 i=1
Integrating the above function respectively with respect to 601,...,60, € [0,1]
gives
/ / Gﬂl,..., d01 dok:H(A(Ul,...,’Un_k)),
and hence

VH(A (01, o) |</ /|G 91,...,9k)|d91...d9k§Hg(k)Hwﬁ%.
=1

Substituting the above inequality into (4.4.33), we get

k
CEROCIEND Y T | e Ty 8

(v1,yeees Vn—k)EPn—k

which proves (4.4.31) for o (i) =i, 1 < i < k. Since D( ™) )1/1( ) is a symmetric
function of (z,z); the inequality (4.4.31) holds for any injective function o :
{1,...,k} = {1,...,n}. O

Corollary 4.4.24. Let G and K be two l.c.s.h. spaces and ) be defined by (4.4.29).
If the function g is n times differentiable for some n € N*, then

DG, ()] < an T] min (1, (4, 2,),
i=1
where
ap = max{Q"ik Hg(k)H k= O,...,n} .

Proof. This follows from Proposition 4.4.23 and the fact that min (1, a) min (1,b) =
min (1, a, b, ab). O

Corollary 4.4.25. Let G and K be two l.c.s.h spaces and v be defined by (4.4.29)
where the function g : Ry — R is assumed to be n + 1 times differentiable with
bounded derivatives up to order n + 1 (for some n € N). Then a sufficient
condition for (4.4.15) to holds is

J
/ H in(1, f(x,2,) Mpo) (de x dz) <oo, je{l,...,n+1}.
(GxK)7 i=1
When ® is a Poisson point process, the above inequality simplifies to

/ min (1, f (z, 2)) Mg (dz x dz) < 0. (4.4.34)
GxK
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Proof. The result for a general point process follows from Corollary 4.4.24. In
the particular case of a Poisson point process, the factorial moment measure
Mg ;) has the product form (2.3.18) which concludes the proof. O

Example 4.4.26. Shannon capacity expansion in Poisson wireless networks.
We model the base stations (BS) locations in a wireless network with a homoge-
neous Poisson point process ® =3 _\0x, on R? with intensity A\. We define

the interference by
1= F(X0) = £ (@),
neN

where f(z) = |z|™° for some constant B > 2; ¢f. Ezamples 2.6.8 and 2.6.11.
Consider the Shannon capacity defined by

S
g (I) = log, (1+N+I>’

where S and N are two positive constants (representing respectively the received
power and noise power). Let v be defined by (4.4.29); then the above Shannon
capacity equals
V(®)=g(f (D).
We aim to find an expansion of E [(®)] in function of \.
The function g is continuous on Ry ,then 1 is <-continuous at oo by Lemma 4.4.22.
Note that
l9(z)| <g(0) <oo, zeRy.
Moreover,

-S
(N + z)*log (1 + Nix) log 2

is bounded since lim,_,o ¢’ () = 0. Similarly, g is infinitely differentiable with
bounded derivatives on Ry. The left-hand side of (4.4.34) equals

gl ($): ) $€R+,

27r)\/ min (1, f (r)) rdr = 27r)\/ min (1,77) rdr
0
= 21\ (1 + [ ﬁdr>
1
B—
=27 < 00.
B -

Then by Corollary /.4.25, the condition (/.4.15) holds for and n € N. Moreover,
by (4-4-24) .
DMy (0) = g (f (x)) - g(0),

and by (4.4.25)

D& (0) =g (f () + f () =g (f (x)) = g(f 1)) +9(0).
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Therefore, by (4.4.28)
Bl (@) = log, (14 3 )+ 200 [l (£ () =9 0)] rar

e [T [Tl )4 £9) = 970D =9 (7 6+ 9 0)] rsdrds +0(3).

In particular,

dE [ (®)]
dA

~ o / T ) - gO)] rdr

=2r /OOO {logz (1 + N+Sf(r)) — log, (1 + Jffﬂ rdr,
(4.4.35)

A=0

which integrates the effect of a single interferer relatively to the case where there
s mo interference.

4.5 Further examples

4.5.1 For Section 4.2

Example 4.5.1. Gamma random measure. Let ® be a random measure on a
l.c.s.h. space G such that for any pairwise disjoint sets By, ..., By € B(G), the
random variables ® (By), ..., ® (By) are independent Gamma random variables
with respective Laplace transforms

Lage, (1) = B[] = (L4207, (45.1)
where X € RY and « is a given locally finite measure on G.

Consider first a simple function f = 2?21 a;lp, where ay,...,a, >0 and
Bi,...,B, € B(G) are pairwise disjoint. Then

o oo (- . 80)] - o - S0

B oot )]

|

1

J

<
3

= (1+)\aj)_a(B’)
1

J

= exp [— > log (14 Aa;) a(B;)

=1

~ exp </Glog(1 S (x))a(dx)) .
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If f is a general measurable nonnegative function on G, there exists an increas-
ing sequence of simple functions converging to it; and therefore the monotone
convergence theorem shows that the Laplace transform of ® equals

Lo (f) = exp ( [roe+ar@)a <dx>) ,

for all measurable f : G — Ry. Using the expansion

n

log (1+u) =

r=1

and the dominated convergence theorem, we deduce that for any measurable
f: G — Ry which is bounded with support in B, (G)

Lo (tf) = Z

r=1

/ f@) a(dz)+o(").
Comparing the above equation with (4.2.4) shows that

A f(x)...f(z)Cr(dzy x ... x da,) = (r — 1)!)\T/Gf(x)ra(dx).
Thus the cumulant measures of a Gamma random measure are given by
Cr(dzy x ... xdxy) = (r — DI\ (dzy) 64y (dz2) ... 0y, (day) .
Therefore, the mean measure of ® equals
Mg (dz) = Cg (dz) = Aa(dx)
and its second moment measure follows from (4.1.4)
Mgz (dz x dy) = Cs (dz x dy) + Mg (dz) Ms (dy)
= Na (dz)d, (dy) + Vo (dz) a (dy) .

(In particular, for all B € B(G), E[® (B)] = Aa (B) and var [® (B)] = A« (B)
as expected for a Gamma random variable.)

Example 4.5.2. Dirichlet random measure. Let ® be a Gamma random mea-
sure as in Example 4.5.1 where the measure « is assumed non-null and finite.
Since E[® (G)] = A (G) < oo, then @ (G) is almost surely finite. On the other
hand,

P(®(G)=0)= gm Ele~®(©)]

= lim (1
tg)no( + At)

—a(G) =0
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where the first equality is a general property of nonnegative random variables
and the second one follows from (4.5.1). Then, ® defined by

& (B)=(B)/0(G), BeB(©)
is a random measure by Proposition 1.1.7(iii), called a Dirichlet random mea-
sure.

Example 4.5.3. Compound Poisson point process. Let ® be a compound Pois-
son point process as in Fxample 2.53.21 with Poisson parent process ® and de-
scendant processes {®,}, o with ®, = Zy09. Its generating function is given
by Equation (2.3.17)

G (v) = exp [— [ =0z (0 @) Mo ()
Therefore, for 1 —h € V(G) and p € (0,1),

log G (1 — ph) — / (G, (1= ph(z)) — 1) Ma (dz)

G

Assume that K = sup, g E [Z)] < 0o, then it follows from Lemma 13.A.21 that

- -1 -1
6r. () =1+ Y B[20] L Wo ), werp<t,

r=1

where |ez n (y)] < 2K and limyp €5, (y) = 0. Combining the above two equali-
ties, we get

log G (1 — ph) = Zn:(_p)r /GE {Zﬂ h(z)" Mg (dz)

r=1
(=p)"
n!

+ / h(x)" exn (1 — ph(z)) Mg (dz).
G

Assuming that [ h(z)" Mg (dz) < oo, then it follows from the dominated con-
vergence theorem that

lim [ h(z)"ezn (1 —ph(x)) Mg (dz) =0,
PO Jg

thus

touGa (1= ph) = 3-8 [ B [200] h@) M (o) + 067,
r=1 :

which compared to (/.2.7) implies that the factorial cumulant measures of ® are
given by

Cry (day x ... x day) = B [Z;ﬂ Me (A1) 8y, (daa) ... 0y, (dzy).  (4.5.2)
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Therefore the r-th factorial cumulant measure of a compound Poisson point
process is concentrated on the diagonal where it reduces to the intensity measure
of the parent process ® multiplied by the r-th factorial moment of the cluster
size.

Example 4.5.4. Negative binomial distributions. Let ® be a mized Poisson
point process as in Example 2.3.7; that is a Cox point process ® directed by
A = X where X has the gamma probability distribution with shape a and scale
A. Its generating function is given by (2.3.5); that is

g@(v)<1+)\/(1v)d,u> , veV(G).
G
Thus for 1 —h € V(G) such that [ h(x)p(dz) < oo and p € (0,1),

logGg (1 — ph) = —alog (1 + )\p/Gh () (dx))

zn: Apr )1 (da) +o(p"),

which compared to (4.2.7) implies that the factorial cumulant measures of ® are
given by

Coy(dzy x ... xda,) = a(r—1)!I\"p(dzy) ... p(day) .

4.5.2 For Section 4.4

Example 4.5.5. Palm-Khinchin equations. Consider (u) = 1{p ((0,t)) > k}
for some t >0, k> 0. Then by (4.4.3)

P () = (ule + 82) — ¥ (1)
S [ ((0,2)) > k- 1} — 1 {((0,2)) > BN 1{0 < 2 < 1}

and by (4.4.9)

[ (0,2)) 2 k- 2} — 2 x 1{u((0,22)) = k — 1}
+1{p((0,22)) > k}1{0 < z2 <z < t}.

Now Theorem 4.4.5 with n = 0 for a simple stationary point process ® with
itensity \ gives

P(®((0,t)) > k) =1{k = 0}+/O [P (D, ((0,2)) >k —1) — P (D, ((0,2)) > k)] Adz,
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or withn =1,
P(2((0,1)) > k)
=1{k=0}+M[1{k <1} —1(k=0)]
+/0 /1 [P (D), ., ((0,22)) >k —2) —2P (D), , ((0,22)) >k —1)
+ P (), 4, ((0,22)) > k)] My (dzy x das).

The above two equations are called the Palm-Khinchin equations.

Example 4.5.6. Expansion kernels for shot-noise exponential. Let G and K be
two l.c.s.h. spaces. Consider a measurable function f: G x K — Ry and let

Y (p)=e P peM (G xK), (4.5.3)

where (1 (f) = [oux f (2, 2) p(dz xdz). We have shown in Ezample 4.4.18
that the mapping p — wu(f) is <-continuous at oo, then so is 1.
Moreover, applying (4.4.23), we get

DE:,)z)"/J(O) = Z (—1)”7“]| e~ s f(@iszi)

Jc{1,...,n}
_ Z (_1)n*\J| He—f(ifhzi)
Jc{1,...n} i€J
= kljl (e_f(xknzk) _ 1) ) (4.5.4)

Moreover, since ¥ (u+v) = (u) ¥ (v), it follows from (4.4.20) that

DY (1) = (nl..) x D{ v (0).

In particular,
n

D@ ()] < 11 (1= e Fon). (4.5.5)

k=1

Example 4.5.7. Poisson Laplace transform expansion. Let G and K be two
l.c.s.h. spaces, ® be a Poisson point process on G x K with intensity measure
A, and let ¢ be given by (4.5.3) for some measurable function f: G x K — R..
Assume that

a:= / (1 - e_f(“”’z)) A(dz x dz) < 0.
GxK

For any j € N*.| the left-hand side of Condition (/.4.26) writes
J

/(GxK)j . HDEQZW (CI))H A (dz x d2) < / I1 (1 - e_f(z’“’z’“)) A (dz x dz)

(GXK)T k=1

=a’ < o0,
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where the first inequality is due to (4.5.5). The above inequality shows also
that

1

— HD(J) V(P )H A (dxxdz)<a—j—>0 as j — 00
I (exwy — ! ’ ’ .

(z Z)
Moreover, invoking (4.5.4) we get
. J . o
/ DEJ) y(0) A (dw x dz) = / {H (eif(“’z’“) - 1)] N (dz x dz) = (=1)’ o’.
(GxK)7 (GxK)? Lk=1

It follows from Corollary 4.4.20 that

As expected, we retrieve the expression (2.1.1) of the Laplace transform of a
Poisson point process.

Example 4.5.8. Shannon capacity derivative for isolated points point process.
The context is the same as Fxample /./.26, expect that the the base stations
(BS) locations are modelled by the following Matérn I hard-core point process
(cf. Example 3.4.1)

= 6x,1{® (B (Xg,h)) =1},

kEZ

where ® = )", -, 0x, is a hmogeneous Poisson point process on R? with intensity
A and h > 0 is a given constant. Since

o (B)< @9 (B), forall j €N, B €B(E)®
then for all j € N,

/ Hmm (1, f (zi,2,)) My (dz x dz)
(R2xK)7 5~ 1
J
< / Hmm (1, f (zi,2,)) Mg (dz x dz)
(R2xK)7 ;4

= (27T)\ h min (1, f (1)) rdr)J < 0.
0

It follows from Corollary 4.4.25 that the condition (4.4.15) holds for and n € N.
Recall that the mean measure of ®1 is given by (3.4.1)

E[®; (dz)] = Ae ™ da.

Then the first order derivative of E[¢p(®1)] at X = 0 is the same as in the
Poisson case (4.4.35). For the second order derivative, we need the second
order factorial moment measure which will be given in Example 7././ below.
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4.6 Exercises

4.6.1 For Section 4.1

Exercise 4.6.1. No aligned points in homogeneous Poisson point processes.
Consider a homogeneous Poisson point process ® on R? with intensity \ € R% .
Show that P-almost surely:

1. ® has not three aligned points.
2. ® has not four points on the same circle.

Solution 4.6.1. Recall that the n-th factorial moment measure of ® is given
by (2.5.18).

1. Observe that the probability that there exists a 3-tuple of aligned points
is smaller than the expectation of the number of such 3-tuples. A 3-tuple
X, Y, Z € ® is aligned iff Z is on the straight line containing X and Y,
which we write Z € (X,Y). Thus

P ({33-tuple of aligned points in ®})
< Elcard({3-tuples of aligned points in ®})]

—E > 1{ZeX,Y)}
(X,Y,Z)ed®)

= / 1{z € (z,y)} Mg (dx x dy x dz)
(R2)?

3 /@w </R 1{z ¢ (:c,y)}dz) dzdy = 0,

where the third line is due to Campbell’s averaging formula (1.2.2) and
the fourth one is due to (2.3.18).

2. Analogously, denoting the circumscribed circle of (X,Y,Z) by C(X,Y, Z),

P ({34 points of ® on the same circle})
< E[card({4-tuple in ® on the same circle})]

=E > 1{T €C(X,Y,Z)}
(X,Y,2,T)ed®

= /\4/ 1{t € C(X,Y,Z)}dadydzdt = 0.
(R2)4

Exercise 4.6.2. Moment measures of independently marked point processes.
Let G and K be two l.c.s.h. spaces equipped with the Borel o-algebras B (G) and
B(K) respectively. Let ® = ), ., 0x, z,) be an independently marked point
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process on G x K associated to the ground process ® =3, _, 0x, on G through
the probability kernel p(-, -). Show that, for alln € N*, the n-th moment measure
of ® is given by

Mg, (dzq x dzq X ... x dzy, X dzy) = Men (dzy X ... X day) [Ti 5 (24, d2;) .

Solution 4.6.2. For all By,...,B, € B(G),K,..., K, € B(K),

M@,L(B1><K1X-~-XBHXK”)
:E[@”(lelemxanKn)}

=E Z H1{in € B;, Zi, € K;}
| k1o kn €2 6=1

=E|E| Y [J[1{Xw€BiZ,cK}| o
k1,....kn €7 i=1

=E| Y [J[r{Xx € Bi}p (X, Ki)
_kl,.“,knezizl

=E _/G" (f[ll {z; € Bi}ﬁ(xi,Ki)> D" (dxy X -+ x dxy,)

G’n

:/ (Hl {z; € Bi}ﬁ(xi,Ki)> Mgn (dzy X -+ x day),
i=1

where the last equality follows from Campbell’s averaging formula 1.2.2 for the
point process ®™.

Exercise 4.6.3. Poisson shot-noise third moment. Let f; : G — Ry be mea-
surable (i € {1,2,3}) and @ be a Poisson point process on a l.c.s.h. space G.
Express the expectation E[® (f1) P (f2) ® (f3)] as sum of integrals with respect
to Mg of products of the functions f;. Deduce the expression of the shot-noise

third moment E [@ (f)ﬂ for all measurable f : G — R..

Solution 4.6.3. Applying Campbell averaging formula (1.2.2) to the point pro-
cess B3 we get

E[®(f1)®(f2) ®(f3)] = /GB f1(z1) fo (z2) f3 (x3) Mgs (dxy x dzy x dw3).
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On the other hand,
Mgs (dzq x dze X daz) = Cs (dzy X dzg x dxs)
+ 377 (day x das) x Oy (day)
+ Cp (dz1) Cg (dz2) Cop (dzs)
= Mg (dz1) 0y, (dxa) 0z, (d3)
+ 5" My (day) 62, (das) My (das)
+ Mg (dz1) Mo (dxo) Mg (dzs) ,

where the first equality follows from (4.1.3) with " denotes the sum of the three
terms of the same type, and the second equality follows from (4.2.5). Therefore,

E[®(f1)®(f2) ®(f3)] = Ms (f1f2f3)
+ Mg (f1f2) Ma (f3) + Ma (f1f3) Ma (f2) + Ma (faf3) Ma (f1)
+ Mo (f1) Mo (f2) Ma (f3) -

In particular,

E{‘I’(f)s} = Mo (f*) + 3Mo (fQ)Mcb(f)‘i‘M@(f)g-

4.6.2 For Section 4.2

Exercise 4.6.4. Factorial moment and cumulant measures of Poisson point
processes. Consider a Poisson point process ® on a l.c.s.h. space G.

1. Use the generating function expansion (4.2.6) to prove Proposition 2.3.25;
that is the factorial moment measures are Mgy = (M) .

2. Use the expansion (4.2.7) to prove that the factorial cumulant measures
are C1y = Mg and C(,y = 0,Yr > 2. (This result was already obtained in
Ezample 4.1.13.)

Solution 4.6.4. It follows from Example 4.2.3 that all the moment measures
of ® are locally finite.

1. The generating function of ® is given by (2.1.3); thus for a measurable
function h : G — [0, 1] whose support is in B. (G) and p € (0,1),

G (1 — ph) = exp {—P/Ghd]\/ﬂb} = i(_ﬁy (/@ hdMq>>r,

which compared to (4.2.6) implies Mgy = (Ms)".
2. Moreover,

log G (1 — ph) = —,0/ hdMsg,
G

thus, by the expansion (4.2.7), C1y = Mg and Cy = 0,Vr > 2.
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Exercise 4.6.5. Second moment measure of the mixed Binomial point process.
Let ® = Z;Vd dx, be a mizved Binomial point process as in Example 2.2.28. Let
A be the probability distribution of the atom Xi. Assume that E [NQ] < 00.

1. Using the expansion (4.2.3) of the Laplace transform (2.2.13) of ®, check
that the mean measure of ® is

Mg (dz) = E[N] A (dz)

which was already proved in (2.2.12); and show that the second moment
measures of ® is

Mg: (dz x dy) = E[N] A (dz) 6, (dy) + E [N@)} A (dz) X (dy) .

2. Deduce that the second moment measure, the second cumulant measure
and the second factorial cumulant measure are given respectively by

Mye (dz x dy) = E {N(Q)} A(dz) A (dy)
Cs (dz x dy) = B [N] A (d) 8, (dy) + ey (dz) A (dy)
Clo) (dz x dy) = c(z)A (dz) A (dy),

where E [N(Q)] is the second factorial cumulant of N. (The expression of
Mg is a particular case of (4.5.10).)

3. Prove that for any A, B € B, (G),
cov (®(A),®(B)) =E[N]A(ANB) + cA (A) A(B).

4. Check the above result in the particular case when N is Poisson.

Solution 4.6.5. 1. Observe that for any A, B € B(G),
Mg: (Ax B) =E[®(A)® (B)] <E [cp (G)ﬂ —E[N?] < .
Then Mg: is a finite measure. Let f € 4 (G) be bounded. Then

- f(x) f(y) Mgz (dz x dy) < oo.

Then the expansion (4.2.3) applies with n = 2.
By the expression (2.2.13) of the Laplace transform of ®, we have for any
teRy,

Lo (tf)=6n(Lix)®), [feF+(G),

By Lemma 15.A.21
2 (x— 1)
Gy (r)=1+Y E [N“ﬂ T

k=1

+0((x71)2>, Vz € R, |z| < 1.
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Since f is bounded, E [f (X1)2] < 00, then by Lemma 15.B.1,

r

b
Lrx) —1+Z (X)) +0(#), teRy,

Combining the above two expansions, we get

2 T
G (g () = 1+ BIN Y (- a5
(2) r 2
el ( £ ’;,) +o(r)
r=1 !
=1-E[NE[f (X

( N E [f( ) } +E[NO]B[f (X)) +0 ()
Comparing the above expansion with (/.2.3) shows that
[ 1@ (0) = BINE 7 ()
and

[ 1) 7 () Mas (0 x dy) = BINJE [ £ (0)°] + B [N® B (0]

The announced expressions of the first and second moment measures then follow
respectively from the above two equations.

2. Applying (14.E.5) we deduce that for any A, B € B(G),
Mgy (A x B) = Mgz (A x B) — Mg (AN B)
—E[N]F(ANB)+E {N@)] F(A)F(B)—E[N]F (AN B)
—E[N®| F(4)F(B).
Moreover, by (4.1.4)
Oy (dz x dy) = Mg (dz x dy) — My (dz) Mg (dy)
— E[N] F (dz) 6, (dy) + (E [N<2>} _E [N}Q) F (dz) F (dy)
= E[N] F (dz) 6, (dy) + 2y F (dz) F' (dy)
where the last equality is due to (13.A.36). Finally, by (4.1.4)
Clay (da x dy) = My (do x dy) — My (dz) Mg (dy)
- (E [N@)} _E [N}2> F(dz) F (dy) = ¢y F (dz) F (dy).



4.6. EXERCISES 225

3. By (4.1.5), for any A, B € B. (G),
cov (®(A),®(B)) =C2(Ax B)=E[N]F(ANB) +c@)F (A) F(B).

4. When N is Poisson, it follows from (13.A.28) that czy = 0. Then the
above equality gives

cov (®(A),®(B)) =E[N]F(ANB).

On the other hand, when N is Poisson, ® is a Poisson point process. Then, the
above result may be deduced immediately from (2.4.5.
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Chapter 5

Determinantal and
permanental point
processes

Determinantal point processes allow one to model some spatial correlations be-
tween the atoms of the point process. They were first introduced by O. Mac-
chi [65] and are of great interest in Mathematical Physics.

5.1 Determinantal point process basics

Recall that the context is that described in Section 1.1; in particular G is a
l.c.s.h. space, B(G) is the associated Borel o-algebra, and B. (G) is the set of
relatively compact measurable subsets of G.

5.1.1 Definition and basic properties

Definition 5.1.1. Determinantal point process. Let u be a locally finite mea-
sure on the lc.s.h. space G and let K : G2 — C be a measurable function. A
point process ® on G is said to be determinantal with background measure p
and kernel K if for all k € N*, the k-th factorial moment measure Mgx) admits
a density with respect to the product measure p* which equals
p®) (21, .. . 2n) = det (K (24, 7;)) for uF-almost all (x1,...,21) € G,
(5.1.1)
where (aij),<; j<, denotes the matriz with entries a;; and det(-) denotes the

1<d,j<k>

determinant. The function p'¥) is called the k-th factorial moment density with
respect to ,uk.

Observe that the mean measure of a determinantal point process ® with

227
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background measure p and kernel K is given by
Mg (B) :/ K (z,z)p(dx), BeB(G). (5.1.2)
B

Remark 5.1.2. Let ® be a determinantal point process on a l.c.s.h. space G
with background measure u and kernel K : G2 — C having the form

K (z,y) =V @)K (z,9) Vf (), (x,y) € G

for some given measurable functions f : G — Ry and K :G? — C. Then ®
is also a determinantal point process on G with background measure ji (dx) =
f(z)p(dz) and kernel K. Indeed, for any (z1,...,x1) € G¥,

k

det (K (i,27)),<, <, = [Hf (xi)] det (K (xi,xj))

1<ij<k
i—1 2V

Thus
det (K (zi’mj))lgi,jgk w(dzy) ... p(dey)

— det (K (xi,xj))1<ij<k fi(dz). .. i (dzy).

Lemma 5.1.3. Thinning of determinantal point process. Let ® be a deter-
minantal point process on a l.c.s.h. space G with background measure p and
kernel K, p: G — [0,1] some measurable function, and let ® the thinning of ®
with retention function p. Then ® is a determinantal point process on G with
background measure p and kernel

K (z,y) = P (@)K (2,y) Vp(y), z,y€GC.

Proof. By Proposition 2.3.24, for any k € N* and any B € B (G)®",

Mg (B) = /Bp(xl) oop(xn) det (K (4, xj))1§i,j§c p(dze) ... p(dog)

:/Bdet( p (2K (z,25) p(xj)> p(dey). .. p(deg) .

1<i,j<k
O

Lemma 5.1.4. A determinantal point process on a l.c.s.h. space G is simple.

Proof. Observe that
Mg ({(z,2) : 2 € G})

= [ tor = a2} 0 ) (o) ()

- /G2 1{z1 =z} det (K (21,72)),<; j<o #(dw1) pu(dz2) = 0.

Then & is simple by Lemma 2.3.23(ii). O
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The following lemma shows that the restriction of a determinantal point
process on G to any measurable subset of G is also determinantal.

Lemma 5.1.5. Determinantal point process restriction. Let ® be a point pro-
cess on a l.c.s.h. space G, pn some locally finite measure on G, and K : G2 — C
a measurable function. For any D € B(G), let up be the restriction of u to D
and Kp the restriction of K to D x D.

(i) If ® is a determinantal point process on G with background measure p
and kernel K, then, for any D € B(G), the restriction of ® to D is a
determinantal point process on D with background measure pp and kernel
Kp.

(ii) Conversely, if for any D € B, (G), the restriction of ® to D is a determi-
nantal point process on D with background measure pup and kernel Kp,
then ® is a determinantal point process on G with background measure
and kernel K.

Proof. (i) Indeed, letting ®p be the restriction of ® to D, then for all B €
B(D)",

E [q>5§> (B)} —E [@("0 (B)}
= /Bdet (K (23, %5)) <4 j<p p(d@1) .. p(da)
= /Bdet (KD (%i,25))1<; j<p #p(dz1)... pp (dak) .
(ii) For any By,..., By € B. (G), let D = By U...UB), which is in B, (G). Then

Mg (By % -+ x By) = [qﬂ ) (By X - x Bk)}

[q>< (By x - x Bk)}

E

E

/ det (Kp (2i,25))1<; j<p, o (dz1) - pp (day)

-/ det (K (21, 2;))1ci g #(d21) g (),
Bix B -

and thus, by [11, Theorem 10.3 p.163], Mg admits det (K (xi,xj))1<ij<k as
a density with respect to u*. O

Example 5.1.6. Poisson is determinantal. Let ® be a Poisson point process
on a l.c.s.h. space G with diffuse locally finite intensity measure p. Then by
Proposition 2.3.25, the k-th factorial moment measure is Mgy = p* for all
k € N*. Then ® is a determinantal point process with background measure p
and kernel

K (z,y) = 1{z—yy, 2,y€G. (5.1.3)
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Indeed, obviously det (K (x,x)) = 1 for all z € G and for any density p(*)
of Mgy with respect to p, necessarily pM) (x) = 1, for p-almost all x € G.
Consider now some k > 2 and let

ng{(ﬂ:,y)EGQ:m;«éy}.

Since  is diffuse, then pu? (G2\G2) = 0. Then by Lemma 14.A.1(ii), u* (Ay) =
0 where
A ={(21,...,7) €G”:x; =2y for some i #j}.

Observe that for any (x1,...,x1) € GF\ Ay, the matriz (K (@i, %)) 1< j<p S the
identity matriz denoted by Ij,. Consequently, T

(K (i,2)) 1< j<r = Ins for pF-almost all x € (x1,...,x1) € GF.  (5.1.4)
Therefore, for any density p*) of Mgx with respect to p*,
p¥) (z1,. .., xp) = det (K (i, %)) <ijar = 1,
for p*-almost all x1, ...,z €G.

Remark 5.1.7. Non-uniqueness of kernel. The kernel of a determinantal point
process is not unique. Let ® be a determinantal point process on a l.c.s.h. space
G with background measure i and kernel K, and let h : G — R* be a measurable
function. Define K:G?>C by

K (z,y) = h(a;‘)K(Z‘,y)h(y)_l , (xy) € G>.

Then ® admits also K as kernel with respect to the background measure (.
Indeed, for any (x1,...,2;) € G*, let A = (K (i, 25))1<; j<p, and let H be
a diagonal matriz of dimension k with Hy; = h(z;) (i =1,...,k). Then

det (IA((:EZ,:E])) =det (HAH™")

1<i,j<k

= det (A) = det (K (24,2;)), <, -

5.1.2 Indistinguishable kernels

We will now introduce a notion of indistinguishability of kernels of determinantal
point processes.

Definition 5.1.8. Indistinguishable kernels. Let p be a locally finite measure
on a l.c.s.h. space G. Two measurable functions K and K from G? to C are
called p-indistinguishable if the two following conditions hold true:

{ K (z,2) = K (z,2), for p-almost all z € G, (5.1.5)

K (z,y) = K (z,y), for y*-almost all (z,y) € G2.
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Remark 5.1.9. Note that the second condition in (5.1.5) is not enough to
ensure p-indistinguishability as shown by the example K (x,y) = 1z—, and

K(z,y) =0 for all x,y € G, and p any diffuse (non null) measure on G.

Lemma 5.1.10. Let p be a locally finite measure on a l.c.s.h. space G and let
K and K be two measurable functions from G2 to C such that there exists some
G1 € B(G) such that u(G\G1) =0 and

K({E,y):K((E,y), fO?” allwayEGl'
Then K and K are p-indistinguishable.
Proof. This follows from the fact that p? (G*\G?) = 0 by Lemma 14.A.1(i). O

Proposition 5.1.11. Let u be a locally finite measure on a l.c.s.h space G and
let K and K be two u-indistinguishable measurable functions from G? to C.
Then the following results hold true.

(i) For all k € N* and for p*-almost all (x1,...,z1) € G¥,

det (K (2, xj)) ey = 000 K (i) <y (5.1.6)

(i) If ® and P are determinantal point processes with background measure p
and kernels K and K respectively, then ® and ® have the same factorial
moment measures.

(iii) If ® is a determinantal point process with background measure p and kernel
K, then ® admits also kernel K (with respect to the background measure

1)-
Proof. (i) Equality (5.1.6) is obvious for & = 1. Consider now some k > 2. Let
Gy = {:r €G: K (z,2) = K(x,x)}
and ~
Gy = {(2,9) €G*: K (w,y) = K (w,9) }.

Since K and K be two p-indistinguishable, then 4 (G\G1) = 0 and 42 (G*\G2) =
0. Let
B, = GM\G*
and
Ap = {(z1,...,2) € G" : (z;,7;) € G*\Gs> for some i # j} .
It follows from Lemma 14.A.1 that

p" (Br) =0, and p* (Ax) =0.

Then p* (A U Bg) = 0. Observing that the equality in Equation (5.1.6) holds
for any (x1,...,2;) € GF\ (Ax U By) concludes the proof. (ii) This follows
from (i) and the very definition of a determinantal point process. (iii) Same
argument as (ii). O
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Some additional assumptions are needed for the existence and uniqueness of a
determinantal point process with given background measure p and kernel K
and this is what we explore next.

5.1.3 Uniqueness of the distribution

We begin with proving uniqueness for finite determinantal point process.

Lemma 5.1.12. Uniqueness of finite determinantal point process. Let ® be a
determinantal point process on a l.c.s.h. space G with background measure [
and kernel K where p is a locally finite measure on G. Assume moreover that
Jo K (z,2) p(dz) < oo (equivalently, by (5.1.2), E[®(G)] < co) and that for
any k > 2, the matriz (K (xi’xj))1<i,j§k is Hermitian nonnegative-definite for
pF-almost all (z1,...,x) € G*. Then the following results hold true:

(i)
E [cb (G)(k)] <E[®(G)*, forallke N (5.1.7)

and
E {(1 + s)¢(G)} < eB@I " for all s € RY. (5.1.8)

(i) The radius of convergence Rg, . of the generating function Gac) (cf.
Definition 13.A.11) is infinite.

(iii) The distribution of ® is uniquely determined by p and K.

Proof. (i) By the very definition of a determinantal point process, for any k > 2,
B[2(6)"] = /Gk det (K (i,2)) s ycp 1 (A1) .1 (dy)

</ ,ﬁlK(%m)u(dxl) i (dey) = B8 (@)

where the second inequality follows from the Hadamard’s inequality (15.A.1).
(i) It follows from the above inequality that, for any s € RY,

k
E[1+9"] =3 %E HERIEEDY w _ Bl
kEN kEN
where the first equality is due to Lemma 13.A.15. Therefore, the radius of
convergence Rg, ., of the generating function Gg(g) is infinite. (iii) Since
Rg,, = oo, then Proposition 4.3.20(ii) implies that the distribution of ® is
characterized by its factorial moment measures which are uniquely determined
by p and K. 0

Remark 5.1.13. There exist determinantal point processes with non-Hermitian
kernels; see e.g. [91, §2.2, §2.5].
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We deduce now uniqueness for general (i.e., not necessarily finite) determi-
nantal point processes.

Corollary 5.1.14. Uniqueness of general determinantal point processes. Let ®
be a determinantal point process on a l.c.s.h. space G with background measure
w and kernel K where p is a locally finite measure on G. Assume moreover

that, for any D € B. (G),

/ K (z,z)p(dz) < oo
D

and for any k > 2, the matriz (K (i,;)),<; ;<) i Hermitian nonnegative-
definite for p*-almost all (z1,...,x;) € GF. Then, for any D € B.(G),
E[®(D)] < oo,

E {@ (D)(k)} <E[® (D), foralkeN,

and
E [(1 + S)(b(D)] < e ELDN - forall s € RY.

Moreover, the distribution of ® is uniquely determined by p and K.

Proof. By Lemma 5.1.5(i), for all D € B, (G), the restriction of ® to D is a
determinantal point process which we denote by ®p. Applying Lemma 5.1.12
to ®p gives the announced inequalities and shows that the distribution of ®p
is uniquely determined by u restricted to D and K restricted to D2. This being
true for any D € B, (G), Corollary 1.3.4 allows one to conclude. O

Example 5.1.15. Following Example 5.1.6, note that the Poisson point process
having a diffuse locally finite intensity measure p is the unique (in distribution)
determinantal point process with background measure p and kernel K (z,y) =
1ip—yy for allz,y € G since by (5.1.4), (K (i, :Ej))1<i’j<k is the identity matriz
(and, therefore, Hermitian nonnegative-definite) for p*-almost all (x4, ..., xy) €
G*.

Corollary 5.1.16. Let p be a locally finite measure on a l.c.s.h space G and
let K and K be two p-indistinguishable measurable functions from G2 to C.
Assume moreover that K satisfies the conditions of Corollary 5.1.14. Then two
determinantal point processes with background measure p and respective kernels
K and K have the same distribution.

Proof. Let ® and ® be determinantal point processes with background measure
1 and kernels K and K respectively. By Proposition 5.1.11(iii), ® admits also
kernel K (with respect to the background measure p). Then by Corollary 5.1.14,
® and ® have the same distribution. O

Remark 5.1.17. Note that it is not enough to assume the second condition
in (5.1.5) instead of p-indistinguishablility in Corollary 5.1.16. Indeed, assume
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as in Remark 5.1.9 a diffuse (non-null) measure p, K (x,y) = 1lgz—yy, and
R’(:ﬂ,y) =0 for all x,y € G. Then by Example 5.1.15, the determinantal point
process with background measure v and kernel K is a Poisson point process with
intensity measure u; whereas the determinantal point process with background

measure p and kernel K is the null point process.

5.1.4 Generating function and Laplace transform

We give first expansions of the generating function and Laplace transform of
a finite determinantal point process. Recall Definition 4.3.12 of the generating
function and Laplace transform of finite point processes.

Proposition 5.1.18. Generating function of finite determinantal point pro-
cess. Under the conditions of Lemma 5.1.12, the determinantal point process
® is almost surely finite and we have the following expansions of its generating
function and Laplace transform.

(i) For all bounded measurable functionsv:G — C,

o] k k
@um—1+§j“;>l;bju—v@m]

k i=1
det (K (i, %)), <; j<p, # (d@1) - - p (da) - (5.1.9)

(i) For any measurable function f : G — R such that inf,cq f (x) > —o0,

c- (71)]6 —f(z1 —f(zx
LoD =143 [ (1= /). (1= el
k=1
det (K (i, ;) <; jp, (d21) ... p(da) - (5.1.10)
(i4i) The void probability of ® equals

[eS) (_l)k
P(®(B)=0)=1+) o
k=1 ’

det (K (xiv xj))lgi,jgk 12 (dxl) o (dxk) >

Bk
(5.1.11)
for any B € B(G).

Moreover, the above three series are absolutely convergent.

Proof. The fact that ® is almost surely finite follows from the following assump-
tion in Lemma 5.1.12

MW@FMM®=LmeMMKw,

where the second equality is due to (5.1.2). (i) Observe that, by (5.1.8), Rg, . =
oo (where Rg, (@ 1s the radius of convergence of the generating function Ga(c))-
Then Proposition 4.3.15(i) gives the announced expansion. (ii) Applying (i) for
v:= e~/ and using (4.3.12) gives the announced result. (iii) This follows from
Proposition 4.3.1 and the fact that Rg, ., = oo. O
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We now deduce the generating function and Laplace transform of a general
determinantal point process.

Corollary 5.1.19. Generating function of general determinantal point pro-
cesses. Under the conditions of Corollary 5.1.1/, the following results hold true.

(i) The expansion (5.1.9) of the generation function holds for any bounded
measurable function v : G — C such that the support of 1 —v is in B. (G).

(i) The expansion (5.1.10) of the Laplace transform holds for any measurable
function f : G — R whose support is in B. (G) and such that inf ¢ f () >
—00.

(i3) The expansion (5.1.11) of the void probability holds for any B € B, (G).
Moreover, the series in the above three expansions are absolutely convergent.

Proof. (i) Let D be the support of 1 —v. By lemma 5.1.5(i), the restriction
of ® to D is a determinantal point process which we denote by ®p. Applying
Proposition 5.1.18(i) to ®p gives the announced expansion. (ii) This follows
from Proposition 5.1.18(ii) with the same argument as above for D being the
support of f. (iii) This is immediate from Proposition 5.1.18(iii). O

5.1.5 Inequalities for moment measures

We will now give bounds on the moment measures of a determinantal point
process.

Proposition 5.1.20. Inequalities for the moment measures of determinantal
point processes. Under the conditions of Corollary 5.1.14, the following results
hold true.

(i) All the moment measures and factorial moment measures of the determi-
nantal point process ® are locally finite.

(i) For any k € N*,

k
Mg (By x -+ x By) < [[ Ma(Bi), Bi,...,Br € B(G). (5.1.12)
=1

(iii) Le p*) be the k-th factorial moment density with respect to u*. Then for
any n,m,l € N,

(ntm-+i) (z1 ® (Trtmats - Tnrml)

p(m+l) (

14 7---7In+m+l)p

+1
S ,O(n ) (331, ooy Ty TndmAly e - v xn+m+l) Tn+4lye-- 7$n+m+l) 3

with the convention that p™*) equals 1 when k = 0.
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Proof. (i) The fact that the factorial moment measures are locally finite follows
from (5.1.7). The moment measures are also locally finite by Equation (13.A.23).

(ii) By the definition 5.1.1 of determinantal point processes, for any By, ..., By €
B(G),
My (Br x -+ x By) = / det (K (21y23))yc1 5p 41 (dor) .. (day)
le...XBk

k
o) (e
g/BB (HK@ J)u (dx)

k k
= H/B K (2, ;) p(day) = EMQ(BJ’

where the second line is due to Hadamard’s inequality (15.A.1) and the last
equality follows from (5.1.2). (iii) This follows from (15.A.2) when I = 0 and
from (15.A.3) when [ € N*. O

Corollary 5.1.21. Under the conditions of Corollary 5.1.14, the moment mea-
sures and the factorial moment measures of the determinantal point process ®
are not larger than the respective measures of the Poisson point process with the
same mean measure.

Proof. For factorial moment measures, the announced inequality follows from
Proposition 5.1.20(ii) and Proposition 2.3.25. Invoking Equation (13.A.23) al-
lows one to conclude. O

5.2 Existence of determinantal point processes
with regular kernels

In this section, we will give sufficient conditions for the existence of determinan-
tal point processes with given kernel. We begin by considering canonical kernels
as in Definition 16.A.24; which we remind below. The existence of more general
determinantal point processes will be proved in Section 5.2.4.

5.2.1 Canonical determinantal point processes

We denote by LZ (11, G) the space of measurable functions f : G — C which are
square-integrable with respect to u; cf. Definition 16.A.1.

Definition 5.2.1. Canonical kernels; reminder. Let u be a o-finite measure
on a l.c.s.h. space G, {@n},cn- be a sequence in L (1, G), and {\,}, o be
nonnegative real numbers such that . _y. An lonll? < co. Let K : G2 — C be
a measurable function such that

_ anN* )\ngon(x)(pn(y)* Zf T,y € le
K(z,y) = { 0 otherwise, (5.2.1)
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where
Gy = {xeG: Z An on (2)]? <oo}. (5.2.2)
neN*

Then K is called a pre-canonical kernel associated to {¢n}, cy- and {An}
If {on},en- 8 orthonormal, then K is called canonical kernel.

neN*

Definition 5.2.2. A determinantal point process ® with canonical kernel as
in Definition 5.2.1 is called a canonical determinantal point process. In the
particular case when the coefficients A, are in {0,1} for all n € N*, we say that
the process ® is an elementary determinantal point process.

In what follows we aim to show existence of canonical determinantal point
processes. We begin by showing the existence of the elementary determinantal
point processes.

Lemma 5.2.3. Construction of elementary determinantal point processes [/9,
Lemma 4.5.1]. Let u be a locally finite measure on a l.c.s.h. space G and
let (¢1,...,¢n) be an orthonormal set in L% (u,G) for some given N € N*.
Then there exists a determinantal point process ® on G with kernel K(x,y) =

Zﬁ;l on(@)on(y)*, z,y € G. Moreover, ® has N points almost surely and the
corresponding Janossy measure (4.3.6) is given by

Iy (dzy x ..o xday) = det (K (26,25)),; jon #(da1) ... p(day).

Proof. Observe that K is Hermitian and that, for any z,y, 2z € G,

N
| K@K n@) = [ 3 eul@)en) enlmon(: @)

n,m=1
N
= 3 0n@)m() Ly = K(a,2),
n,m=1
where the second equality is due to the fact that (¢1,...,¢nN) is orthonormal.

Then it follows from [70, Theorem 5.1.4] that for any I € {1,..., N},

/Gdet (K ($i>$ﬂ'))1§z‘,j§l w(dey) = (N —1+1)det (K (xivxj))gi,jglq :

(5.2.3)
Applying the identity (5.2.3) recursively, it follows that

1
/GN 346t (K (2,07)) <y 1 () o) = 1. (5.2.4)

On the other hand, for any & € N* and any (zi,...,2x) € G*, the ma-
trix (K (2i,%;)),<; j<), is Hermitian nonnegative-definite since its is the sum
of the Hermitian nonnegative-definite matrices (¢n(i)en(2;)%),<; i) (0 =
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1,...,N). Then det (K (z;,z;))
sure on GV defined by

1<i <k > 0. Let IIy be the probability mea-

1
My (dzy X --- x dzy) = ﬁdet (K (#5,25))1<; j<n #(dz1)...p(doy),

and let ® be a point process on G with N points which are generated according
to the above distribution. We will show that ® is a determinantal process with
kernel K. (i) Consider first some integer k& > N. Since ® has N points, the
k-th factorial moment measure of ® is the null measure. On the other hand,
the matrix (K (zi,;)),; ;<) equals BB*, where B is a matrix defined by
Bij=(pj(z:)), 1<i<k1<j<N.
Then (K (%;,%;)),<; j<; has rank N and therefore its determinant is zero.
Therefore, Equation (5.1.1) holds for & > N. (ii) Consider now some k €
{1,...,N}. By (4.3.6), the only non-zero Janossy measure of ® is
Iy (dzy x - xday) = det (K (4, 3;)), o, jon #(dz1) ... p(dan).

Then the k-th factorial moment measure of ® may be deduced from (4.3.9) as
follows

Mq>(k) (dl‘l X oo X dl‘k)
Jn (dzy x -+ x day, x GN7F)
(N —k)!

= ﬁ [/ka det (K (i, %)), <; jon #(dit1) ... p(den)| p(dey). .. p(dek)
=det (K (2i,2))),<; j<p #(dz1)... p(day),

where the last equality is due to (5.2.3). Thus Equation (5.1.1) holds also for
k € {1,..., N} which concludes the proof. O

Remark 5.2.4. Here is an alternative proof of (5.2.4). Since

N
K(Jj, y) = Z @n(x)@n(y)*a
n=1
it follows from Lemma 16.A.25(vi) that

2
det (K (%5, %)),<; jon = Z ’det (¢n, (mi))lgi,jSN‘

1<ni1<...<nny<N

’det (pj (m)hgmsN’Q

> sen(m) [ exim (2n)
k=1

TESN

2

N

= Z sgn(7r7)Hsﬁﬂ(k)(ﬂfk)%(k)(xk)*a

T, TESN k=1
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where Sy is the set of permutations of {1,..., N} and sgn(w) denotes the sig-
nature of the permutation 7. Integrating the above equality over GV and using
the fact that (¢1,...,0N) is an orthonormal set gives (5.2.4).

We show now the existence of a determinantal point process with a given
canonical kernel K and give an explicit construction of the point process.

Theorem 5.2.5. Construction of canonical determinantal point processes [49,
Theorem 4.5.3]. Let u be a locally finite measure on a l.c.s.h. space G, let
{en}nen- be an orthonormal set in LE (1, G) and let {\,}, o be such that
each Ay is in [0,1] and Y . An < 00. Let Z = {Z,},cn- be a sequence of
independent Bernoulli random variables with respective means {\,} Given
a realization z = {zn}, . of Z such that ), . 2n < 00, let

neN* "

K.(2,y) = Z Znpn(T)en(y)”, =,y €G,
neN*

and let @, be an elementary determinantal point process with background mea-
sure p and kernel K,. Then the mizture ® 4 in the sense of Definition 2.2.25 is
a well defined point process on G which is determinantal with background mea-
sure 1 and kernel K given by (5.2.1) (that is the canonical kernel associated to

{entnens and {An}, en- )

Proof. Let Gy be given by (5.2.2). By Lemma 16.A.25(1), u(G\G1) = 0. It
follows from Lemma 5.1.10 and Proposition 5.1.11 that it is enough to specify
the kernel K on Gy x Gy as in (5.2.1). Moreover, K is in L% (4?,G?) by
Lemma 16.A.25(iv). (i) Observe that since E [Y o Zn] = 2 en- An < 00,
then » . Zn < 0o almost surely. Let z = {25}, cy. be a realization of Z
such that } . 2, < co. Then only a finite number of the z, are non-zero,
thus there exists a determinantal process ®, with kernel K, by Lemma 5.2.3.
Namely ®. has N = ) _\. 2, points almost surely and the corresponding
Janossy measure is

Ji (dzy x - xday) = det (K- (24, 25)),<; oy #(dz1) .. p(den). (5.2.5)

The finite dimensional distributions of ®, are related to its Janossy measures
by Corollary 4.3.9 as follows. For all disjoint sets Aj,..., Ax € B(G) and all
ni,...,ng € Nsuch that ny +...+ng =n < N,

1 J5 (A7 x - x ApF x B")
ni!...ng! (N —n)! ’

P (. (A1) =n1,...,9, (Ar) =ng) =

where B = (A1 U...UAg) and r = N — n. The above quantity is measurable
with respect to z. Then, by Lemma 2.2.26, the mixture ®; in the sense of
Definition 2.2.25 is a well defined point process on G. We will show now that
® 4 is determinantal. Indeed, for any k € N*, the k-th factorial moment measure
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of &5 equals

M<I>(Zk> (dl‘l X oo X dxk) = [‘I)(Zk) (d.Tl X oo X dl‘k)j|

E
:E[E [@;’“) (dzy % - - x day) |ZH
E

_ [det(KZ (zi,zj))lgi’jgk} g (day). .. p(day).

It remains to show that, for u*-almost all (z1,...,2;) € G*,

E [det (K7 (zi, xj))lgi’jgk} = det (K (¢1,2))) 11 - (5.2.6)

which we do next. (i) We will first prove (5.2.6) for some truncation of the
kernels. More precisely, for any N € N, we will prove that

] = det (K(N) (24, x])) (5.2.7)

Edt(K(N) ) :
[e 7z (@) 1<i,j<k 1<i,j<k

where

N
K@ y) =Y Zopn(@)en®)*, 2,y €G,
n=1

and

N
EM(2,5) =3 Agn(2)pn(y)*, 2.y €G.
n=1

Indeed, observe that (K(ZN) (xi,a:j)) L= AB where A is the matrix in
1<i,y<
CF*N defined by

A = Znpn (), 1<i<k,1<n<N,
and B is the matrix in CN** defined by

Bnj=¢n(z;)", 1<n<N,1<j<k.
By the Cauchy-Binet formula [48, §0.8.7 p.22], we get

det(AB)= > det(A[ny,...,m])det(B {ny,...,n}),

1<nq,...,ng <N

where A[nq,...,ng] is the submatrix of A composed by the columns numbered
ni,...,n, and B{ni,...,ni} is the submatrix of B composed by the rows
numbered nq,...,n;. Moreover, by the very definition of the determinant of a

matrix
Kk

det (A[n17 s ,le]) = Z SgH(’IT) H Zﬂ'(m)soﬂ(m)(xl%

TESy =1
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where Sy is the set of permutations of {ni,...,n;} and sgn(r) denotes the
signature of the permutation 7. Then

E [det(A[nq,...,ng])] = det(Clnq, ..., ng]),
where C' is a matrix in C**¥ defined by

Cin =X ¢ (7), 1<i<k1<n<N,
Therefore,

E [det(AB)] = > E[det(Alna,...,n)) det(B {ny,...,ns})

1<ni,...,ng<N

= Z det(C[na,...,nk]) det(B {n1,...,ng})
1<ni,...np <N

e (@i, 25) ik
where the last equality is due the Cauchy-Binet formula and the fact that
(KW (xi’xj))lgi,jgk = CB. This proves (5.2.7). (iii) We take now the
limit of (5.2.7) when N — oo. The right-hand side of (5.2.7) converges to
det (K (zi,;)),; j<), for pF-almost all (x1,...,73) € GF. Then it remains to
show that, for any (z1,...,z) € G¥,

A}i_r)nooE {det (K(ZN) ({L‘i’.’Ej)> ] =E [det (Kz (mi’xj))lgi,jgk} , (5.2.8)

1<ij<k
to finish the proof of (5.2.6). Recall that, almost surely 3 . Zn < co. Then
only a finite number of the Z,, are non-zero, thus for any z,y € G,

N —oc0

N
lim KV (2,y) = lim Y Zugn(@)pa(y)” = Kz(e,y).
n=1

Therefore, since the determinant of a matrix is a multinomial of its components,
for any (z1,...,11) € G,

lim det (K(ZN) (xi,xj))

Jim = det (K (miazj))lgi,jgk'

1<i,j<k

Taking the expectation in the above equality we get

E [ lim det (K(ZN) (J)i,l‘j))

N —oc0

} =E [det (K4 ($i7$j))1gi,j§k ‘

1<i,j<k

Since det (K(ZN) (24, x])) is increasing with N by Lemma 16.A.25(v), we
1<i,j<k
may exchange the expectation and the limit in the right-hand side of the above

equality by the monotone convergence theorem to get (5.2.8). O
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Corollary 5.2.6. Let ® be a determinantal point process as in Theorem 5.2.5.
Then ® (G) is the sum of independent Bernoulli random variables with respective
means {An},cn-- In particular, the void probability of ® is smaller than that of
Poisson point process with the same mean measure.

Proof. Denote the point process ® by ®, as in Theorem 5.2.5. Observe that,
given Z = z, then ®; is an elementary determinantal point process with
> nen- Zn Points by Lemma 5.2.3. Then ¢z (G) = Zy,, which proves
the first part of the Corollary. It follows that

3P@z@ﬁ=0%=P<§:Zﬁ=0>=:I[u—Amge—Z%wM,

neN* neN*

neN*

since 1 —\ < e~ for any real \; which shows the last assertion of the Corollary.
O

5.2.2 Integral operator: essentials

We will now attempt to represent a general kernel K : G?> — C in its canon-
ical form so that it can be used to construct the corresponding determinantal
point process. In this regard, we shall use some results from functional analysis
presented in details in Chapter 16 which we summarize now.

In the whole section, let u be a locally finite measure on a l.c.s.h space G
and K € L2 (4?,G?). Observe that since G is l.c.s.h, then the space L2 (i, G)
is separable by Lemma 16.A.2. We introduce an integral operator K¢ associated
to K defined on LZ (1, G) by

me=éwaf@M®%f€%WwaG

cf. Definition 16.A.8. The properties of this operator are stated in Section 16.A.
In particular, the set of eigenvalues of K¢ is at most countable, and has at most
one accumulation point, namely, 0. Moreover, each non-zero eigenvalue has
finite multiplicity; cf. Proposition 16.A.11(ii).

The operator K¢ is Hermitian iff

K (z,y) = K (y,z)", for y*-almost all (z,y) € G,

cf. Lemma 16.A.9(vi). In this case, K has the following representation in
LE (1*, G?)
K(l’,y) = Z /\nSDn(x)Qpn(y)*a

neN*

where {¢n}, ey s an orthonormal basis of LZ (1, G) composed of eigenvectors
of K¢ with respective real eigenvalues {\, },cy-; cf. Proposition 16.A.13(i)-(iii).
A Hermitian operator Kg is called trace class if > An| < 00; cf. Corol-
lary 16.A.18(i).
Finally, a Hermitian operator Kg is nonnegative-definite (i.e., (Kgf, f) > 0

for any f € Lz (u,G)) iff A, > 0 for all n € N*; cf. Proposition 16.A.13(v).

neN*
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Remark 5.2.7. Gaussian covariance functions define nonnegative-definite oper-
ator. If u is a finite measure and G is a compact metric space, then an integral
operator Kg with continuous Hermitian kernel K is Hermitian nonnegative-
definite iff there exist a Gaussian process indexed by supp (u) with covariance
function K; cf. Proposition 16.A.31(i) and Theorem 16.A.32.

5.2.3 Canonical version of a kernel

We introduce now the notion of canonical version of a kernel.

Definition 5.2.8. Canonical version of a kernel. Let u be a locally finite mea-
sure on a l.c.s.h. space G and let K € L2 (,uQ,(GQ). Assume that the integral
operator Kg is Hermitian, nonnegative-definite, and trace class. Let {pn}, o
be an orthonormal basis of L% (1,G) composed of eigenvectors of Kg with re-
spective eigenvalues {\,}, cn-- Then the kernel K defined by the right-hand side
of (5.2.1) (with Gy given by (5.2.2)) is called the canonical version of K.

Note that K and its canonical version K are not necessarily p-indistinguishable
in general. Hence, a determinantal point process constructed with kernel K does
not necessarily admit K as kernel. In what follows we will develop sufficient
conditions for indistinguishablility between K and K. Our first observation is
that this holds for pre-canonical kernels K.

Proposition 5.2.9. Kernel versus its canonical version. Let p be a locally
finite measure on a l.c.s.h. space G and let K € L% (uQ,G2). Assume that the
integral operator K¢ is Hermitian, nonnegative-definite, and trace class. Then
the following results hold.

(i) The kernel K and its canonical version coincide j-almost everywhere.
(i) The kernel K and its canonical version lead to the same integral operator.

(iii) If K¢ is nonnegative-definite, then for all integers k > 2, the matriz
(K (23,25)),<; j<) 5 Hermitian and nonnegative-definite for pk-almost
all (x1,..., 1) € G*.

(iv) If K is a pre-canonical kernel (cf. Definition 5.2.1), then K is p-indis-
tinguishable from its canonical version.

Proof. (i) This follows from Proposition 16.A.13(iii). (ii) This follows from (i)
and Lemma 16.A.9(iv). (iii) This follows from Proposition 16.A.13(vi). (iv)
Assume that K is a pre-canonical kernel; i.e., it has the form (5.2.1) where
{©n}nen- is an arbitrary sequence in LZ (p, G) and {\,},cy. are nonnegative
real numbers such that »° . An lenll? < co. Let D € B.(G), let Pp be
the projection from LZ (1, G) to LZ (u, D) defined by (16.A.25), let Kp be the
restriction of K to D x D and let p be the integral operator associated to Kp.
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Since K has the form (5.2.1), then Kp(z,y) = >, cn« A Pp@n(2)Ppn(y)*,
which is a pre-canonical kernel. Thus, by Proposition 16.A.26(iii),

u«KDy:/;Ax%xyud@. (5.2.9)

Let K be a canonical version of K and let Kp be the restriction of K to D x D.
By Item (i), K (z,y) and K (z,y) coincide for p2-almost all (z,y) € D?. Then,
by Lemma 16.A.9(iv), the integral operator associated to Kp is also Kp. Since
Kpisa pre-canonical kernel, then, again by Proposition 16.A.26(iii),

ummzékwmwm. (5.2.10)

Comparing (5.2.9) and (5.2.10), we get [, K(z,2)u(dz) = [, K(z,z)p(dz).

This being true for any D € B. (G), it follows that K (z,2) = K (x,x), for
p-almost all x € G. O

Proposition 5.2.9(iv) shows that a pre-canonical kernel K is indistinguishable
from its canonical version K. Hence, a determinantal point process constructed
with kernel K in Theorem 5.2.5 (under assumption A, € [0,1] for all n € N*)
admits also K as its kernel; cf. Proposition 5.1.11(iii). This is not necessarily
true in full generality as we will see in Example 5.2.15. This motivates the
introduction of the notion of reqular kernels.

5.2.4 Regular kernels

We shall define several regularity classes for kernels; some of them will be usefull
later when studying the broader class of a-determinantal point processes in
Section 5.3 which includes the determinantal point processes of Definition 5.1.1
as a particular case corresponding to o = —1.

Definition 5.2.10. Regularizable kernel. Let p be a locally finite measure on
a l.c.s.h. space G, let K : G> — C be a measurable function, and let o € R* .

(i) K is called regularizable on G iff (i) K € L% (u?,G?); and (ii) the integral
operator K¢ defined by (16.A.1) is Hermitian, nonnegative-definite, and
trace class. If moreover the eigenvalues of K¢ are not larger than —1/« €
R%, then K is called a-regularizable on G.

(i) K is called locally regularizable (resp. locally a-regularizable) on G iff K
is reqularizable (resp. a-regularizable) on all D € B, (G).

Definition 5.2.11. Regular kernel. Let u be a locally finite measure on a l.c.s.h.
space G, let K : G? — C be a measurable function, and let oo € R* .

(i) K is called regular (resp. a-regular) on G iff K is regularizable (resp.
a-reqularizable) on G and p-indistinguisable from its canonical version.
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(i) K is called locally regular (resp. locally a-regular) on G iff K is regular
(resp. a-regular) on all D € B (G).

The considered measure p will often be clear from the context; otherwise we
will say K is regularizable, regular, etc. with respect to p.

Note that if K is regularizable (resp. a-regularizable) on G, then its canon-
ical version K is regular (resp. a-regular) on G by Proposition 5.2.9(iv).

Lemma 5.2.12. Global versus local regularity. Let u be a locally finite measure
on al.c.s.h. space G, K € L% (uQ, GQ) and K¢ the associated integral operator.
For any D € B. (G), let Kp be the integral operator associated to the restriction
of K to D x D. Then the following results hold.

(i) Kg is Hermitian iff Kp is Hermitian for any D € B, (G).

(i) Kg is nonnegative-definite iff Kp 1is nonnegative-definite for any D €
B. (G).

(iii) K is reqularizable on G iff it is locally reqularizable on G and K¢ is trace
class.

Proof. By Lemma 1.1.4, there exists increasing sets Dy, Da,... € B, (G) such
that G =Jcn+ Di- (i) Necessity is obvious. It remains to prove sufficiency. For
any k € N*, the integral operator p, is Hermitian, then by Lemma 16.A.9(vi),
K (z,y) = K (y,2)" for p*-almost all (z,y) € Di. Thus K (z,y) = K (y,z)"
for p?-almost all (z,y) € G2. Invoking again Lemma 16.A.9(vi) shows that
K is Hermitian. (ii) Only sufficiency needs to be proved. Let f € LZ (u,G).
Then 1p, x f T fin L% (p, G), thus Kglp, x f s Kef in LZ (u,G)

by Lemma 16.A.9(ii). By the bicontinuity of the inner product in Hilbert
spaces [21, Theorem 1.3.3 p.57], (Kglp, f,1p, f) o (Kgf, f). Since for any

—00
ke N*, <’CG1Dk.f7 1Dkf> = <ICDk 1Dkf’ 1Dk f> is nonnegartive, then <]C(;,f, f> >
0. Therefore, K¢ is nonnegative-definite. (iii) Necessity. Assume that K is
regularizable on G. Then the integral operator K¢ is trace class by definition.
Let D € B, (G) and let Kp be the integral operator associated to the restriction
of K to D x D. By Lemma 16.A.23(ii), for any f € LZ (u, D),

ICDf: Z <f7PD90n> AnPD@na
neN*

where equality is in L% (u, D) and Pp is the projection defined by (16.A.25). Ob-
serve moreover that > . An | Ppgnl® < Y onen An lonll? = Y onens An < 00.
Then by Proposition 16.A.26(i), Kp is the integral operator associated to the
pre-canonical kernel associated to { Ppyn}, cn- and {A,},, cy-. Thus by Propo-
sition 16.A.26(ii)-(iii), Kp is Hermitian, nonnegative-definite, and trace class.
This being true for any D € B, (G), it follows that K is locally regularizable on
G. Sufficiency. Assume that K € L2 (,u2, Gg) is locally regularizable on G and
that the integral operator Kg is trace class. Then by Items (i)-(ii), K¢ is Hermi-
tian and nonnegative-definite. Thus K is regularizable on G by definition. [
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By Mercer’s theorem 16.A.28, regularizable continuous kernels are regular:

Corollary 5.2.13. Let pu be a locally finite measure on a l.c.s.h. space G and
let K : G2 — C be a continuous function. Then the following results hold.

(i) If K is locally regularizable on G, then K is locally regular on G.
(i) If K is regularizable on G, then K is regular on G.

Proof. (i) Assume that K is locally regularizable on G. Let D be a compact
subset of G, Kp be the restriction of K to D x D, up be the restriction of p
to D, and f(D be a canonical version of Kp. Mercer’s theorem 16.A.28 shows
that R

Kp(z,y) = Kp(x,y), =,y €supp(up). (5.2.11)

By Lemma 14.B.3, pup (D\ supp (#p)) = 0, then Lemma 5.1.10 implies that Kp
is indistinguisable from Kp. Then K is locally regular on G. (ii) Assume that
K is regularizable on G. By Lemma 5.2.12, K is locally regularizable on G.
Then by Item (i), K is locally regular on G. Then (5.2.11) holds true for any
compact subset D of G. By Lemma 1.1.4, G may be covered by a countable
union of compact sets {D,, } Since for each D,,, the equality (5.2.11) holds,
it follows that

neN*"

K(z,y) = K (z,y), a,y € supp (u).
Then K is regular on G. O

Remark 5.2.14. Shift-invariant kernels and a-regularity. In the particular case
of shift-invariant kernels on R? (i.e. K(x,y) = K(z+t,y+t) for allz,y,t € R?),
sufficient conditions for a-regularity will be given in Theorem 5.6.8 in terms of
the Fourier transform of K(z,0).

Example 5.2.15. The Poisson kernel is not regular. Let ® be a Poisson point
process on a l.c.s.h. space G with diffuse intensity measure u such that 0 <
1 (G) < co. We have already seen in Example 5.1.6 that ® is a determinantal
point process with background measure pi and kernel K (x,y) = 1,—, for all
x,y € G. The integral operator associated to K is

Kef@) = [ 1mpf () 0.

Then the canonical version of K is the null kernel; that is K (z
x,y € G, leading to the null point process. Observe that K (x,x)
for all x € G, therefore, K is not reqular.

,y) = 0 _for all
=1#K (z,x)
Theorem 5.2.16. Existence of determinantal point processes with regular ker-

nels. Let p be a locally finite measure on a l.c.s.h space G, let K : G2 — C be
(—1)-regular on G. Then the following results hold.

(i) There exists a determinantal point process ® on G with background mea-
sure p and kernel K. Moreover, the distribution of ® is uniquely deter-
mined by p and K.
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(i) The distribution of the total number of points of ® is given by

P@@G)=k= Y Aoy [ =M, keN,
1<ni<...<ny l#nq,..., ng
(5.2.12)
where {An}, cn- are the eigenvalues of the integral operator K¢ associated
to K. In particular, the void probability of ® equals P (P (G) =0) =
Mo (1= Au).

(iii) For any k € N*, the k-th Janossy measure Jy, of ® admits the following
density with respect to

o (T1,...,Tk) (5.2.13)

2

)

= > Ay Ane T (=2 | [det(on, (@0))1<i <k

1<ni <. <ng l#n1,...,nK

Jor p*-almost all (x1,...,xx) € G*, where {¢n},cn- is an orthonormal
basis of L% (1, G) composed of eigenvectors of Kg and {\,} are the
corresponding eigenvalues.

neN*

Proof. (i) Let K be a canonical version of K. By Theorem 5.2.5, there exists
a determinantal point process ® on G with background measure p and kernel
K. Since K and K are p-indistinguisable, then ® has also kernel K with
respect to the background measure p by Proposition 5.1.11(iii). Uniqueness
follows from Corollary 5.1.14 and Equation (16.A.35). (ii) With the notation

in Theorem 5.2.5, the point process ® = ®z has &7 (G) = ) .. Z, points
almost surely. Then
P (07 (G) =k)
= Y P(Zy==12y =12, =0foricN\{ny,...,m})

1<n; <---<ng

1<n;<...<ng I#n1,... 0

where the last equality follows from the fact that Z = {Z,}, \. is a sequence
of independent Bernoulli random variables with respective means {A,}, cn--
Applying (5.2.12) with k£ = 0 gives the expression fo the void probability of ®.
(iii) With the notation in Theorem 5.2.5, given a realization z = {z,}, . of

Z ={Zn},cn-, the Janossy measure of @ is given by (5.2.5)
Iy (doy x - xday) o= det (K (24, 25)), <, jon #(d21) .. p(dan),

where N = ZneN* zZp. Let 1 < ny < --- < ny be the indexes n for which
zn, = 1, then, by Lemma 16.A.25(vi),

2
det (K (wi’xj))lgid'SN = ’det(@nj (xi))ISm’SN’ :
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Thus, deconditioning with respect to Z = {Z,}, oy, it follows that, for any
k € N*, the Janossy measure Ji (dz; X ... x dzy) of ® admits the following
density with respect to u*

o (x1,..., k)

= Y P(Zuy=..=Zny =12, =0foricN\{n,...,ny})

1<ni<...<ng

|det (@n, (i))1<ij<k |2

= Z /\n1 N )\nk H (1 — )\l) ’det(gpnj (xi))lgid‘gkf .

1<n;<...<ny l#n1,...,n
O

We aim now to extend the above result to locally regular kernels which allows
to construct determinantal point processes with infinite number of atoms.

Theorem 5.2.17. Existence of determinantal point processes with locally reg-
ular kernels. Let p be a locally finite measure on a l.c.s.h space G and let
K : G? — C be locally (—1)-regular on G. Then the following results hold true.

(i) There exists a determinantal point process ® on G with background mea-
sure p and kernel K. Moreover, the distribution of ® is uniquely deter-
mined by p and K.

(i) Let D € B (G), let {¢on},cn- be an orthonormal basis of Lg (p, D) com-
posed of eigenvectors of Kp (the integral operator associated to the restric-
tion of K to Dx D) and {\,}, oy e the corresponding eigenvalues. Then
the distribution of ® (D) is given by (5.2.12) and for any k € N*, the k-th
Janossy measure Ji of the restriction of ® to D admits the density oy
given by (5.2.13) with respect to pu*.

The proof of Theorem 5.2.17 will be given in Section 5.2.4. It relies on
the construction of determinantal point processes on compact subsets of G and
extension to the whole space by verifying Kolmogorov consistency conditions.

In the particular case of continuous kernels, the result of Theorem 5.2.17
may be strengthened as follows.

Corollary 5.2.18. Existence of determinantal point process with continuous
kernels. Let p be a locally finite measure on a l.c.s.h. space G and let K :
G? — C be continuous and locally (—1)-reqularizable on G. Then there exists a
determinantal point process ® on G with background measure p and kernel K.
Moreover, the distribution of ® is uniquely determined by p and K.

Proof. By Corollary 5.2.13(i), K is locally (—1)-regular on G. Theorem 5.2.17
allows one to conclude. O
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Proof of Theorem 5.2.17

Before proving the above theorem, we need some preliminary results.

Lemma 5.2.19. Kolmogorov consistency conditions. Let u be a locally finite
measure on a l.c.s.h. space G, K : G? = C be regularizable on G, and K be a
canonical version of K. Then the following results hold.

(i) For any D € B.(G), let Kp be the restriction of K to D x D, and Kp

be a canonical version of Kp. Then I?E is p-indistinguishable from Kp,
the restriction of K to D x D.

(i) Let o € R*. If K is a-reqularizable (resp. regular, a-regular) on G, then
K is locally a-regularizable (resp. locally regular, locally a-regular) on G.

(iii) Assume that K is (—1)-reqularizable. Let ® be a determinantal point
process on G with kernel K and background measure pn and let ®P be a
determinantal point process on D with kernel Kp and background measure
u restricted to D. Then ®P has the same distribution as the restriction

of ® to D.

Proof. (i) Let {¢n},,cn- be an orthonormal basis of L2 (1, G) composed of eigen-
vectors of Kg and {\,}, cy- be the corresponding respective eigenvalues. The

canonical version K of K is defined by

f((mvy) =1{z,y € G} x Z A (T) P (y)* )
neN*

where Gq is defined by (5.2.2). Then

Kp(z,y) = 1{z,y € G1} x Y \Ppen (z) Popn (y)",
neN*

which is a pre-canonical kernel. Observe that Kp and K p lead to the same
integral operator by Lemma 16.A.23(ii) and Proposition 16.A.26(i). Then Kp
and K p have the same canonical version; that is EB. Since K D is a pre-
canonical kernel, then it is indistinguisable from its canonical version Kp by
Proposition 5.2.9(iv). (ii) Step I: a-regularizable = locally a-regularizable.
Assume that K is a-regularizable on G. Observe that, for any f € LZ (u, D),

Ko fI” < IKe I < lal "2 1£],

where the last equality is due to Proposition 16.A.13(iv). Then |Kpl|| < |o| ™",
thus the eigenvalues of Kp are not larger than |a|71. Then K is locally a-
regularizable on G. Step 2: regular = locally regular. Assume that K is
regular on G. By Lemma 5.2.12, K is locally regularizable on G. It remains
to show that, for any D € B, (G), Kp is indistinguisable from its canonical
version f(; . Since K is regular, then Kp is indistinguisable from its canonical
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version Kp, the restriction of K to D x D. Item (i) permits to conclude. Step
3: a-regular = locally a-regular. This follows from the first two steps. (iii)
Observe that K is regular. Moreover, by (iii), K is locally (—1)-regularizable on
G, then Kp is (—1)-regular. The existence of ® and ®P then follows from The-
orem 5.2.5. On the other hand, by Lemma 5.1.5(i), the restriction ®p of ® to D
is a determinantal point process on D with kern@ p and background measure
w restricted to D. Further, by Item (i) above, Kp is p-indistinguishable from
Kp. Then, by Proposition 5.1.11(iii), ®” has also kernel Kp. Corollary 5.1.16
implies that ®” and ®p have the same distribution. O

Lemma 5.2.20. Let p be a locally finite measure on a l.c.s.h space G and let
K : G% — C be locally (—1)-reqularizable on G. For any D € B, (G), let Kp be
the restriction of K to D x D, and let f(; be a canonical version of Kp. Then
there exists a determinantal point process ® on G with background measure i
such that, for any D € B. (G), the restriction of ® to D has for kernel Kp.

Proof. By Theorem 5.2.5, for each D € B, (G), there exists a determinantal
point process ®P on G with kernel f(\; and background measure p. It remains
to show the compatibility between the distributions of the point processes ®
over the different D € B, (G) to show that they are the distributions of the
restrictions of the same determinantal point process ® on G. To do so consider
the family of finite dimensional distributions of all the ®” when D ranges over
B. (G). By Lemma 5.2.19(iii), this family satisfies the Kolmogorov consistency
conditions for point processes [31, Theorem 9.2.X] which concludes the proof.

O

We are now ready to prove Theorem 5.2.17.

Proof of Theorem 5.2.17. (i) Since K is locally (—1)-regular, then for any D €
B.(G), Kp is indistinguisable from its canonical version Kp. Lemma 5.2.20
and Proposition 5.1.11(iii) show that there exists a determinantal point process
® on G with background measure p such that for any D € B, (G), the restric-
tion of ® to D has kernel Kp. Lemma 5.1.5(ii) implies that ® has kernel K
on G. Uniqueness follows again from Corollary 5.1.14. (ii) This follows from
Theorem 5.2.16(ii)-(iii) applied to the restriction of ® to any D € B, (G). O

5.3 «a-Determinantal point processes

5.3.1 Definition and basic properties

We now consider the class of a-determinantal point processes which includes
the determinantal point processes of Definition 5.1.1 as a particular case corre-
sponding to @ = —1. In this regard, we need the notion of a-determinant of a
finite dimensional matrix; cf. Definition 15.A.6.

Definition 5.3.1. a-Determinantal point process. Let p be a locally finite
measure on a l.c.s.h. space G, let K : G> — C be a measurable function and let
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a € R. A point process ® on G is said to be an a-determinantal point process
with background measure p and kernel K if for all k € N*, the k-th factorial
moment measure Mgx, admits a density with respect to the product measure p*
which equals

pF) (x1,...,x1) = dety, (K (xi,xj))1<i7j<k . for pF-almost all z+, ...,z € G,

- (5.3.1)
where det,, denotes the a-determinant (15.A.12). The function p*) is called the
k-th factorial moment density with respect to u*. For a = 1, we say that ® on
G is a permanental point process. For a = —1, we retrieve the determinantal
point processes of Definition 5.1.1.

Remark 5.3.2. The terminology for a-determinantal point processes is not
unanimous in the literature.

In the first paper by O. Macchi, the determinantal and permanental point
processes are called fermion and boson processes, respectively. This terminology
is used by several other authors; e.g. in [88].

For a > 0, what we call an a-determinantal point process is called a per-
manent process with parameter 1/« in [68, §3] and an 1/a-permanental point
processes in [62, Definition 12.2].

For a < 0, what we call an a-determinantal point process is called a deter-
minant process in [68, §6].

Similarly, our a-determinantal point processes are called a-permanental point
processes by some authors.

Observe that the mean measure of an a-determinantal point process ® with
background measure i and kernel K is given by

Mg (B) = /BK (z,z)p(dz), BeB(G). (5.3.2)

In particular, K (z,x) € Ry for p-almost all z € G.

Example 5.3.3. Poisson is a-determinantal. By the same arguments as in
Example 5.1.6, for all @ € R, a Poisson point process on a l.c.s.h. space G
with a diffuse and locally finite intensity measure i is an a-determinantal point
process with background measure ju and kernel K (z,y) = 1iy—yy for allz,y € G.
Indeed, by (5.1.4),

dety, (K (J;i,xj))1<ij<k =1, for pF-almost all z1,... x € G.

Here is an extension of Lemma 5.1.3 for the thinning of a-determinantal
point processes.

Lemma 5.3.4. Thinning of a-determinantal point process. Let o € R and let
® be an a-determinantal point process on a l.c.s.h. space G with background
measure p and kernel K, p: G — [0,1] be some measurable function, and let P
be the thinning of ® with retention function p. Then ® is an a-determinantal
point process on G with background measure p and kernel

K (z,y) = p (@)K (2,9)Vp(y), 2,y€GC.
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Proof. The proof follows the same lines as that of Lemma 5.1.3, with det (-)
replaced by det,, (). O

The following proposition will be useful for the construction of a-determinantal
point processes by superposition.

Proposition 5.3.5. Superposition of a-determinantal point processes. Let p be
a locally finite measure on a l.c.s.h. space G, K : G2 — C a measurable function,
and ®1,..., D, independent point processes such that ®; is an ay-determinantal
point process on G with background measure p and kernel aflK foralll1 <1<
m. Assume that oy, ..., a,, € R* are such that a;* +--- 4+ a;;' #0. Then the
superposition ® = &1 + - - -+ &,,, is an a-determinantal point process on G with

background measure p and kernel a1 K, where a = (al_l +- a;ll)fl.

Proof. 1t follows from [37] that for any matrix A = (Ai;),; ;) € Chxk,

deta(a™'4)= Y J[deta, (a;1 (Aij)i,jeh) , (5.3.3)

(LI} 121

where the summation 0, ;. isover all partitions {1, ..., I} of {1,..., k}.
On the other hand, by Lemma 14.E.5, for any k¥ € N* and any By,..., By €

B(G),
OW (By x - x Br)= Y. H@}”I”(HBu).

{I1,....Ipn } I=1 wel

Taking expectation and using the independence of the ®;’s, we get

M¢,(k) (B1 X e X Bk)

= > ﬁMq)gm)(HBu)

{I,... I} I=1 wel

= Z H/ detq, (o 'K (‘Ti’xj))i,jell H p(dzy,)

(11, Iy 1=1 7 Tluer, Bu wel,

- {Ilp.z.,lm} /B1x..4x3k (l

:/ Z Hdetal (ozl_lK(xi,xj))iAjE]’ p(day) .. .p(day)
Bi1X...X By : )

(I I} =1

m

detq, (o 'K (2, gcj))i,jElz) w(dzr) ... p(deg)
1

= / dety (a7 'K (xi,x]—))1<i7j<k p(dey) . .op(dag) ,
BiX...X By - =

«

where the last equality is due to (5.3.3). O

Similarly to Lemma 5.1.5, we have:
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Lemma 5.3.6. a-Determinantal point process restriction. Let ® be a point
process on a l.c.s.h. space G,  some locally finite measure on G, K : G2 — C be
a measurable function and o € R. For any D € B(G), let up be the restriction
of w to D and Kp be the restriction of K to D x D.

(i) If ® is an a-determinantal point process on G with background measure
u and kernel K, then, for any D € B(G), the restriction of ® to D is
an a-determinantal point process on D with background measure up and
kernel Kp.

(ii) Inversely, if for any D € B.(G), the restriction of ® to D is an «-
determinantal point process on D with background measure pup and kernel
Kp, then ® is an a-determinantal point process on G with background
measure p and kernel K.

Proof. The proof follows in the same lines as that of Lemma 5.1.5. O
Similarly to Proposition 5.1.11, we have:

Proposition 5.3.7. Let p be a locally finite measure on a l.c.s.h. space G, let
K and K be two u-indistinguishable measurable functions from G2 to C and let
a € R. Then the following results hold true.

(i) For all k € N*,

det,, (f( ($7;7$j))1<ij<k = det, (K (xivxj))lgi,jgk’

for uF-almost all (x1,...,z3) € G*.

(i) If ® and P are a-determinantal point processes with background measure
w and kernels K and K respectively, then ® and ® have the same factorial
moment measures.

(iii) If @ is an a-determinantal point process with background measure p and
kernel K, then ® has also kernel K (with respect to the background mea-
sure ().

Proof. The proof follows in the same lines as that of Proposition 5.1.11. O

5.3.2 Uniqueness of distribution

Here is the analogue of Lemma 5.1.12 for a-determinantal point processes.

Proposition 5.3.8. Let o € R* and let ® be an a-determinantal point pro-
cess on a l.c.s.h. space G with background measure p and kernel K where p
is a locally finite measure on G. Assume moreover that [, K (x,z)p(dz) <
oo (equivalently, by (5.5.2), E[®(G)] < oo) and that for any k > 2, the
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matriz (K (2:,%5)),<; ;<) is Hermitian nonnegative-definite for uF-almost all

(w1,...,71) € GF. Then
E [<1> (G)Uﬂ <K (ja|E[® (G))*, for all k € N,

and

20" < e e | s en)

Moreover, the radius of convergence Rg, ., of the generating function Ge ) is
larger than or equal to 1 + m. Further, the distribution of ® is uniquely
determined by p and K.

Proof. Let A = (Aij);<; j<;, € C*** be a Hermitian nonnegative-definite ma-
trix. Observe that

k
deto(4) < > o] |Aire)|
i=1

TESk

k
<1a/* > I 1Aixw]

TESE i=1
k
<laf" k! ]| Au, (5.3.4)
1=1

where the third equality follows from (15.A.4). Then by the very definition of
an a-determinantal point process, for any k > 2,

E {Cb (G)(k)} = /(G,k deto (K (i, 7)), <; j<p #(da1) ... (day)
k
<l K [ TIK (o) o (d1) o (deg) = K (o] B2 ()"
Gk i=1
It follows from the above inequality that, for any s € R%,

B[1+9)"@] =3 %E [2©)“] s <3 (slalBl2 (@),

keN keN

where the first equality is due to Lemma 13.A.15. Therefore, the radius of
convergence Rg, . of the generating function Gg(g) is larger than or equal
to 1+ m. Proposition 4.3.20(ii) implies that the distribution of @ is
characterized by its factorial moment measures which are uniquely determined
by p and K. O

Corollary 5.3.9. Let a € R* and let ® be an a-determinantal point process
on a l.c.s.h. space G with background measure p and kernel K where p is
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a locally finite measure on G. Assume moreover that, for any D € B.(G),
Jp K (z,2) p(dz) < oo and for any k > 2, the matriz (K (xi,xj))1<ij<k 18

Hermitian nonnegative-definite for u*-almost all (z1,...,xzy) € G*. Then, for
any D € B, (G), E[® (D)] < oo and

E [@ (D)““] <Kk (ja|E[® (D))", for all k € N*,

and

2D 1 or all s SR
5[0+9"] <m0 e P ew o)

Moreover, the radius of convergence Rg, ,,, of the generating function Gg(p) is
larger than or equal to 1 + m. Further, the distribution of ® is uniquely
determined by p and K.

Proof. By lemma 5.3.6, for any D € B, (G), the restriction of ® to D is an «a-
determinantal point process which we denote by ® 5. Applying Proposition 5.3.8
to ®p gives the announced inequalities and shows that the distribution of ® is
uniquely determined by s restricted to D and K restricted to D2. This being
true for any D € B, (G), Corollary 1.3.4 allows one to conclude the proof. [

Corollary 5.3.10. Let o € R*, p a locally finite measure on a l.c.s.h. space
G, and K and K two p-indistinguishable measurable functions from G2 to C.
Assume moreover that K satisfies the conditions of Corollary 5.3.9. Then two a-
determinantal point processes with background measure v and respective kernels
K and K have the same distribution.

Proof. This follows from Corollary 5.3.9 and Proposition 5.3.7(iii). O

5.3.3 Generating function and Laplace transform

We give now expansions of the generating function and Laplace transform of a
finite a-determinantal point process. Recall Definition 4.3.12 of the generating
function and Laplace transform of finite point processes.

Proposition 5.3.11. Generating function of finite a-determinantal point pro-
cess. Under the conditions of Proposition 5.3.8, the a-determinantal point pro-
cess ® is almost surely finite and we have the following expansions of its gener-
ating function and Laplace transform. Let Rg,q, be the radius of convergence
of the generating function G g)-

(i) For all bounded measurable functions v : G — C such that |1 — v <
quu(@) - ]-7

o0 Nk k
Go (v) =1+ ( klg) /Gk lH (1- ”(xi))] deto (K (24, 25))1 < j<i

i=1
p(day) . ..op(day) . (5.3.5)
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(ii) For any measurable function f : G — C such that Hl — e’fHoo < Rgy ) —
1

)

00 k
o =14 35 [ o) deta (K (0,5,
k=1
p(dae) o (dag) (5.3.6)
where @ () =1 — e /@),
(i#i) The void probability of ® equals

(-1)"
k!

[ et (0 i)y 1 (o) -+ ()

P (¢ (D) =0) = 1+§:
k=1 D¥
(5.3.7)

for any D € B(G) such that Rg,,, > 2.

Moreover, the above two series are absolutely convergent.

Proof. The fact that ® is almost surely finite comes from the following assump-
tion in Proposition 5.3.8

E[(6)] = My (6) = [ K (a.2)u(do) < .

where the second equality is due to (5.3.2). (i) Observe that, by Proposi-
tion 5.3.8, Rgy o) = 1+ m > 1 (where Rg,  is the radius of convergence
of the generating function Gg(g)). Then Proposition 4.3.15(i) gives the an-
nounced expansion. (ii) This follows from Corollary 4.3.16. (iii) This follows
from Proposition 4.3.1. O

We deduce now the generating function and Laplace transform of a general
a-determinantal point process.

Corollary 5.3.12. Generating function of a-determinantal point processes.
Under the conditions of Corollary 5.5.9, the following results hold true. For any
D € B, (G), let Rgy p, be the radius of convergence of the generating function
Ga(D)-

(i) The expansion (5.3.5) of the generation function holds for any measurable
function v : G — C such that the support D of 1 — v is in B, (G) and
Hl - vHoo < Rg@(p) -1

(ii) The expansion (5.3.6) of the Laplace transform holds for any measur-
able function f : G — C whose support D is in B.(G) and such that
e

(i1i) The expansion (5.3.7) of the void probability holds for any D € B, (G)
such that Rg, , > 2.
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Moreover, the series in the above two expansions are absolutely convergent.

Proof. (i) Let D be the support of 1 —v. By Lemma 5.3.6(i), the restriction
of ® to D is a determinantal point process which we denote by ®p. Applying
Proposition 5.3.11(i) to ®p gives the announced expansion. (ii) This follows
from Proposition 5.3.11(ii) with the same argument as above for D being the
support of f. (iii) This is immediate from Proposition 5.3.11(iii). O

5.3.4 Permanental point process as Cox point process

Permanental point processes is a special class of a-determinantal point processes
(a = 1) which are also Gaussian Cox point processes. For required results
concerning the symmetric complex Gaussian random variables; see Section 14.G.

Proposition 5.3.13. [/9, Proposition 4.9.2] Let u be a locally finite measure
on a l.c.s.h. space G and let {Z (x)}, . be a symmetric complex Gaussian
stochastic process (cf. Definition 14.G.1(iii)). Let ® be a Cox point process on
G directed by the measure A (dz) = |Z (z)|> p(dz) (@ is called Gaussian Cox
point process) Then ® is a permanental point process with kernel

K(z,y)=E[Z(@)Z(@y)], zyeG.

Proof. For any locally finite measure ¢, let ® be a Poisson point process of
intensity measure ¢. Then by Definition 2.3.1, the Cox point process ® is the
mixture ®,. Given A, it follows from Proposition 2.3.25 that the k-th factorial
moment measure of ®, is given by

Mq);k) (da:l X X dl‘k) = A(djjl) .. A(dxk)
=1Z(x)?.. . |Z (@) p(dz1) . .. p (da) -

Thus, for any B € B(G)®*

My (B [ s ( }
e o112
—E[/ 1Z (@)1 Z (@) e (dn) . o ()
:/BEUZ(xl)\ N2 @] (). ()
_ /Bper (B2 (@) 2 (2,)]) s e 1 (dar) ... (da),
where the last equality follows from Wick’s formula (14.G.1). O

The converse of the above proposition is also true: a permanental point
process with regular kernel can be constructed as some Gaussian Cox process.
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Theorem 5.3.14. [49, Corollary 4.9.3] Let pu be a locally finite measure on a
l.c.s.h. space G and let K : G> = C be a reqular kernel on G. Then there exists
a permanental point process with background measure p and kernel K.

Proof. Let {¢n}, cn- be an orthonormal basis of LZ (1, G) composed of eigen-
vectors of K¢ and {A,}, cn- be the corresponding respective eigenvalues. Since
K is regular, it is p-indistinguishable from its canonical version (5.2.1); that is

K(xvy) = Z )\nSDn(x)SOn(y)*v T,y € Gla
neN*

where G; = {x €G: ) ene Anlen ()] < oo}. By Proposition 5.3.7(iii), it is
enough to show that there exists a permanental point process with background
measure y and kernel K. Let {Y,,}, .y~ be independent standard complex Gaus-
sian random variables (cf. Definition 14.G.1(i)) and let {Z (z)} be defined
by

zeG

Z(@) =4 Y z € G\Gy,
e ZHEN* \/EQDn(l‘)Yn, T € Gl.

Observe that, for each x € G, the series in the right-hand side of the above
equality converges in LZ (P,Q) by [21, Theorem 1.3.15(a) p.70]. Then Z (z)
belongs to the Hilbert subspace # of Lg (P, Q) generated by {V,,}, c.; cf. Def-
inition 14.G.3. Moreover, H is symmetric complex Gaussian by Lemma 14.G.4.
Thus the stochastic process {Z (7)}, ¢ is symmetric complex Gaussian. Since

{Ya},en- is an orthonormal basis of H, then for any =,y € Gy,

E[Z(2)Z(y)] = Y Vaea@)Vapa(y)" = K (2,9),

neN*

where the first equality is due to [21, Theorem 1.3.15(d) p.71]. Let ® be a Cox
point process on G directed by the measure A (dz) = |Z (2)* (dz). Then, by

Proposition 5.3.13, ® is a permanental point process with kernel K (z,y) with
respect to the background measure p. O

We now extend the above result to locally regular kernels.

Theorem 5.3.15. Existence of permanental point process with locally regular
kernels. Let u be a locally finite measure on a l.c.s.h space G and let K : G — C
be locally reqular on G. Then there exists a unique (in distribution) permanental
point process ® on G with background measure p and kernel K.

Proof of Theorem 5.3.15

We shall proceed as we did for determinantal point processes in Section 5.2.4;
we begin by two preliminary results.

Lemma 5.3.16. Kolmogorov consistency conditions for permanental point pro-
cess. Let p be a locally finite measure on a lc.s.h. space G, K : G> — C
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reqularizable on G, and K a canonical version of K. Let D € B. (G), Kp the
restriction of K to D x D, and EB a canonical version of Kp. Let ® be a per-
manental point process on G with kernel K and background measure 1 and let
®P be a permanental point process on D with kernel Kp and background mea-

sure u restricted to D. Then ®P has the same distribution as the restriction of
® to D.

Proof. The proof follows the same lines as that of Lemma 5.2.19(iii) by invok-
ing Theorem 5.3.14 for the existence of ® and ®” and Corollary 5.3.10 for
uniqueness in distribution. O

Lemma 5.3.17. Let p be a locally finite measure on a l.c.s.h. space G and
K : G?> — C locally regularizable on G. For any D € B.(G), let Kp be the
restriction of K to D x D and let KND be a canonical version of Kp. Then there
exists a permanental point process ® on G with background measure yu such that
for any D € B. (G), the restriction of ® to D has kernel Kp.

Proof. The proof follows the same lines as that of Lemma 5.2.20 by invoking
Theorem 5.3.14 for the existence of ® and Corollary 5.3.10 for uniqueness in
distribution. O

Proof of Theorem 5.5.15. The proof follows the same lines as that of Theo-
rem 5.2.17(i). Since K is locally regular, then for any D € B.(G), Kp is
indistinguisable from Kp. Lemma 5.3.17 and Proposition 5.3.7(iii) show that
there exists a permanental point process ® on G with background measure
p such that for any D € B, (G), the restriction of ® to D has kernel Kp.
Lemma 5.3.6(ii) implies that ® has kernel K on G. Uniqueness follows again
from Corollary 5.3.9. O

5.3.5 Existence of a-determinantal point processes for a €
{£1/m :m e N*}

We consider now the problem of existence of a-determinantal point processes for
values of & # 1 and —1 (the case a = 1 or —1 are already treated in Sections 5.2
and 5.3.4 respectively). Below, an a-determinantal point process is constructed
for any o € {—1/m :m € N*} (resp. {1/m:m € N*}) as a superposition of
determinantal (resp. permanental) point processes.

Theorem 5.3.18. Existence of a-determinantal point processes. Let p be a
locally finite measure on a l.c.s.h. space G. Let « € R and K : G — C be such
that:

(a) either « € {=1/m :m € N*} and K is locally a-regular on G;

(b) or a € {1/m:m € N*} and K is locally regular on G.

Then the following results hold.
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(i) There exists an a-determinantal point process ®, on G with background
measure p and kernel K.

(i) The distribution of ®,, is uniquely determined by p and K.

(i1i) ®, may be constructed as the superposition of m = 1/|a| independent
sign («)-determinantal point processes with background measure p and ker-
nel |a| K.

Proof. Observe that:

(a) If @ = —1/m (m € N*), then —aK is locally (—1)-regular on G, hence,
by Theorem 5.2.17(i), there exists a determinantal point process ® on G
with background measure p and kernel —a K.

(b) If = 1/m (m € N*), then K is locally regular on G, hence by Theo-
rem 5.3.15, there exists a permanental point process ® on G with back-
ground measure p and kernel oK.

Let &, be the superposition of m independent point processes with the same
distribution as ®. By Proposition 5.3.5 ®,, is a-determinantal with background
measure p and kernel K. Uniqueness follows from Corollary 5.3.9. O

Corollary 5.3.19. In the conditions of Theorem 5.3.18(a), for any B € B. (G),
the radius of convergence Rg, ., of the generating function Gg ,(p) is infinite.

Proof. Let a = —1/m for some m € N* and let ® be a determinantal point
processes with background measure p and kernel || K. By Theorem 5.3.18(iii),

Go.(0) = (Ga(p))" -

Then by [59, Proposition 1.1.4 p.4], Rg, ,, > Rg,,, = 0o where the last
equality is due to Lemma 5.1.12(ii). O

For more general values of «, the existence of the corresponding a-determi-
nantal point processes is not garanteed for all locally regular kernel K. Indeed,
since the factorial moment density should be nonnegative, det,, in the right-hand
side of (5.3.1) should be nonnegative. This holds true for any nonnegative-
definite matrix only for the specific values of o considered above.

Remark 5.3.20. Cf. [10, Theorem 2.3].
(i) dety (A) > 0 for any complex Hermitian nonnegative-definite matriz A iff
a e {£l/m:meN}uU{0}. (5.3.8)
(i) dety (A) >0 for any real symmetric nonnegative-definite matriz A iff
ae{-1/m:meN}yU{2/m:meN}yuU{0}.

Remark 5.3.21. Bibliographic notes. [68, §3] shows the existence of a-deter-
minantal point processes for any o € RY with some specific kernels, besides the
Poisson kernel (5.1.5).
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5.4 Laplace transform and Janossy measures re-
visited

In this section, we shall express the Laplace transform of a-determinantal point

processes as a determinant of some associated operator (called Fredholm de-

terminant; see Definition 16.B.4). We shall also give the Janossy measures of
a-determinantal point processes.

5.4.1 Laplace transform as operator determinant

Lemma 5.4.1. Laplace transform as operator determinant. Let u be a locally
finite measure on a l.c.s.h. space G. Let a € R and K : G2 = C be such that:

(a) either « € {—1/m :m € N*} and K is a-regular on G;

(b) ora € {1/m:m € N*} and K is regular on G.

Let @, be an a-determinantal point process on G with background measure
w and kernel K. Then for any measurable function f: G — Ry,

Lo, (f) =det (T +aK,) ", (5.4.1)

where ¢ = 1 — e~ f and K, is the integral operator with kernel K, (x,y) =
Vo (@)K (z,y) /o (y); provided the function f satisfies in the case (b) that

|1—e /| <min(Rg,, . — 1,1/ akgl]). (5.4.2)

Proof. The existence of ®, is proved in Theorem 5.3.18. Since [K,(z,y)| <
|K (z,y)|, then K, is square integrable with respect to u?. Thus the associated
integral operator IC, is well defined by Lemma 16.A.9(i). Let {¢,}, cy- be an
orthonormal basis of L2 (¢, G) composed of eigenvectors of Kg and let {A, },, o
be the corresponding eigenvalues. Then, a canonical version K of K is given

by (5.2.1)

neN*

where G; be given by (5.2.2). Then K, is the integral operator with kernel K,
defined by

=V (0)K (z,9) /¢ ()
=) MVe (@)en(@)en ) Ve ),

neN*

for all x,y € G;. Observe that

/|K (z,z)| p(dz) = Z / z) on ()] p(dz) < Z)\ < 0.

neN* neN*
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Then, by Proposition 16.A.26(iii), K, is trace class and

() = [ Kolwap(da).

(i) Case a = —1. By Proposition 16.B.10,

det (Z - K,)

1+y ( k!) [ det (s (@1,03)) e (dn) ()
k=1

1+ 3 (kl!)k /@,k (1 - eif(xl)) (1 - eif(mk)) det (f( (I"’Ij))lgmék

k=1
p(daq) - p(dag)
S (_l)k —f(x1) —f(zr)
=1+ o / (1—8 )...(1—@ )det(K(l‘%xj))lSi,jSk
k=1

p(dzy) - p(dey),

where the last equality is due to Proposition 5.1.11(i). The right-hand side of the
above relation equals Lg, (f) by Proposition 5.1.18(ii). (ii) Case a = —1/m,
for some m € N*. Let ® be a determinantal point processes with background
measure p and kernel |a| K. By Theorem 5.3.18(iii) and Proposition 1.3.15

Lo, (f) =[Lo (F)]™ = det (T +ak,) """,

where the second equality is due to Item (i). (iii) Case o = 1/m, for some
m € N*. Since |[K,| < |[1- e_fHOO lag|l < 1, where the second inequality is
due to (5.4.2), then by Proposition 16.B.13(i),

det (T + akK,) ™/

Gk

=1+ i(kll)k / (1 - e*f(“)) (1 - e*f(“)) det, (ff G

Gk )1§w§k

1)k
=1+ Z ( k!) detq (K, (xivxj)hgi_jgk p(dzr). .. p(da)
k=1

p(dzy) - p(dog),

where the last equality is due to Proposition 5.3.7(1). The right-hand side of
the above relation equals Lo (f) by Proposition 5.3.11(ii) and the assumption
Hl - e_fHoo < Rg, s, — 1 which is due to (5.4.2). O
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Note that both side of equality (5.4.1) are well defined for any measurable
function f : G — R,. In fact, we will show in Proposition 5.4.5 below that
condition (5.4.2) is actually not necessary for equality (5.4.1) to hold. For this,
we shall relate the determinant to Janossy measures.

5.4.2 Janossy measures of a-determinantal point processes;
a€{l/m:m e N*}

We now introduce the notion of a-inverse of integral operators for av € R...

Definition 5.4.2. «-Inverse of integral operators. Let G be a l.c.s.h. space,
a€Ry, and K : G®> — C be a measurable function.

(i) If K is reqular on G, then we define the a-inverse of the associated integral
operator Kg by
LS = (T+ aKg) 'Kg. (5.4.3)

(i) If K is locally reqular on G, then for each D € B.(G) we define the
a-inverse of Kp by
LY .= (T +aKp) 'Kp. (5.4.4)

The following lemma studies the properties of the a-inverse operator (5.4.3).
In particular, the first result justifies the naming of the operator £$ as an a-
inverse of Kg.

Lemma 5.4.3. a-Inverse operator properties. Let u be a locally finite measure
on a lcsh. space G, « € Ry, K : G> — C be regular on G, and LS the
a-inverse of the associated integral operator Kg. Then the following results hold
true.

(i) (Z+aKg) (Z—-aLlf)=1.

(i1) The operator LS defined by (5.4.3) is trace class and has nonnegative
etgenvalues. Moreover,

1Ke |l

£of = —M%el
Il =5 e

(5.4.5)

iii) Let {©n . be an orthonormal basis o w, G) composed of eigenvec-
jii) Let nen- b th [ basis of L (u, G d of ei
tors of Kg and {\n},,cn- be the corresponding eigenvalues. Then LS is an

integral operator with kernel ig equal to the canonical kernel associated

A
to {¢ . and { n } .
{ n}n€N 1+aA, nEN*

(iv) Let g : G — Ry be a bounded measurable function, then LSg and gLS
are trace class, where LSg is the composition of LS with the operator of
multiplication by g and similarly for LS.
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Proof. (i) Using (5.4.3), we get
(Z+aKg) (T —aLl)=(T+aKg)|T-all+aKs) 'Kg]=1T.

(ii) A straightforward calculation shows that, for any A # —1/a and ¢ €
LE (1, G),

Koo =Xp e LEp = (5.4.6)

T+ar”
By Proposition 16.A.13(i), there exists an orthonormal basis of L2 (u, G) com-
posed of eigenvectors {¢n}, - of Kg with respective eigenvalues {\,}
The above display shows that {¢,}

responding eigenvalues { T +’\D'7A

class, then ) _n. An < co. Clearly )
class. By Proposition 16.A.13(iv)

neN*"

. G .
nen- are also eigenvectors of L with cor-

} which are nonnegative. Since K¢ is trace
neN*

A G g
neNs Trex, < 00, and hence L is trace

G|l _ An
12all = sup -

1 1 1
= sup — -
neéﬁ « 14+ a\,
1 IKell

T a (1 14 asup,cy- )\n> T 1ta I1Kall

(iii) We have shown in (i) that {¢y}, cy. are eigenvectors of LS with respective
eigenvalues {H)‘;/\n }neN*' (iv) Recall £Eg is bounded (cf. Example 16.3.8),
then Lemma 16.A.17 allows one to conclude. O

Remark 5.4.4. Let K be as in Lemma 5.4.5. In general, the restriction prop-
erty (16.A.26) doesn’t hold for the a-inverse operator L defined by (5.4.4);
that is

LY # PpLEPp,

where Pp is the projection operator (see (16.A.25)).

Proposition 5.4.5. Let p be a locally finite measure on a l.c.s.h. space G,
a e Ry, and K : G2 — C be regular on G. Let f : G — Ry be a measurable
function, ¢ =1 — e, and K, be the integral operator with kernel K, (x,y) =

Vo (@)K (z,y) Vo (y). Then, the following results hold true.
()
det(Z + ak,) = det(Z + aKg) det(Z — aef/2£8e1/2), (5.4.7)
where LS is the a-inverse of Kg given by (5.4.3).
(i)
det (T 4 akK,) ™ = det(T + akg) ™/

1 ok o
+ Z E/@k e 2in f( 1)JS7]€ (dl‘l X oo X dl‘k),
keN*
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where JS’JC is given by

JE e (day x -+ x day) = (5.4.8)

det(Z + aKg) detq (ES (z:, xj)) ey M) ()

with f/g’ being the canonical kernel associated to LS.
(iii) If o € {1/m : m € N*}, then there exists a finite point process @, on G
with Janossy measures {J;G’k}kEN* given by (5.4.8) and such that
P(®,(G) = 0) = det(Z + aKg) ™.
Moreover, the Laplace transform of ®,, is given by
Lo, (f) =det (T +ak,) ",
for any measurable function f: G — Ry.

(iv) For a = 1, the number of atoms ®1(G) has the same distribution as
Y nen Zn where {Z,}, . are independent geometric random variables

with respective parameters {1/ (1 4+ X\p)},en- (i€, P(Z, = k) = H% ( &

1+

for any k € N), with {\,}, cn- being the eigenvalues of K¢ accounting for
their multiplicities.

(v) For any a € {1/m :m € N*},

1
R =14 —"
G200 =+ ¥ okl

(vi) For any o € {1/m : m € N*}, the point process @, is a-determinantal on
G with background measure pu and kernel K.

Proof. (i) Observe that ¢ is bounded, then

det(Z + afC,) = det(Z + aKgp)
= det(Z + aKg — aKge ™)
= det(Z + aKg) det(T — a(T + akg) 'Kge /)
= det(Z + aKg) det(Z — aLle™)
= det(Z 4 aKg) det(Z — ae~1/2£8e=F/2),
where the first equality is due to (16.B.9), the third equality is due to (16.B.5)

and the fact that £Se~/ is trace class by Lemma 5.4.3(iv), and the last equality
is due to (16.B.4). (ii) By Lemma 5.4.3(iv), the operator e~//2£%e=1/2 is trace

X
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class. Let {¢n}, cn- be an orthonormal basis of L2 (1, G) composed of eigenvec-
tors of Kg and {\,}, oy~ be the corresponding eigenvalues. By Lemma 5.4.3(iii),
the operator e~ /2L£8¢~f/2 is an integral operator with kernel

A . T
L(z,y) = Z 1—##6 i )/2<Pn () en (y)" e w2,
neN* "

Then by Proposition 16.A.26(ii), the operator e~//2£8e¢~f/? is Hermitian and
nonnegative-definite. By Proposition 5.2.9(iv), L is indistinguishable from its
canonical version. Since f is nonnegative, then He_f/2||oo < 1. On the other

hand by (5.4.5), ||a/.3§|| < 1 and therefore Hae‘fﬂﬁg’e_f/?H < 1. Then apply-
ing Proposition 16.B.13(i) to the operator e=//2L8e~1/2, we get

det(Z — ozeif/QﬁG 7f/2)71/0‘

kEN*
o Z i =S fla)
1+I~cEN* Al / dete xlﬁj))gm‘gke ' p(dzy) ... p(dee),

where LE (z,y) = > nen- ﬁ%n () on (y)" is a canonical kernel associated to

LS as provided in Lemma 5.4.3(iii). Combining the above equation with (5.4.7)
and then using (5.4.8), we get

det(Z + ak,) Ve = det(I+ akg)~ Ve

+ Z / 727’ 1 f (i) JG (dxl X ... X dmk)
pere B e
(iii) Step 1. Consider first the case o = 1. By Lemma 16.A.25(v), for

pF-almost all z1,...,2, € G, the matrix (ff?’ (xi’xj))K. - is nonnegative-
<ij<

definite. Therefore, by Lemma 15.A.7, det; (Z(f’ (a:i,a:j)> > 0 since
1<4,j<k

det; = per. Thus J¥) defined by (5.4.8) is indeed a measure on G*. More-
over, applying (ii) with f = 0, we get

det(Z + Kg)~ Z Jlk (G*) = det () = 1.
keN*
Then, by Corollary 4.3.8, there exists a finite point process ® on G with Janossy
measures (J;Gk)k N and such that P (® (G) = 0) = det(Z + K¢)~*. This point
k) pene

process has Laplace transform given by, for any measurable function f : G —
R+a

Lo () =det(T+Ke) "+ Y - /6 S F@0 I8, (day x -+ x day)
nen- ! Jer

= det (T + K,) "
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where the first equality follows from Lemma 4.3.14(iii) and the second equality
follows from (ii). Step 2. Consider now some a € {1/m : m € N*}. Observe
that aK is locally regular on G. Then by Step 1, there exists a point process ®
such that

Ly (f) = det (T+ak,)™".

Let @, be the sum of m independent point processes with the same distribution
as ®. By Proposition 1.3.15, its Laplace transform equals

L, (f) =[Lo (f)]" = det (T +aK,) """

o

The sum of m independent copies of the finite random variable ®(G) is also
finite. Then ®,, is a finite point process. By Lemma 4.3.14(iii), for any measur-
able function f: G — Ry,

— 1
Lo, () =P@a(®) =0+ 3" 1 [ Sl (da x . x dm),
1 - JGE

where Ji is the kth Janossy meassure of ®,. On the other hand,
La, (f) = det (T +ak,) "/
1 : )
= det(Z + akg) Y + Z o /m e~ i f(g”l)ink (dzy x -+ x day),
keNx "

where the second equality follows from Item (ii). Identifying the terms of the
above two expansions concludes the proof. (iv) Let ¢t € Ry and f (z) =t for all
z € G, then

Ly, (py (t) = Ls, (f)
= det (I+ (1 — e_t) ICD)_

=J] G+@-e)r,)™"

neN*

= T £2. @,

neN*

! (5.4.10)

where the second equality follows from (5.4.1) with o = 1, the third equality is
due to (16.B.6), and the fourth equality is due to the fact that

Lz, (t) =E[e "]

1 ATL g —tk
_1+>\nz<1+/\n> c
keN

= (1 + An — )\neft)fl .

(v) Case a = 1. Let {An},cy- be the eigenvalues of Kg accounting for their
multiplicities. By Item (iii), ®1(G) = >, cn+ Zn Where {Z,}, cy. are indepen-

dent geometric random variables with respective parameters {1/ (1 + A,)},,cn--
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Observe from (13.A.14) that
1
Ran = 1 + T

Moreover, for any n € N* and « € Ry,

Gz, (z)=E [xz]

k
1 < A ) .
= Z €T
1+)\nkeN 14 A,
(

L+ X = Ae2) ™, i e 0,14 L),
9 ifol—F%.

Since for any € Ry,
Goy(c) (z) = E [mqn(fa)} = 1] 6z. ).
neN*

then Gg, () (¥) = oo for any z > 1+ 5— for some n € N*. Thus

. 1 1
Rg<1>1<G) S nléll\f]‘* (1 + )\n) =1+ ma

where the last equality is due to Proposition 16.A.13(iv). It remains to prove
the converse inequality. Observe from (5.4.10) that for any ¢ € R,

Ly, (t)=A(B(t)),

where
A(z) =det(T+2Kg)™", B(t)=1-e".

By Proposition 16.B.13(i), A (z) admits a series expansion with radius of con-
vergence R4 > 1/||Kg||. On the other hand,

B(t):fi H!)n, tER,

n

has a radius of convergence Rp = co. By Lemma 15.B.1, A(B (¢)) admits a
convergent power series expansion for any ¢ € R such that > % < Ra.

Thus L, () (t) = A(B (t)) admits a convergent power series expansion for any
t € Ry such that ¢t — 1 < R4. Thus

1
qu)l(m >log(14+ Ra) > log (1 + ||ICG||) .

Proposition 13.B.4(iii), then implies

1
Rouy =50 (Reayo) 2 1+ e
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Case a € {1/m :m € N*}. Recall from Theorem 5.3.18(iii) that ®, may be
constructed as the superposition of m independent permanental point processes
with background measure p and kernel oK. Then

D, (G)=X1+ ...+ Xn,

where X1,...,X,, are m independent random variables such that
1
Rg, =14+ +——.
ox laKsll

Since for any = € Ry,
Go.(c) () =E {x%(«;)} - H Gx, (2),
i=1

then, by [59, Proposition 1.1.4 p.4],

. 1
Rgcpa((;) Z min {RQXL} =1 + m

ie{l,...,m}
On the other hand, if z > 1+ 1/|aKgl|, then Gx, () = oo which implies
Go.(c) (x) = oo. Thus
1

<14 —.
2@ = kKl
Combining the above two inequalities concludes the proof. (vi) By Theo-
rem 5.3.18, there exists an a-determinantal point process ®, on G with back-
ground measure g and kernel K. On the other hand, by Item (iii), there
exists a point process ®, whose Laplace transform is given by Lg_ (f) =
det (Z + aICW)_l/a, for any measurable function f : G — Ry. Lemma 5.4.1(b)
shows that the Laplace transform of ®, coincide with that of ®, on the set
of measurable functions f : G — R, which satisfy condition (5.4.2). Ob-
serve from Proposition 5.3.8 that the moment measures of ®, are finite and

Rgy o =1+ m which implies R, > 0 (cf. Definition 13.3.3) by
dist. x

Proposition 13.B.4(iii). Then by Corollary 1.3.12, &, =" ®,,. O

Rg,

Corollary 5.4.6. Let p be a locally finite measure on a l.c.s.h. space G and
K : G? — C be locally regular on G. For any o € {1/m : m € N*}, let ®,, be an
a-determinantal point process on G with background measure u and kernel K.
Then the following results hold.

(i) The Laplace transform Le, (f) is given by (5.4.1) for any measurable
function f: G — Ry whose support is in B, (G).

(i) For any D € B. (G), the restriction of ®, to D admits the Janossy mea-
sures {J’?k}k N given by (5.4.8) and has void probability P(®,(D) =
S pene
0) = det(Z 4+ aKp)~ /.
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(i) For o« = 1 and any D € B.(G), the number of atoms ®1(D) has the
same distribution as ), cn. Zn where {Zy}, . are independent geomet-
ric random variables with respective parameters {1/ (1+ Ap)},en- (i-€.,

k
P(Z,=k) = H% (1;:’;\”) for any k € N), with {\,}, cy- being the

eigenvalues of Kp accounting for their multiplicities.

(iv) For any o € {1/m :m € N*} and any D € B, (G),

1
R =14 ——.
Goa2) = JlaKp]

Proof. The existence of ¢, follows from Theorem 5.3.1
sition 5.4.5 to the restriction of ®, to any D € B. (G
results. O

8(i). Applying Propo-
) gives the announced

5.4.3 Janossy measures of a-determinantal point processes;
a€{=1/m:m e N*}

We will define the a-inverse of integral operators for a € R* . In this regard we
introduce the notion of strictly a-regular kernel.

Definition 5.4.7. Strictly a-regular kernel; « € R* . Let u be a locally finite
measure on a lc.s.h. space G, K : G? — C be a measurable function, and
a € R®.

o K is called strictly a-regular on G iff K is a-reqular and the eigenvalues
of K¢ are strictly smaller than —1/a € R .

o K is called locally strictly a-regular on G iff K is strictly a-regular on all
D e B. (G).

The following definition extends Definition 5.4.2 for negative values of «.

Definition 5.4.8. a-Inverse of integral operators; o € R* . Let G be a l.c.s.h.
space, a € R* | and K : G?> — C be a measurable function.

(i) If K is strictly a-regular on G, then we define the a-inverse of associated
integral operator Kg by

LE = (T4 aKg) 'Kg. (5.4.11)

(i) If K is locally strictly a-regular on G, then for each D € B, (G) we define
the a-inverse of Kp by
LP = (T+aKp)'Kp. (5.4.12)

Similarly to Lemma 5.4.3, we give now the properties of the a-inverse oper-
ator for negative values of a.



5.4. LAPLACE TRANSFORM AND JANOSSY MEASURES REVISITED271

Lemma 5.4.9. a-Inverse operator properties; a € R* . Let p be a locally finite
measure on a l.c.s.h space G, let o € R* and let K : G*> — C be strictly
a-regular on G. Then the following results hold true.

(i) (T+aKsg) (T —aLS) = 1.
(1) The operator LS is trace class and has nonnegative eigenvalues.

11) Let {pn . be an orthonormal basis of L2 (1, G) composed of eigenvec-
$nfneN c\H g
tors of Kg and {\,}, cn- be the corresponding eigenvalues. Then LS is an

integral operator with kernel E§ equal to the canonical kernel associated

An
to {¢n},en- and {1+axn}n€N;

(iv) Let g : G — R, be a bounded measurable function, then LS g and gLS are
trace class.

Proof. The proof follows the same lines as that of Lemma 5.4.3, except that

Y nen- 1-&-)\Tn>\n < 00 has to be checked as follows. Since ) _n. An < 00, then

T +’\O'j>\ ~ A\, from which the announced result follows.

O

An — 0 as n — oo, thus

Proposition 5.4.10. Let p be a locally finite measure on a l.c.s.h. space G, let
a € R* and let K : G® — C be strictly a-reqular on G. Let f : G — R, be a
measurable function, ¢ = 1 — e~/ and Ky be the integral operator with kernel

K, (z,y) = /¢ (@)K (z,y) /¢ (y). Then, the following results hold true.
(i)
det(Z + ak,) = det(Z + aKg) det(Z — ae™f/2L8e1/2),  (5.4.13)
where LS is the a-inverse of Kg given by (5.4.11).
(ii)
det (T 4+ ak,) ™™ = det(T + ake) ™/

1 .
+ Z */ e_zi?:lf(mi)t]gk(dxl X...Xdl‘k),
Pyt k! Gk ’

where Jf,k is given by

Jg”k (dzy x ... x dzy) = det(Z + akg) det, (ig’ (xi’xj))x‘ -
<ij<

p(day) . ..p(day), (5.4.14)

with LS being the canonical kernel associated to LE.
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(iii) Let @, be an a-determinantal point process on G with background mea-

sure i and kernel K. Then, ®, has Janossy measures {Jf’k}k N given
ok f pene
by (5.4.14); moreover P(®4(G) = 0) = det(Z + aKg)~1/*.

Proof. (i) The proof follows the same lines as that of Lemma 5.4.5(i). (ii) The
arguments are the same as those in the proof of Lemma 5.4.5(ii), except that
the inequality Haﬁg’H < 1 does not hold now. So one should apply Proposi-
tion 16.B.13(ii) to prove (5.4.9). (iii) The existence of ®, follows from Theo-
rem 5.3.18(i). Let f : G — R, be a measurable function, ¢ = 1 — e~/ and K,

the integral operator with kernel /¢ (2)K (x,y) /¢ (y). Then
Ls, (f) = det (T +ak,)

1
= det(Z 4+ aKg)~ V> + Z H/ e~ Zim f(’“)Jgk (dzq x -+ x dag),
ken+ /G

where the first equality follows from Lemma 5.4.1 and the second equality is
due to Item (ii). On the other hand, by Lemma 4.3.14(iii),

=1 . ,
£<I>a (f) :P((I)Q(G):0)+Zg/k6721:1f(w1)<]k (d.’El X e xdxk),
k=176

where {Ji},cn- are the Janossy measures of ®,. Identifying the terms of the
above two expansions concludes the proof. O

Corollary 5.4.11. Let p be a locally finite measure on a l.c.s.h. space G, let
a € {=1/m:m e N*}, K be locally strictly a-regular on G, and ®, be an a-
determinantal point process on G with background measure p and kernel K.
Then the following results hold.

(i) The Laplace transform Lo, (f) is given by (5.4.1) for any measurable
function f: G — Ry whose support is in B (G).

(i) For any D € B (G), the restriction of ®, to D admits the Janossy mea-
sures ¢ JP, e given by (5.4.14) and has void probability P(®,(D) =
kS pene
0) = det(Z 4+ aKp)~ /.

Proof. The existence of ®, follows from Theorem 5.3.18(i). Applying Propo-
sition 5.4.10 to the restriction of ®, to any D € B, (G) gives the announced
results. O

Remark 5.4.12. The expression of the Janossy measures (5.4.14) in the par-
ticular case « = —1 (i.e., for a determinantal point process with a locally strictly
(=1)-regular kernel) is consistent with (5.2.13). Indeed, let {pn}, cy- be an or-
thonormal basis of L2 (u, D) composed of eigenvectors of Kp with respective



5.5. PALM DISTRIBUTIONS 273

eigenvalues {\, } Invoking Lemma 16.A.25(vi), we get

neN* "

det(Z — Kp) detq (LE (wi,2;)) i<k

A, An
:H(l—)\n) Z 1—)\n1“.1_)\knk

neN* 1<ni<...<ny

2

)

det (‘P";‘ (xi))lgi,jgk
which is equal to (5.2.13).

5.5 Palm distributions

We will show that the reduced Palm version of a determinantal point process is
again a determinantal point process. It will be useful to see the restriction of a
kernel to a finite set as a matrix.

Notation 5.5.1. Let G be a set and K : G — C. For any u = (u1,...,up) €
G™ (n € N*), we consider matriz

K, = (K(ui7uj))1§i,j§7z'
Similarly, for any v € G™,v € G™ (n,m € N*), let

Kuy = (K (ui9))) 1 <i<pni<jcm -

Theorem 5.5.2. Palm version of a determinantal point process. Let u be a
locally finite measure on a l.c.s.h. space G, let K : G> — C be a measur-
able function and let ® be a determinantal point process on G with background
measure p and kernel K. Assume that ® has o-finite moment measures.

(i) Then for Mgm)-almost all w = (uq,...,u,) € G™, the n-th reduced Palm
version of ® at u, @L 1s a determinantal point process with background
measure ji and kernel K* defined on G? by

n

K" (2,y) = K (2.9)~ Y K (e.u) (K) ™" (wiw)) K (), (2,y) € G
ij=1

(5.5.1)

(it) For any v = (vi,...,vn) € G™, the matriz (K*), = (K" (vi,v5)),<; j<m
is the Schur complement (15.A.6) of K, in Kuuy; that is

(Ku)v =K, — Ky, (Ku)_l K. (552)
(iii) In the particular case n =1,

K*(z,y) = K (z,y) — (z,y) € G (5.5.3)
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Proof. Let n,m € N*. It follows from Proposition 3.3.9 that for, A € B (G)®n ,B €
B(G)*™,

M<1>(n+m) (A X B) = / M¢577L) (B) Mq>(n) (du).
A

Then Mgn+m) a mixture of {M(I}L(m) ()} with respect to Mg (cf. Defi-

ueGn

nition 14.D.2). Since for any A € B(G)®",

My (A) = /A det (K,) " (du)

then
Mgy ({u € G™ : det (K,) =0}) =0.

Then the matrix K, is invertible for Mgm)-almost all w € G™. (In particular,

the components us,...,u, are pairwise distinct.) On the other hand, for any
AeB(G)®",BeB(G)*",

M@(n+m) (A X B)

— / det (Kyuo) p" (du) p™ (dv)
AxB

— [ det () det () " (du) (@)
AxXB

:/A</B det (K2) u™ (dv)> My (du),

where the second equality follows from the Schur complement formula (15.A.5)
with the matrix K being the Schur complement (15.A.6) of K,, in K,,; that
is

K" =K, — Ky, (Ky) " Ky,

Note that K} may be seen as the restriction of the function K" defined on
G? by (5.5.1) to v x v. Then Mgm+m) is also a mixture of {I" (u,-)} with
respect to Mgy, where

ueGn

I (u,B) = / det (K¥) u™ (dv), weG",BeB(G)*™.
B

Then by the uniqueness of the kernel stated in Theorem 14.D.14(ii), for Mgm)-
almost all u € G™,

Mg (B) = [ det(K2) ™ (d0), B € B(E)*".
By the very Definition 5.1.1 of determinantal point processes, the above equality

implies that ®!, is a determinantal point process with background measure
and kernel K*. O

Remark 5.5.3. Bibliographic notes. Theorem 5.5.2 is an extension of [88,
Theorem 6.5] where only the case n =1 is considered.
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5.6 Stationary determinantal point processes on
Rd

The following proposition gives a necessary and sufficient condition for a deter-
minantal point process (whose kernel satisfies conditions of Corollary 5.1.14) to
be stationary.

Proposition 5.6.1. Stationary determinantal point process. Let ® be a de-
terminantal point process on R with background measure (¢ (Lebesgue measure
on R?Y) and kernel K : RY x RY — C which satisfies the conditions of Corol-
lary 5.1.14. Then ® is stationary if and only if for any k € N* and any t € R?,

det (K (z; +t,25 + 1), <; iy, = det (K (i, 25)) 1< i< » (5.6.1)

for t9 _almost all (z1,...,71) € (Rd)k.

Proof. By Definition 2.3.4, ® is stationary if and only if ® =}, _, dx, and
S;® = Zkez 0x,—+ have the same distribution for any ¢ € R?. Fix some t € R?

and observe that
S;®(B)=®(B+t), BeB(RY

and more generally, for any k € N*,
(5,2)*) (B) =™ (B+1t), BeB(®R).
Then for any k € N* and any B € B (Rd)@)k,

E [(st@)““) (B)] —E [qﬂ’“) (B + t)}

= det (K (zi,;)),<; j<p, do1...dag
B+t =nl=

:/ det (K (y; +t,y; —|—t))1<m»<,c dy; ...dyg,
5 <ig<

where the third equality is due to the change of variable x — y = z —t. (i)
Sufficiency. If (5.6.1) holds true, then the above display shows that S;® is a
determinantal point process on R? with background measure ¢¢ and kernel K.
It follows from Corollary 5.1.14 that ® and S;® have the same distribution. (ii)

Necessity. If ® is stationary, then for any k € N*, ¢t € R%, and B € B (]Rd)@k,
E [(St@)(k) (B)} =E [q)(k) (B)], which combined with the above display shows
that

/ det (K (zi +t, 2 + 1)<, j<p do1...dog
5 <i,j<
:/ det (K (2i,;)),<; j<p, da1 ... dag.
B <i,j<

This being true for any B € B (]Rd)®k, then equality (5.6.1) holds for £9*-almost
all (z1,...,23) € (R, m
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5.6.1 Ginibre determinantal point process
Definition 5.6.2. Ginibre kernel. The Ginibre kernel is the function K defined
on C x C by

1 * 2 2
K (z1,29) = ;eleZ(f%(‘zl‘ Hz2l ), 21,29 € C, (5.6.2)

where z* is the complez-conjugate of z € C.

Let £2 be the Lebesgue measure on C (identified with R?); i.e., £2 (dz) = dxdy
when z = x + iy. Obviously, the Ginibre kernel is continuous on C x C and
locally square integrable with respect to £2 ® ¢2. Using the expansion e*%2 =

Y onen (zli!;)n, we deduce the following expansion for Ginibre kernel

K(z1,2) =Y  én(21) ¢n(22)", 21,22 €C, (5.6.3)

neN

where the functions ¢,, are defined on C by

n

1 2
bn(2) = —=e"2I*" neNzeC. (5.6.4)
V!
For any D € B(C), recall the notation L% (¢2, D) for the set of measurable

functions f : D — C which are square-integrable with respect to £2.

Lemma 5.6.3. The family {¢,}
of L (¢%,C).

nen defined by (5.6.4) is an orthonormal family

Proof. Observe that for any n,m € N,

1
! Jo
_ 1 rn+m+1e—7’2e—(n—m)edrde

C ov/nlvm! Jr, <020
1 oo R 27
= prtmtlemr dr) (/ e—("—m>9d9)
7vVnlvm! (/0 0

= 1{n:m}7

/C¢n (2) b (2)" €% (d2) = 2 (2 e 2P 2 (dz)

where for the second equality we make the change of variable z — (r = |z|,6 = arg z),
and the third equality is due to the fact that [ pntle=rqr = 2 which in
turn follows from [42, §3.326.2 p.337]. O

Lemma 5.6.4. Restriction of Ginibre kernel to an annulus. Let 0 < a < b,
D={ze€C:a<|z| <b}, and

oD ()= (), seCnen, (5.6.5)

)\D

n
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where ¢y, is defined by (5.6.4) and

'y(n+1,b2) —'y(n+1,a2)
n!

AP — , neN, (5.6.6)

with v(a,x) = fox e "v* tdv,a € Ri,z € Ry being the lower incomplete
gamma function. Then the following results hold.

(i) {¢E}neN is an orthonormal family of L2 (82, D). Moreover,

Z)\,?:bQ—a2<oo.
neN

(i) Let K be the Ginibre Kernel defined by (5.6.2). The restriction Kp of K
to D x D is a canonical kernel associated to {(/)E}neN* and {)\,’?}HGN*.

Proof. (i) Observe first that for any n,m € N,

z 2) 2 z:L 2 () e F 702 (dz
[ 6n@on @ @)= = [ e ette @)

™!

1 b 2 27
= —— prtmEtle = (/ e("m)edﬁ) ,
vnlvm! </a ) 0

where for the second equality we make the change of variable z — (r = |z|, 0 = arg z).
Making the change of variable r — ¢t = r2, we get

b b?

1 1

/ P 3 / t"e tdt = 3 [y (n+1,0%) — v (n+ 1,a%)]
a a2

where 7 is the lower incomplete gamma function. Combining the above two

equalities, we get

fy(n+1,b2) —7(n+1,a2)

D
nl = 1{n:m})‘n )

/D O (2) pm (2)° e (dz) = 1i—my
from which we deduce that {gb,? }n en is an orthonormal family. Observe that

Z)\D:ZW(n—i—l,lF) —'y(n—|—1,a2)

n!
neN neN
1
=Y — [ tre'dt
?’l' a2
neN

b> 1
:/ Z—'t" e tdt =% — a? < .
a2 n.

neN
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(ii) It follows from (5.6.3) that

Kp (21, 22) Z/\DQSD Zl)¢D (20)°, 21,22 €D,
neN

where ¢P are given by (5.6.5) and A2 are given by (5.6.6). Thus Kp is a

canonical kernel associated to {¢2 } and {\5 } cf. Definition 5.2.1. [

neN* EN* ;

Corollary 5.6.5. The Ginibre Kernel K defined by (5.6.2) is locally (—1)-

reqular on C.

Proof. Let 0 <a<b, D={z€ C:a<|z| <b}, Kp be the restriction of K to
D x D, and Kp be the integral operator (16.A.24). By Lemma 5.6.4(ii), Kp is a
canonical kernel associated to {¢7€)}neN* given by (5.6.5) and {)‘E}neN* given
by (5.6.6). Then by Proposition 16.A.26, Kp is Hermitian, nonnegative-definite
and trace class. Moreover {)\E }n cn- are the non-null eigenvalues of the integral
operator Kp with respective eigenvectors {cpfl)}neN*. By (5.6.6),0 < AP <1 for
any n € N. Then K is (—1)-regularizable on D. Since K is moreover continuous,
then by Corollary 5.2.13(ii), K is (—1)-regular on D. By Lemma 5.2.19(ii), K
is (—1)-regular on any locally compact subset of D. Observing that any locally
compact subset of C is bounded and therefore included in some annulus D allows
one to conclude. O

By Theorem 5.2.17, there exists a determinantal point process ® on C with
background measure 62 and kernel K given defined by (5.6.2) which we call the
Ginibre point process.

Proposition 5.6.6. The Ginibre point process is stationary.

Proof. Observe that for any z1, 20 € C,

K (a1 +,224 0) = Lot (i ent)

— e%(t*zl—tzf)K (21722) e%(tz;_t*z2)7
Then for any k£ € N, any t € C, and any (z1,...,2) € CF,

det (K (Zl +t,z; + t))lgi,jgk

k
— (He;(t*zi—tzi*)> det (K (Zi,ZJ <i<h H % tzy—t" zJ
=1

= det (K (z;, Zj))1§i,j§k :

Invoking Proposition 5.6.1 allows one to conclude. O
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5.6.2 Shift-invariant kernel
A function K : R? x R? — C satisfying
K(z,y)=K (z+ty+t), zyteR?
will be called shift-invariant. For such function, letting
C(z)=K (x,0), zeR% (5.6.7)
we get
K(z,y)=C(z—vy), z,y€cR% (5.6.8)

Obviously Condition (5.6.1) holds true when the kernel K is shift-invariant.
Nevertheless, the Ginibre point process shows that shift-invariance of the kernel
is not necessary for stationarity to hold.

We will show that the condition of existence of a determinantal point pro-
cess in Theorem 5.2.17 becomes simpler in the particular case of shift-invariant
kernels.

Definition 5.6.7. Let C : R — C and let K : R* x R? — C be defined
by (5.6.8).
1. C is called Hermitian iff K is so; cf. Definition 16.A.30(i). Note that C
is Hermitian iff C (—z) = C (x)" for any v € R?.
2. C is called nonnegative-definite iff K is so; cf. Definition 16.A.30(%i).

Recall the notation L2 (£d7 Rd) for the set of measurable functions f : R —
C which are square-integrable with respect to ¢¢. Recall that any function
f € L2 (¢*,R?) admits a well defined Fourier transform (see [21, § 1.4.1 p.73]

which extends to d > 2), which we shall denote by f or §f.

Theorem 5.6.8. Let C : R? — C be a square integrable (with respect to
Lebesgue measure), Hermitian, nonnegative-definite and continuous function,
C be its Fourier transform, and K : R% x RY — C be defined by (5.6.8). Then
the following results hold.

(i) K is locally reqular with respect to the Lebesgue measure.

(ii) If there exists some o € R* such that 0 < C (€) < —1/a for any & € RY,
then K is locally a-reqular with respect to the Lebesgue measure.

Proof. Let D € B, (Rd) and let L2 (Ed, D) be the set of square integrable func-
tions from D to C. Observe first that K is square integrable on D x D, since

[ K@l = [ 0@y ey
DxD DxD

:/D</D_y|0(u)2du) dy
< [ ([ ewraa= ([ cwpra)om).
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where the second equality is due to the change of variable z — u = z—y Let Kp
be the integral operator associated to the restriction of K to D x D (with respect
to Lebesgue measure). (i) Since K is Hermitian, then by Lemma 16.A.9(vi), Kp
is Hermitian. Since K is moreover continuous and nonnegative-definite, then
by Theorem 16.A.32, Kp is nonnegative-definite. It remains to show that p
is trace class. Since K is continuous and Kp is Hermitian and nonnegative-
definite, then by Theorem 16.A.28,

K(z,y) = Y Aapn(@)pa(y)’, z,y€D,
neN*

where {¢,},,cn- is an orthonormal basis of L2 (¢4, D) composed of eigenvectors

of Kp and {A,},,cy- are the corresponding eigenvalues. By Lemma 16.A.25(ii),

> A= /DK(x,x)dx = C(0)¢(D) < co.

neN*

Then Proposition 16.A.26(iii) shows that Kp is trace class. (ii) We have to show
that the eigenvalues of Kp are not larger than —1/a. Observe from (16.A.24)
that for any f € L2 (Ed, D)7

Knf () = 1peny /D K (2,y) f (4)dy = 1oy /D Clz—y)f(y)dy, zeRY

Thus
Kpf=1p x (Cx f).

Since D € B, (Rd), then by the Cauchy-Schwarz inequality f € L{ (Ed, D) and
therefore the convolution C' x f is almost-everywhere well-defined and C' x f €
L2 (¢4,R%); cf. [21, Theorem 1.4.4 p.75] (which extends to d > 2). Moreover,
its Fourier transform equals

F(CHf)=Cxf. (5.6.9)

Since C is bounded, the muliplication operator £, defined for any g € L2 (€d, Rd)
by A
Lg=Cxy,

is well defined; i.e., Lg € L2 (Ed,Rd) as shown in Example 16.B.8. For any
feLd (Ed, D), we deduce from (5.6.9) that

Lf=Cxf=F(Cx*f).

Thus R
Cxrf=3"'Lf=F LTS,

and therefore,

Kpf=1px (§'£§f), felL& (¢, D).
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Since C' is Hermitian, then its Fourier transform C is real. By [58, Lemma 4.55
p.166], the spectrum of £ equals the essential image of C' defined as

B:{yeR:ﬂd(éfl(]y—E,y—ka[)) >0f0reverya>0}.

Since this latter is a subset of the closure of C (R?) (indeed, let y € B then
for any n € N* there exist x,, € C~* (Jjy — 1/n,y + 1/n[); obviously C (z,) —
y, then y belongs to the closure of C'(R?)), it follows that the spectrum of
L is included in [0,—1/a). Since F~'F is the identity on LZ (¢¢,R?), then
the spectrum of F~'LF equals that of £. Since LZ (¢,D) is a Hilbert space
and Kp is Hermitian, then the spectral radius of Kp equals its norm; cf. [82,
Theorem V1.6 p.192]. Observing that

1Kol < 11l x [[371£3] < ~1/,
allows one to conclude. 0

Remark 5.6.9. The arguments of Point (ii) in the proof of Theorem 5.6.8 are
inspired from [63, Appendixz H]. Related statements are given in [88, Lemma 5.1
p.440] and [91, §3 p.958] without proof.

Definition 5.6.10. If ® is a determinantal point process on R with shift-
invariant kernel K : R4 x R — C, we will also refer to C defined by (5.6.7) as
kernel of the determinantal point process.

Example 5.6.11. Gaussian determinantal point process [63, p.16]. Let C :
R? — C be defined by

C(z) = Nexp(—||z||?/¢?), z e R4, (5.6.10)

where A and ¢ are two given positive real numbers. Obviously C' is square inte-
grable, continuous and Hermitian. Its Fourier transform C' is given by, for any
EER?,

) = C(xz)e 28 4y

. 2

A / e~/ C® o= 2Tk
R

=
Il
—

,:]& i ::m

\f/ Wyke*QWyk(C\/»&)dyk

/e (VT — \(Vm0) L exp(—|mce|?),

=
Il
—

Tk

where for the third equality we make the change of variable xp — yi = com and

the fourth equality is due to [21, Example 1.1.5 p.7]. Observe that C is nonneg-
ative, integrable and bounded. Then by Proposition 5.6.13, C is nonnegative-
definite.
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If
A < )\max = (\/EC)ida

then by Theorems 5.6.8 and 5.2.17, there exists a stationary determinantal point
process © with kernel (5.6.10) called a Gaussian determinantal point process.

Example 5.6.12. Cauchy determinantal point process [63, p.17]. Let C :
R? — C be defined by

A
C(z) = , z € RY,
) (1 + [|lz/¢[|2)"/

where A\, ( and n are given positive real numbers. Obviously, C is continuous,
square integrable and Hermitian. Moreover, if n < d/2, the Fourier transform
C is given by

ey 22 (VO d
C(§) = )\WH%QHWKMH%CSH)» § € RY,

where K, is the modified Bessel function of the second kind; see [/2, Equa-
tion (8.407.1) p.901].
Assume that n € [1/2,d/2). Then, by [63, Equation (K.3) p.51]

- L (1) (V)
C) < )\W-

If
r d/2
AS)\max:: (77+ /)d’
I'(n) (v7¢)
then by Theorems 5.6.8 and 5.2.17, there exists a stationary determinantal point
process ® with kernel (5.6.10) called o Cauchy determinantal point process.

We will show that starting from any bounded probability density function ¢
on R?, there exist a determinantal point process with kernel equal to the inverse
Fourier transform of ¢ (up to a multiplicative factor).

Proposition 5.6.13. Let ¢ : R? — R, be integrable and bounded. Then the
inverse Fourier transform of ¢, that is C = F~1 (), is square integrable, Her-
mitian, nonnegative-definite and continuous.

Proof. Letting M = sup {¢ (£) : £ € R}, we get

E/W@W%SM/IMMM<W,
Rd Rd

i.e., ¢ is square integrable. Then C = F~!(yp) is square integrable. Since
© is integrable, then C' is continuous; cf. [21, Theorem 2.1.1 p.92]. Let a =
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Jga | (€)] A€ and let X be an R%-valued random variable with probability den-
sity function ¢/a. Since

Ca)= [ e

then C'/a is the characteristic function of X. If follows that C' is Hermitian and
nonnegative-definite. O

It follows from the above proposition and Theorems 5.6.8 and 5.2.17 that
any bounded probability density functions on R? allows one to define a family
of determinantal point processes. Here is an illustration.

Corollary 5.6.14. Isotropic probability density functions [63, p.20]. Let f :
Ry — Ry be a measurable bounded function such that fooo rd=1f (r)dr < oo,
for some d € N*. Let

Pa () = AM7 (5.6.11)
where
c= /Rd f(z]]) dz = % /OOO rf () dr, (5.6.12)
and C

0 <A< Appax = 75—
11l

Then there exists a stationary determinantal point process ®y with kernel Cy =
S (¢n) (where T~ is the inverse Fourier transform,).

Proof. Making the change of coordinates from Cartesian to spherical (2.7.1), we
get

e= [ FUelyar=as [T )

is the surface area of the unit ball in R%. Then

/Rdgm(x)dx:)\.

Moreover, A < Ajax = W implies

_ _dx¥//?
where 04 = W

lealle < 1.

Applying Proposition 5.6.13 and then Theorems 5.6.8 and 5.2.17 allows one to
conclude. O

Here is an example illustrating Corollary 5.6.14.
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Example 5.6.15. Generalized gamma determinantal point process [63, p.20].
Let X be a random wvariable on Ry with Gamma distribution of parameters
v, B € RY ; d.e., with probability density function

1 Y le—=/B

) = L(v)B7 ’

cf. [89, p.156] (v is called the shape parameter and § the scale parameter). Let
f be the probability density function of Y = X'/1 where u € R ; that is

xR, (5.6.13)

f(y) = :uy'uilh(y#) = F(’SB’Y y’mileiyu/ﬁv ye Rj—'

By (5.6.12),

d//2 o]
- ! H / PHYHd=2 =1 /B 4.
L(d/2+1)T(H)B" Jo

=1
_ dmdl /2 p o BTE / T g,
L@2+0)rmpr  uw o Jo
dnd//21 (’y + @) L
— A
Ld/2+1)T(y) ’

where the second equality is due to the change of variable r — uw=r#/j.
By (5.6.11),

x
T'{d/24+1)up 1 =1 ||l
=A (d/ ) = =] Ferllle

d//2 d=1 Y+
dnd//2r (v + 1) 8
I (d/2+ 1) pat

e g=lasll /8.
d//2 d—1
dmd//2T (v—i— - )

=\ ||

where o = B~Y#. By Corollary 5.6.1/, there exists a stationary determinan-
tal point process @5 with kernel Cx = § 1 (¢a) called a generalized gamma
determinantal point process (where §' is the inverse Fourier transform,).

5.7 Discrete determinantal point processes

We assume in the present section that the space G is discrete (i.e., finite or
countable) and that the associated Borel o-algebra is the family of all subsets of
G. All determinatal point processes considered in the present section will have
as background measure the counting measure vg on G; that is vg = ) ¢ 0z
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5.7.1 Characterization

The following lemma characterizes simple point process on discrete set in terms
of its factorial moment measures.

Lemma 5.7.1. Simple point process on discrete set. Let ® be a point process
on a discrete set G. Then the following results hold.

(i) @ is simple iff

P((®({z})>2)=0, VzegG, (5.7.1)
or, equivalently,
Mg ({z}) =Pz € ®), VreG. (5.7.2)
(ii) ® is simple iff
My {(z1,. .., 28)}) = P((x1,...,23) € dF)), (5.7.3)

for allk € N* and all x1,...,x; € G, or, equivalently,

Mg ({(x1,...,21)}) =P{z1,..., 2} C ® and (x1,...,123) € GF),
(5.7.4)
for all k € N* and all x1,...,x1 € G, where

G® = {(z1,...,2x) € G" : 2, #xj, foranyi#j}.

Proof. (i) Condition (5.7.1). The condition is obviously necessary. For suffi-
ciency, observe that

P(3zeG,®({z}) >2)=E[1{3z € G, 2({x}) > 2}]

> 1{d({z}) > 2}]
z€G
<STP@({a}) > 2).
zeG

Condition (5.7.2). If ® is simple, then for all x € G, ® ({z}) = 1{z € ¢},
which implies (5.7.2) by taking expectation. Conversely, if ® is not simple,
then by (5.7.1), there exists some & € G such that P (® ({z}) > 2) # 0, thus
My ({z}) =E[® ({z})] > P(® ({z}) > 1) = P(x € ®). (ii) Necessity. Assume
that @ is simple. Then Equation (14.E.1) implies

(I)(k) = Z 5(w1,...,wk)7

T1,..., L €D:
(€1, ) EGH)

<E

which shows in particular that ®*) is simple. Applying (5.7.2) to ®*) gives (5.7.3).
Moreover, for any (z1,...,1;) € G,

1{(x1,...,3:k) E‘P(k)} = 1{{z1,...,xk} C ®and (z1,...,2k) EG(k)}.
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Taking expectation, we get (5.7.4). Sufficiency. Either (5.7.3) or (5.7.4) with
k =1 implies (5.7.2) which shows that ® is simple by Item (i). O

The following proposition characterizes determinantal point process on dis-
crete set.

Proposition 5.7.2. Let G be a discrete set, p be the counting measure on G,
K :G? — C, and ® be a point process on G. Then ® is a determinantal point
process with kernel K and background measure vg iff

P((z1,...,2x) € ®W)) = det (K (21,75))1<; <t » (5.7.5)
for any k € N* and any x1, ...,z € G, or, equivalently, ® is simple and
P(uC @) =det(K,), (5.7.6)

for any uw C G, where K,, is the matriz obtained by restricting K to u X u.

Proof. Since p is the counting measure on G, then by Definition 5.1.1, @ is a
determinantal point process with kernel K and background measure vg iff

Mg ({(z1,...,25)}) = det (K (a4, ;1cj))19’j§C , (5.7.7)

for all £ € N* and all z1,...,2, € G. (i) Necessity. Assume that ® is a
determinantal point process with kernel K and background measure vg. Then
® is simple by Lemma 5.1.4. Combining the above equality with Lemma 5.7.1(ii)
allows one to conclude. (ii) Sufficiency.

e Assume that (5.7.5) holds. Then for any = € G,
P (2 ({z}) 2 2) = P((z,2) € 2?)

—e(RED RED) -

It follows from Lemma 5.7.1(i) that @ is simple. Then combining Equa-
tions (5.7.3) and (5.7.5) implies (5.7.7).

e If & is simple and (5.7.6) holds true, then Equation (5.7.4) implies (5.7.7).

O

5.7.2 Regularity

Since G is discrete, any function K : G?> — C is measurable and may be con-
sidered as a matrix indexed by G. Let (2 (G2) be the set of such matrices

K = (Kij), jeg such that
Z ‘Kij‘2 < 00.

i,7€G
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For any K € (2 (Gg), the integral operator Kg defined by (16.A.1) is indeed
the linear mapping on (2 (G) = {u €eCt: Y, ui|* < oo} associated to the

matrix K i.e.
Kg(u) =K xu, ucl’:(G),

where X is the matrix multiplication.

For any finite subset D of G, the restriction Kp of K to D x D is the sub-
matrix of K with indexes in D. The integral operator Kp defined by (16.A.24)
is indeed the linear mapping on CP associated to the matrix Kp; i.e.

Kp (u) = Kp X u, ue CP.

In particular, the eigenvalues (and eigenvectors) of Kp are the same as those of
the matrix Kp.

The conditions in Definition 5.2.11 for regularity simplify in the discrete case
as follows.

Proposition 5.7.3. Let G be a discrete set and let K : G2 — C.

(i) K is reqular iff K € (2 (Gz) is Hermitian, nonnegative-definite, and with
finite trace.

(i) K is locally reqular iff it is Hermitian and nonnegative-definite.

Proof. (i) Necessity is obvious. It remains to show sufficiency. Let K € (2 (GQ)
be Hermitian, nonnegative-definite, and with finite trace. Since, K is Hermitian,
then K is diagonalizable by Proposition 16.A.13(i). Since G is discrete and p is
the counting measure on G, Equality (16.A.14) holds for all (z,y) € G2. Then
K equals its canonical version. Since K is nonnegative-definite, its eigenvalues
{An},en+ are nonnegative. Since K has finite trace, >, .y An < 0o. Then
Corollary 16.A.18(i) shows that K¢ is trace class. (ii) By Item (i), K is locally
regular iff for any finite subset D of G, the restriction Kp of K to D x D is
Hermitian and nonnegative-definite. This is the case iff K is Hermitian and
nonnegative-definite by Lemma 5.2.12(i)-(ii). O

Corollary 5.7.4. Let G be a discrete set, K : G> — C and o € R*..

(i) K is a-reqular (resp. strictly a-reqular) iff K € (2 (G2) is Hermitian,
nonnegative-definite, with finite trace, and eigenvalues smaller or equal
than —1/« (resp. strictly smaller than —1/a).

(i) K is locally a-regular (resp. locally strictly a-regular) iff it is Hermitian,
nonnegative-definite, and the eigenvalues of each finite submatriz of K are
smaller or equal than —1/« (resp. strictly smaller than —1/a).

Proof. This follows from Proposition 5.7.3 and the fact that the eigenvalues of
K¢ are the same as those of the matrix K. O
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5.7.3 Janossy measures

Proposition 5.7.5. Let G be a finite set.

(i) Let K : G2 — C be Hermitian, nonnegative-definite, and with eigenvalues
strictly smaller than 1, and ® be a determinantal point process on G with
kernel K and background measure vg. Then the Janossy measures of ®
are given by

T (@1, ax) = det (T + L)~ det (L (23, 25)), ;<. (5.7.8)
for any k € N* and any x1, ...,z € G, where
L=(I-K 'K (5.7.9)
Moreover,
P (® = u) =det (I + L) "det(L,), (5.7.10)

for any w C G, where L., is the submatriz of L indexed by u X u.

(ii) Let L : G* — C be Hermitian and nonnegative-definite. Then there exists
a simple point process ® on G with distribution (5.7.10). Moreover, ® is
a determinantal point process on G with kernel

K:i=I—-(I+L)" (5.7.11)
and background measure vg.

Proof. (i) Since K is strictly (—1)-regular, Theorem 5.2.17 shows that there
exists a determinantal point process ® on G with kernel K and background
measure the counting measure on G. Note that L = (I — K) ' K is the (—1)-
inverse of K; see Definition 5.4.2. By Lemma 5.4.9,

det(I—K)=det(I+L)"".

The Janossy measures of @ are given by (5.4.14) which combined with the above
display proves (5.7.8). On the other hand, by (4.3.6), for any « = (z1,...,2%) €
G*,

Ji () = klpplly (2),
where pi and Il are defined respectively by (4.3.4) and (4.3.2). In particular,
if x1,...,x) are pairwise distinct, then

I (‘T) = %ZP ((Xa(l) ((I))v"'aXa(k) ((I))) =z | (I)(G) = k)

= iP (30’ : (Xa(l) ((I)) gee e 7Xa(k) (Q))) =T ‘ P (G) = k})

TR
1 k
=P (‘I’ZZ% | @(G):k)
i=1
1

:HP((I):{xl,...,l'k} | ®(G)=k),
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where the second equality is due to the fact that ® is simple by Lemma 5.1.4.
Combining the above two equalities with (5.7.8) gives (5.7.10). (ii) The matrix
K defined by (5.7.11) is strictly (—1)-regular by Corollary 5.7.4(i). Applying
Item (i) to this matrix K and observing that (I — K)™' K = L gives the an-
nounced results. O

Note the difference between Equation (5.7.10) and Equation (5.7.6) which
gives the probability that z1, ...,z are atoms of ® (for some pairwise distinct
Z1,...,25 € G).

Remark 5.7.6. Bibliographic notes. Proposition 5.7.5(ii) is due to [17, Propo-
sition 1.2] (see also [61, Theorem 2.2]). In these references, a point process ®
satisfying (5.7.10) is called L-ensemble.

Observe from (5.7.10) that ) det (L,) = det (I 4 L). Indeed this holds
for arbitrary matrices (not necessarily Hermitian nonnegative-definite); see Equa-
tion (15.A.11).

5.7.4 Palm version

Proposition 5.7.7. Conditioning versus Palm. Let G be a finite set, K : G —
C be Hermitian, nonnegative-definite, with eigenvalues strictly smaller than 1,
D be a determinantal point process on G with kernel K and background measure
vg, u C G, and K, be the submatriz of K indexed by u X u. Assume that K,
1s tnvertible and let ®“ be the point process composed of the atoms of ® falling
in u¢ given that u C ®. Then the following results hold.

(i) o dist- ®!, the reduced Palm version of ® at u. In particular, ®“ is a de-

terminantal point process on u® with background measure vye = . 0z
and kernel K" the Schur complement (15.A.6) of K,, in K ; that is
K" = Kye — Kyew (Ko) ™ Kuue, (5.7.12)

where Kye,, and K, are the submatrices of K indexed by u® X u and
u X uC respectively.

(i) The determinantal point process ®* admits also the following kernel (with
background measure vye)

R =1— ((I“ n L)_l) , (5.7.13)
where L = (I — K) 'K and I* : G2 — C is defined by I" (z,y) =
1{z=yecu}.

(iii) For any v C uS,
Lu v
P (" =v) = _det (Buuw) (5.7.14)

~det(Iv+ L)
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Proof. (i) For any v C u®,

PwcCcd“)=PuUvC®|ucCd)
PuUvC®)
P(ucC®)

_det (Kyuuo)

~ det (K,)

— det (KY),

where the third equality is due to (5.7.6) and the fourth equality follows from
the Schur complement formula (15.A.5) with the matrix K being the Schur
complement (15.A.6) of K, in K,y,; that is

Kff = K'U - Kvu (Ku)_l K1w~
Theorem 5.5.2 permits to conclude. (i) Let L := (I — K)~" K. For any v C ¢,

P@“=v)=P(@P=uUv]|uC®)
P(®=uUv)
P(ucC®)

det (Lyuw)

" det (I + L) det (K,

(5.7.15)
where the third equality is due to (5.7.10) and (5.7.6). By the Schur complement
formula (15.A.5) for det (Lyyy), we get

B det (L)
~ det (I + L)det (K,)

where LY is the Schur complement (15.A.6) of L, in L,,; that is

P (3" = v) det (L)

L' = Ly — Lyy (L) "' Luo.

v

Note that LY = (ﬂ“)y where
L% := Lye — Lyey (Ly) ™" Luye. (5.7.16)
Then by Proposition 5.7.5(ii), ®* has kernel
K%:=1- (I—l—INJ“)A.
Observe that

~ - —1
I+ K= (I—i—L“)

(I ¥ Ly — Lycw (Lu) ™" Luuc) B

(0.
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where the second equality is due to (5.7.16) and the third equality follows from
the formula of the inverse of a partitioned matrix [48, §0.7.3 p.18] applied to

Lucw I+ Lye
(iii) Invoking (15.A.10), we get

Z det (Lyuy) =det (I 4+ L).

vCuc

Then adding (5.7.15) over all v C u®, we get
det (I + L)det (K,) =det(I*+ L).

Combining the above display and (5.7.15) implies the announced result. O

Observe that the kernels K* and K given respectively by (5.7.12) and (5.7.13)
are not necessarily equal; see Remark 5.1.2

Remark 5.7.8. Bibliographic notes. The statement in Proposition 5.7.7 that
O is a determinantal point process with kernel given by (5.7.13) is due to
Borodin and Rains [17, Proposition 1.2]; but they use different arguments.

Here is their proof of Proposition 5.7.7(ii). For any v C u

P (" C v) ZP

BCuv
=det (I"+ L)"') det (Luup)
BCwv

det (I + L) ~’

where the second equality is due to (5.7.14) and the third equality is due to (15.A.10)
applied to the matriz A = Ly, which gives

> " det (Luug) = det (Luuy + (I"),,,) = det (I* + L), -
BCv
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On the other hand, for any v C u°,

det (K“) — det (I - ((I“ + L)*l)uc)v
—Z M det(]“—i—L)_l)

yCv Y
S det (I“+ L),
< det (I* + L)
7 Z o1 det (1% + L)y uenqe)
et det (I* + L)
—Z HMP (@ cu Ny
yCv
_Z W\P (I)U()_O)
yCv
:1—P<U{<I>“(ax):0}> =P(vcCdY),
rEV

where the second equality is due to (15.A.11) applies to the matric A = — ((I“ + L)_l) ,

the third equality follows from (15.A.8), the fifth equality is due to (5.7.17), and ‘
the last but one equality is due to the inclusion-exclusion formula for the prob-

ability of the union of events. Invoking Proposition 5.7.2 (and in particular
formula (5.7.6)) concludes the proof.

5.8 Exercises

5.8.1 For Section 5.1

Exercise 5.8.1. Let K be as in Definition 5.2.1. Show that the matriz (K (i, %;)),<; i<},
is Hermitian nonnegative-definite for all x1, ...,z € G. -

Solution 5.8.1. We use the same notation as in Definition 5.2.1. Letting
On(x) = pp(x)1{z € G1}, z€G,

we get

€ y) = Z )‘n@n(x)@n(y)*v z,y €G.
neN*

Then for any x1, ... ,xx € G, the matriz (K (x;,1;)),, <k 18 Hermitian nonnegative-
definite; as a sum of Hermitian nonnegative-definite malrices.

5.8.2 For Section 5.2

Exercise 5.8.2. Let ® be a determinantal point process. Show that P (® (D) > 2) <
E[® (D)]? for all D € B(G).
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Solution 5.8.2. Since ¥ is a determinantal point process, then by Lemma 5.1.4,
& is simple. Then for any D € B (G),

P (®(D)>2) <E |0 (D?)| <E[® (D),

where the first inequality is due to Ezercise 2.7.13 and the last inequality is due
to (5.1.12).

5.8.3 For Section 5.3

Exercise 5.8.3. Let « € R and K : G> — C. Show that the function
(@1, ) = deta (K (24,75)), o <), defined on G* is symmetric; i.e., in-
variant with respect to any permutation of the components. (This verification

1s motivated by the context of Definition 5.5.1 since the k-th factorial moment
measure of any point process is a symmetric measure.)

Solution 5.8.3. For any permutation o of {1,...,k},

k
deta (K (200 %o())1<; jep = D @K (206)s o)
i=1

TESE

k
= Z ak—cyc(w)HK (xz,xw(z))
=1

TESk

= det, (K (x4, Ij))lgi,jgk )

where the second equality follows from the change of variable | = o ().

5.8.4 For Section 5.6
Exercise 5.8.4. Let C : R? — C be defined by

A

, T e Rd,
(1 + [|lz/¢[[2)"?

Cla) =

where A, ¢ and n are given positive real numbers. Prove that C' € L{ (Ed,Rd) N

L2 (Ed,]Rd) is square integrable. If n < d/2, show that the Fourier transform C
is given by, for any & € R?,

) = [ Cla)e 2@ qy
Rd
_ 2R
=T+ a1 (12 elD, (5.8.18)

where K, is the modified Bessel function of the second kind; see Example 5.6.12.
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Solution 5.8.4. We may assume without loss of generality that A = 1. Making
the change of coordinates from Cartesian to spherical (2.7.1) it is easy to see
that C € LE (¢4, RY) N L2 (¢*,RY). Recall that for any f € LE (¢4, R?), the
Fourier transform of x — f(x/C) is £ — |<|df(<§) Then we may restrict
ourselves to the case ( = 1. Observe that since C is even, then C' is real, thus

C(e) = /R C(w)cos (2m (,€)) da

Consider first the case d = 1. Then, for any £ € R,

é(g) :/]R (1(?7;2:;21/2(11:

) /oo(cos@ma) do = VT et K, (2],
0

T =
n+1/2 T 1/2
1+|SC|2) (77+ / )

where the last equality is due to [42, Equation (8.432.5) p.907]. This proves (5.8.18)
ford=1.
Consider now d > 2. We follow the arguments in [98, p.363]. Let

v (&) = l|2mg]|" K, (||2mel), € € R

Its inverse Fourier transform f = F ‘¢ equals

fa= [ e@e"da sert

We make the change of coordinates from Cartesian to spherical (2.7.1) where
r€ERy,1,...,04-2 €[0,7],dq—1 € [0,27) whose Jacobian is given by (2.7.2).
We may choose the first angular coordinate ¢1 to be the angle between x and &.
Then

f(z)= / (27mr)" K, (27r) cos (2mr||z|| cos (¢1)) rd-1
Ry x[0,7]472x[0,27)

x sin?~? 01 sin?=3 @s . ..sin¢pg_odrdey ...dog_1.

The integral with respect to ¢1 may be solved using [[2, Equation (8.411.5)
p.902]:

/7r cos (27r||z| cos (¢1)) sin?=2 ¢1dgy
0

= VAT (d = 1) /2) (erl|]) ™22 ) o (2r|2]),

where J. is the Bessel function of the first kind; see [42, Equation (8.401) p.900)].
Let o4 = % be the surface area of the unit ball in R?, then

/ sin?™3 ¢y ... sin dg_ods . .. ddy_1 = o4_1.
[0,7]%7 8 x[0,27)
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Therefore,

f(x) = 2012 / (2mr)" Ky (2mr) (mrl )™ 7272 Jig_gy o (2r||2]]) 74t
0

- (27rd//2 2m) " (|| /2)—<d—2>/2) x / 12Ty o (H|2]) Ko ()dt
0
_ (27rd//2 (27r)_d (HIH/Q)—(d—Q)/Q) « 2n+(d72)/2”x”(d72)/2 I'(n+d/2)
(EIRE
— o—d//29n—1 I'(n+d/2)
=7 +d/2’
(l=)? +1)"

where for the second equality we make the change of variable r — t = 2nr

and the third equality is due to [42, Equation (6.576.7) p.676] when d/2 > 7.
Observing that

f(x) = a=22171T (n + d/2) O(a),

concludes the proof.
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Chapter 6

Palm theory in the
stationary framework

In this part, we consider random measures on the d-dimensional Euclidean space
G = RY, with the associated Borel o-algebra B (Rd) for some given d € N*.
Recall that a stochastic process {Z (x)} g« With values in some measurable
space (K, K) is said to be stationary if

dist.

(Z(@+ D)} epe 2 {Z (2)}epar tERY (6.0.1)

where = means ‘has the same probability distribution as’.

We will define the stationarity of random measures and introduce some sta-
tionary framework on the probability space (€2, A, P), which facilitates the anal-
ysis of jointly stationary random measures and fields. In particular, it allows one
to define Palm probabilities of different random measures directly on (€2, .4), to
study the relations between these probabilities, and also to consider the distri-
butions of all random object defined on (£2,.4) under these Palm probabilities.
As we shall see, this gives rise to several useful conservation laws including the
mass transport formula.

6.1 Palm probabilities in the stationary frame-
work

6.1.1 Stationary framework
Shift operator and stationarity

For all t € R?, we introduce a shift operator S, on the set of measures p on
(R, B (R?)) by
Siu(B) = p(B+1t), BeB(RY,

299
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where B +t = {x +t € R? : x € B}. The shift S; acts also on functions f
defined on R? as follows

Sif (x):=f(x+1t), zeRL
Remark 6.1.1. For any t € R?,

[ @ s = [ £ ude+o
~ [ #- 0@y = [ o~ thu(ao).

where for the second equality we make the change of variable y = x +t. Equiv-
alently,

/f S, (du):/S_tf dp. (6.1.1)
e / Sif Sy (dp) = / fxm (6.1.2)

For a counting measure p =3 ;7 0z, ,

St,u = Zél’k,*t'
k

Indeed, for all B € B(R?), n(B) =,z 1{xy € B} then
Supt (B) = ju(B +1)

=> 1{zx € B+t}
keZ

=> 1{zx—te€BY =) bu(B).
kEZ keZ

So the shift Sy acts on a counting measure by translating its points by —t.
Observe that the definition of stationarity of a stochastic process Z =
{Z (2)},cga in (6.0.1) may be written as follows
Ps,z =Py, tcRY
where S;Z = {5:7 (2)} yepe = {2 (x + 1)}, cpa-

Definition 6.1.2. Stationary random measure. A random measure ® is said
stationary if
Ps,s =Py, tcRe (6.1.3)

A family of random measures ®; and stochastic processes Z;, i = 1, 2, ...,
all defined on the same probability space is called jointly stationary if the joint
distribution of all these random objects is invariant with respect to their shift by
any vector t € RY; that is

d
P(s,0,,9.0,,..8.21,8.2s,..) = P(@,,03,....21,25,.), tER"
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By Corollary 1.3.4, a random measure ® is stationary if and only if, for all
teRY By,...,B, € B(RY),

(®(By+1),...,0(Bp+1) 2 (®(B1),..., % (Bn)).

Example 6.1.3. Shifted comb. Let U be a random variable uniformly dis-
tributed in [0,1). Then the point process on R defined by

¢ = Z Okt+U
keZ
1s stationary. It is called the shifted comb. Indeed, for all t € R, letting a =
[t] —t € [0,1], we get

S ® = Z OktU—t

keZ

= Z 5k+U+[ﬂ —t

kEZ

= Z Ok+U+a

kEZ

= E Ok+Uta—1{U+a>1} = E Oprirs
keZ keZ

where U = U 4+ a — 1{U + a > 1} is uniformly distributed in [0,1].

Example 6.1.4. Shifted grid. Let (U,V) be independent random variables
uniformly distributed in [0,1). Then the point process on R? defined by

o= > Sptvnsy)
(k,n)€Z?

is stationary (the arguments follow the same lines as in Example 6.1.3). It is
called the shifted grid. There is no difficulty extending this to R for all d > 1.

Flow and compatibility

Definition 6.1.5. A family {0;},.ga is called a flow on the measurable space

(€, A) of
(i) Yt € R, 0, : Q — Q is bijective;
(ii) Vt,u € RY, 044y = 01 00, (therefore 0, = 0_; and Oy is the identity).

If moreover, (t,w) — 0; (w) is measurable, then {0;} is called a measurable
flow.
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Remark 6.1.6. Random flow composition rule. Let {0;},.pa be a flow on the
measurable space (2, A) and let U and V be two R¥-valued random variables.
Consider the mapping Oy : Q — Q,w = Oy,yw and similarly for 6y. One
should be careful when considering 0y o 0y with the composition rule in Defini-
tion 6.1.5(i1); indeed

GU o 9\/ (w) = 9[] [Hv(w)w]
= 0oy ) IV )@

- QU[GV(M)w]JrV(w)w

= 9U00V+V (w) . (614)

Lemma 6.1.7. The family of shifts {S},cpa is a measurable flow on the space
of locally finite measures (M (Rd) M (Rd)),

Proof. (Cf. [79, §IL.1]) Note that for all t,u € R4 pu € M(Rd) ,B € B(Rd),
SeSup(B) = Suypu(B+1t) = p(B +t+u) = Sippu(B) and that Sy is identity.
Then {S¢},cga is a flow on (M (R?), M (R?)). It remains to show that the
mapping R? x M (R?) — M (R?) , (¢, 1) — Sip1 is measurable. By [52], M (R%)
is generated by the mappings p — p(f),f € . (Rd). Then, it is enough to
show that, for all f € . (R?), the mapping g : RY x M (RY) — Ry, (t, )
(Stpe) (f) is measurable. This mapping f is Carathéodory; i.e., continuous in its
first argument (indeed, let ¢, — t, then (S, p) (f) = (Sep) (f) by dominated
convergence theorem) and measurable in its second argument (indeed, observe
that (S¢p) (f) = p(S—if) and invoke Lemma 1.1.5). Then f is measurable
by [2, Lemma 4.51]. O

Definition 6.1.8. A random measure ® is compatible with the flow {6}, pa
if
doh, =5, teR™ (6.1.5)

A stochastic process {Z (t)},cgpa s compatible with the flow {6}, pa if
Z(x)ol, =S:Z(x), wx,tecRY

that is
Z(x,0w)=Z(z+tw), ztcRLweq. (6.1.6)

Lemma 6.1.9. A stochastic process {Z (t)},cga 15 compatible with the flow

{gt}teRd Zﬁ
Z(t)=2(0)ob, teR?

that is,
Z(t,w) = Z(0,0w), teRweQ. (6.1.7)

In particular, {Z (t)},cga is entirely characterized by the random variable Z (0).



6.1. PALM PROBABILITIES IN THE STATIONARY FRAMEWORK 303

Proof. Necessity. 1t is enough to apply (6.1.6) with = 0. Sufficiency. Note
that

Z(x)oby=2(0)ofy00,
:Z(O)of)m_t
=Z(x+t)=57(x).
O

Example 6.1.10. Let ® be a point process compatible with the flow {0;};era.
The stochastic process

Z (z) :=inf{Jlzr — X|: X € ¢}
is entirely characterized by the random variable f = inf{|Y|:Y € ®}, since
fOw)=mf{]Y|: Y €®ob,}

=inf{|Y|:Y € S5, P}
=inf{]Y —z|: Y € ®} = Z (x).

Definition 6.1.11. Let (2, A, P) be a probability space with a measurable flow
{0:}icra. The probability P is invariant with respect to {0;},cra if

Pof' =P, teR?

i.e.,

PlweN:we A}) =P{weQ:we A}), AcA,

(since ;1 (A) ={w € Q:we O, A} = {w e Q: b € A}).
In this case,

e we say that (0, A, {0;}icra, P) is a stationary framework;

o we call P the stationary probability on (2, A, {0:};cra) (to distinguish it
from Palm probabilities to be defined later on the same space).

Lemma 6.1.12. Let (Q, A, {0+},cpa, P) be a stationary framework.

(i) Let ® be a random measure defined on (2, A, P) and compatible with the
flow {0;}icra. Then @ is stationary.

(i) Let ®; and Z;, i =1, 2, ... be a family of random measures and stochastic
processes, respectively, defined on (Q, A, P) compatible with the flow. Then
®; and Z; are jointly stationary.

Proof. (i) Recall that ® is stationary if and only if Pg,e = Pg for all t € RY.
Now, if ® is compatible with the flow {6;};cga, then

Ps,o = Poog, =P o (®06,) ' =Polflod ' =Pod ! =Py.

(ii) The proof follows in the same lines as (i). O
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Definition 6.1.13. Let ® be a stationary random measure. Then the station-
ary framework (I\\7JI (Rd) , M (Rd) St Herds Pq;.) is called a canonical stationary
framework for ®. Indeed, {Si},cga is a measurable flow on (M (R?), M (R?))
by Lemma 6.1.7 and Pg is invariant with respect to it by (6.1.3).

Remark 6.1.14. Let (Q, A, {0; },cra, P) be a stationary framework, ® =3, ., dx,
be a point process compatible with the flow {0;};cra. Then

Si® = Z(SXk—t =®o0f;, = Z5X,oet~

kEZ ez

Then for each k € Z, there exists some | € 7Z such that X; 0 6, = X, — t.
Nevertheless, in general Xy o 0; # Xy, —t.

For example, let ® = Y, , dx, be a point process on R with the usual
enumeration convention (1.6.8). The point

= —t: X, <t )= - -
Xopo0; Irllleaé({Xn t: X, <t} I}ng%({XnG( 00, t]} —t

1s in general different from Xy —t.

Example 6.1.15. The distribution of a homogeneous Poisson process on R
(cf. Definition 2.1.2) is invariant with respect to any shift Sy, t € R The
canonical probability space can serve as a stationary framework for it.

6.1.2 Palm probability of a random measure

Definition 6.1.16. The intensity of o stationary random measure ® on R? is
defined by

A= My ([0, 1)d) ,
where Mg is the mean measure of ®.

Lemma 6.1.17. Let ® be a stationary random measure on R with intensity
A. Then the following results hold true.

(i) The mean measure Mg is invariant under translations; that is

Me(B +t) = Ms(B), BeB(RY),teR™.

(i) ® is almost surely the null measure iff A = 0.

(iii) If A < oo, then Mg is proportional to the Lebesgue measure; more pre-
cisely,

Me(B) = \B|, BeB(R?. (6.1.8)

(iv) Mg is locally finite iff A < oo.
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Proof. (i) For any B € B (Rd) .t € RY,

Mg (B +t) = E[®(B +1t)]
= E[St<1>(B)]
= E[®(B)] = Ms(B),

where the third equality is due to (6.1.3). (ii) Necessity is obvious. Sufficiency
follows from (i) and the fact that every relatively compact in a metric space
may be covered by a finite number of balls of radius 1. (iii) If A = 0 then the
result is obvious by (ii). Assume now that 0 < A < co. Then, it follows from (i)
and the fact that every relatively compact in a metric space may be covered
by a finite number of balls of radius 1, that Mg is locally finite. Thus, by the
Haar theorem [80, Theorem 2], Mg is proportional to the Lebesgue measure.
(iv) Necessity is obvious and sufficiency follows from (iii). O

Proposition 6.1.18. A Poisson point process on R? is stationary if and only
if its intensity measure is proportional to the Lebesque measure.

Proof. The direct part follows from Lemma 6.1.17(iii) and the fact that the
intensity measure of a Poisson point process is locally finite and therefore the
intensity A is necessarily finite. For the converse, observe that S;® is a Poisson
point process with intensity measure S;Mg for all t € R?. Since Mg is pro-
portional to the Lebesgue measure, then S; Mg = Mg. Since the probability
distribution of a Poisson point process is characterized by its intensity measure,
it follows that Pg, = Pg for all t € R, O

Lemma 6.1.19. A stationary point process ® on RY with finite intensity does
not have fived atoms; that is for any * € R4, P (® ({z}) > 0) = 0.

Proof. Since 1{® ({z}) > 0} < ® ({z}), then
P (¢ ({z}) > 0) = E[1{® ({«}) > 0}]
<E[® ({z})]

= Ms ({z})
= A{z}| =0,

where the last but one equality is due to (6.1.8). O

Proposition 6.1.20. Existence of the Campbell-Matthes measure and Palm
probability. Let (2, A, {0 }icra, P) be a stationary framework and ® be a ran-
dom measure on RY compatible with the flow {0;},cra and having intensity
A € Ry, Then the following results hold true.

(i) There exists a unique o-finite measure C on R% x Q characterized by

C(BxA):=E U 1{0,(w) € A}® (dz)|, BeB(RY),Aec A (6.1.9)
B
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(i) The measure C defined by (6.1.9) satisfies
C(B+t)x A)=C(Bx A)=C(A)|B|, teR"BeB(R%),AcA,
for some set function C defined on A.
(iii) Let B € Be (R?) with |B| > 0. The set function P° defined on A by

C(BxA) 1
NB|  \B|

PY(A) := E [/B 1A09m<1>(dx)}7 Ae A, (6.1.10)

is a probability on (2, A) which does not depend on the particular choice
of B € B, (R?), provided |B| > 0.

Proof. (i) The proof follows the same lines as that of Lemma 3.1.1. Indeed,
let R be the class of all finite disjoint unions of sets of the form B x A where
B eB (Rd) ,A € A. Note first that R is an algebra of sets. Moreover Cg is
o-finite on R. (It is enough to consider a sequence {B,}, oy of sets in B. (R?)
covering R, and note that C(B,, x Q) = Mg(B) < oc.) Then it follows from the
Carathéodory’s extension theorem [44, §13 Theorem A] that C admits a unique
extension on o (R) which is precisely the product o-algebra on R? x Q. (ii)

C(B+t)xA)=E / H{zx e B+t,0,(w) € A}D (dx)}
L/Ra
=E / 1{x —t € B,0,(w) € A} (dx)}
L/Ra
=E /]Rd 1{y € B,0,(w) € A}@(t—i—dy)] (y:=x—1)

=E :/]Rd 1{y - B,9y+t(W) S A}Stq) (dy):|

=E / 1{y € B,0, 0 6;(w) € A} 0 H(w) (dy)}
L/Rd
=C(B x A).

Thus, for fixed A, the measure C(- x A) is invariant under left translation.
Moreover, for all B € B, (IR”Z)7

C(B x A) < My(B) < .

Then, by the Haar theorem [80, Theorem 2], C(- x A) is equal to the Lebesgue
measure up to a multiplicative constant; i.e.,

C(Bx A)=C(A)|B|, BeB(R"), Ac A

(iii) Since C(B x 0) = 0, then P°(()) = 0. Moreover, since C(B x ) = Mg(B)
A|B|, then P°(Q) = 1. Finally, o-additivity of P follows from that of C(B

O x 1
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Definition 6.1.21. Let (2, A, {0;};cra, P) be a stationary framework and @ be
a random measure on R compatible with the flow {0;},cra and having intensity
A € R%. The measure C on R? x Q characterized by (6.1.9) is the Campbell-
Matthes measure associated to ®. The probability P° defined by (6.1.9) is the
Palm probability associated to ®.

Remark 6.1.22. Palm terminology and notation. Observe that there is no risk
of confusion with our previous terminology in the general (non-stationary) case.
Indeed, we introduced Palm distributions P§ in Section 5.1 and local Palm
probabilities P* in Section 3.1.3. Further, we will see in Theorem 6.1.31(ii)
below that the notation in the general and stationary case are consistent.

Remark 6.1.23. Note that Equation (6.1.10) may be written as

1

PY(A) = mP(<1>7A0)E [/BleGx@(dx)

@#0}7 Ae A

It follows that the restriction of the probability P on the event {® = 0} does not
impact the Palm probability.

Example 6.1.24. Deterministic measure. Let ® = (¢ the Lebesque measure.
Then, its intensity is A = 1 and its Palm probability is

P’ =P.

Indeed,
P ([o, 1)d) =1

Moreover, for all A € A,

P'(A) =E

140 Qajdx}

= / E[1406,]dx
(0,1

The following propositions give some basic properties of the Palm probability
of a stationary random measure.

Proposition 6.1.25. Let ® be a stationary random measure on R? with inten-
sity A € RY.. The event

A={®=0}uU{®(R?) = o0}

is such that P (A) = 1.
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Proof. Let (2, A,{6;}¢cra, P) be the underlying stationary framework Let
Q’z{wéﬂ:@(w,Rd) =00} .

Note that this event is @;-invariant, for all t € R%. Moreover, the random
measure ¢’ defined by

¢ (w, B)

®’ (w, B) := T (@.R)

1{weQ}, BeB(RY

is compatible with the flow {0;};cge. The mean measure Mg of @’ is finite
since

Mg (RY) =P (©).
In particular, the intensity A of ®' is finite. Then, by Lemma 6.1.17(iii),
Mg/(B) = N|B|, for all B € B(R?) which together with the above display

shows that A = 0 and therefore P (') = 0. This proof is due to J. Mur-
phy [76]. See also [31, Proposition 12.1.VI] for another proof. O

Proposition 6.1.26. Let ® be a stationary random measure on R with inten-
sity A € R Then the following results hold true:

(1)
(ii) Let A € A be invariant with respect to the flow (i.e., A = A for all
t € R?) such that P (A) = 1. Then P°(A) = 1.

(iii)
P({®=0u{®(R?) =o0}) =P°(®(R?) =c0) =1.

(iv) In the particular case d =1,

P({®=0}U{®R})=®[R")=00}) =P’ (®(R}) = &(R*) = 00) = 1.

Proof. (i) Let B € B (R?) with |[B| > 0. By (6.1.10),

1
P’ (®=0) = mE [/B lip—0y 00, P (dx)}
0,

- o[ o] -
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where the second equality is due to the fact that ® o 8, is the null measure iff
® is so. (i) Let B € B (R?) with |[B| > 0. By (6.1.10),

PY(A) = ﬁE UB 1400,® (dx)}

= ﬁE UB lAé(dx)}

1
= WE[IACI)(B)}
1

where the second equality is due to the invariance of A with respect to the
flow and the fourth equality follows from P (A) = 1. (iii) Let A = {® =0} U
{<I> (Rd) = oo}. This event is invariant with respect to the flow. Moreover, from
Proposition 6.1.25, P (A) = 1. Then by (ii), P°(A) = 1. Invoking (i) proves
that P% (@ (RY) = o0) = 1. (iv) Let A = {® =0} U {®(R}) = ®(R*) = oo}.
This event is invariant with respect to the flow. Moreover, P (A) = 1; which may
be proved in the same way as [8, Property 1.1.2] for point processes. Then by
(i), P% (A) = 1. Invoking (i) proves that P (P(R%}) = ®(R* ) =o00) =1. O

Remark 6.1.27. Let ® be a stationary random measure on R? such that
P (® #0) = 1. Consider the event A = {w € Q: ®(w,R?) = co}. By Proposi-
tion 6.1.26(iii), P (A) = 1. Observe moreover that A is invariant with respect
to the flow. Then, with a possible restriction of Q to A, one may assume that
d(w,RY) =00, VweQ.
In the particular case d = 1, with a possible restriction of £ to
B={weQ:®w,R})=0wR") =00},

one may assume that

O(w,RY) = ®(w,RY) =00, VYwe.

6.1.3 Campbell-Little-Mecke-Matthes theorem

Theorem 6.1.28. Campbell-Little-Mecke-Matthes (C-L-M-M). Let ® be a ran-
dom measure which is compatible with the flow {0:},cra of a stationary frame-
work (Q, A, {0:}1cra, P) . If the intensity A of ® is positive, then:

i) For all measurable functions f : R% x Q — R,
+

E[ g f(x,&zw)q)(dx)} = A/Rd E°[f(z,w)]dz. (6.1.11)
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(ii) For all measurable functions f : R? x Q — C, if either of the following
conditions

E {/ |f(x,0,w)| @ (dx)} < o0, or / E°[|f(z,w)|]dz < oo
R4 Rd
holds, then the other one holds, and Equality (6.1.11) holds true.

Proof. (i) We first show the announced equality for f(z,w) = 1{z € B,w € A}.
To do so, note that

E { » f(z,0,w)® (dx)} =E |:/]Rd 1{z € B,0,w € A}® (dz)
=C (B x A) = \|B[P°(A).

On the other hand,

/ E°[f(z,w)]dz = / E°[1{z € B,w € A}]dx
Rd

Rd

_ / 1{z € BYE'[1{w € A}]dz = |B[P°(A).
Rd

For measurable functions f : R? x Q — R, the proof follows the same lines as
that of Theorem 3.1.9. (ii) Similar arguments to Corollary 3.1.10. O

Corollary 6.1.29. Let ® be a stationary point process on R with intensity
A €Ry. Then ® is simple under P iff it is simple under PO.

Proof. Necessity follows from Proposition 6.1.26(ii). It remains to prove suffi-
ciency. Observe that, for any B € B (R?),

P@reB:o({z})>2)=E[1{3ze B: o ({z}) >2}]
SE[/Bl{w{xbza}@(dx)
= [ Bl (@ ((0) = 2} do.

B

where the third line is due to (6.1.11). If ® is simple under P, then P? (® ({0}) > 2) =
0 and the above integral vanishes which concludes the proof. O

The following corollary shows that, in the particular case of point processes,
P? may be interpreted as the probability distribution seen from a typical point
(randomly chosen).

Corollary 6.1.30. Let ® be a stationary point process on R having intensity
A € RY and let g be a nonnegative random variable. Then for any B € B (Rd)
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such that 0 < |B| < oo,

B0l = 5B | [ o000 @)

1
- —FE
B

> ngml. (6.1.12)

XednB

Proof. 1t is enough to apply the Campbell-Little-Mecke-Matthes theorem 6.1.28
(C-L-M-M) to f(z,w) = 1{z € B}g (w). Indeed,

E{Rfﬂ%@m@m@}—E{A;uxeBMwwo¢m@]
> g(Bxw)

XednB ‘|

:E[/Bg(ezw)d)(dx)} —E

and

/ Eo[f(z,w)]dx:/ E°[1{z € Blg (w)]dz
Rd

Rd
- / 1{x € BYE[g (w))dz = | B[E[g]
O

The following theorem shows other properties of Palm probability of station-
ary point processes.

Theorem 6.1.31. Let ® be a stationary point process on R having intensity

AERE.
(i) Let
Qp:={weQ:0e d(w)}. (6.1.13)
Then
PY(Qo) = 1.

That is, under the Palm probability, the point process has almost surely an
atom at 0; this atom is called the typical point of the process.

(ii) Let PY be the probability distribution of ® under the Palm probability; that
is Py :=P% o ®~1. For any family {P%}, ga of Palm distributions of ®
(cf. Definition 3.1.2), we have

Py =P% oS, !, for Lebesgue-almost all x € R

In particular, the family defined by
Py :=P40S,, foralxzcR? (6.1.14)

is a family of Palm distributions of ®. Consequently, since Sy is the
identity, the notation is consistent for x = 0.
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(i4) Slivnyak’s theorem: If ® is a homogeneous Poisson point process on RY,
then
P% =Paoys-

Proof. (i) Using Corollary 6.1.30 we get

PY(2({0}) > 1) =E°[1 {®({0}) = 1}]

- 5B | 10 (o 2 e @)
- ﬁE /B 1{5,®({0}) > 1}<I>(dx)}

_ ﬁE /B 1{d({z}) > 1} @ (dx)}

_ ﬁE[@(B)} — 1

(ii) Applying C-L-M-M theorem 6.1.28 to
flz,w) =h(z)g(®(w)),
we get
A n@ @ =B | [ 109 (@0.0) 0 @)
=E [/}Rd h(z)g(S;P) P (dm)}

=A h(z) g (Sup) P (dp) d,
Re x M(R<)

where the last equality is due to the Campbell-Little-Mecke theorem. We deduce
that for Lebesgue-almost all z € R¢,

0y (3)] = / 9 (S.) P (dp)
M(R¢)
— [ 9l Psos (dn).
M(R?)

where we make the change of variable i := S, . Noting that the left-hand side
of the above equality equals

Bl (@)= [ oGP,

shows that P} = PZ% o S;! for Lebesgue-almost all x € R%. (i) If ® is a
homogeneous Poisson point process, then by Slivnyak-Mecke theorem 3.2.4, its
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Palm distributions equal P§ = Pg. 5, for Lebesgue almost all x. For such z,
P} =PioS.!
=Pgis, 05,
=Po(®+6,) oS!
=Po[S,0(®+3,)] "
=Po (S, P+ 5,068, "
=Po(S,®+0) " =Psars

dlht dist.

By stationarity of ®, we have S, ® ® and thus S, ® + 69 = P + §y which
combined with the above equality completes the proof. O

Example 6.1.32. Palm for shifted comb. Let U be a random variable uniformly
distributed in [0,1). We have shown in Ezample 6.1.3 that the shifted comb
® = ), cp0kyu is stationary. We have already given the Palm distributions
P% in Example 3.2.3. The intensity of ® equals

A=E[2([0,1))]

=E|) 1{k+Uc0,1)}

keZ
—E[1{Uc 0,1} =1

Then the mean measure of a shifted comb process is the Lebesque measure. We
aim now to compute its Palm probability P°. By (6.1.12), for any nonnegative
random variable g,

E'lg=E| > g(xw)| =E[g(Ouw)].

Xedn[0,1)

In particular, for any measurable function f: M (R) — Ry,

E [f (2)] = B|f (0 )] <25k>

kEZ

We deduce that, under P°, ® is deterministic and is equal to > kez Ok

6.1.4 Mass transport formula

As we have said in the introduction of the present chapter, the true benefit of
the stationary framework is the possibility to study the relations between Palm
probabilities corresponding to different random measures or point processes liv-
ing on the same probability space and being jointly stationarity.

The mass transport formula stated in Theorem 6.1.34 below is one such
result. Its proof relies on the following preliminary observation.
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Lemma 6.1.33. Integral of random product measures. Consider a stationary
framework (Q, A, {0 }1cra, P). Let ®, @' be two random measures on R com-
patible with the flow {0;}1cra and having respective intensities \, \' € R*.. Then
for all measurable functions f : R x RT x Q — R,

B[, oo @] =xe [ e

dRd
(6.1.15)
where EY denotes the expectation with respect to the Palm probability of ®'.

Proof. Let g(y,w) = [pa f(z + y,y,w)® (dz). Then by Fubini’s theorem, the
right-hand side of (6.1.15) takes the form

NEY {/Rd g f(@ 4y, y,w)® (dz) dy}

=NE” [/Rd g(yw)dy}

—E /Rd g (y,0,w) @’ (dy)}

=n|[ [ farypompon, @ <dy>}
L/Rd JRRd

B [ [ 00 @ o <dy>} ,

where the second equality follows from the C-L-M-M theorem 6.1.28 for the
random measure ®’ and the fourth equality from the shifting formula (6.1.1). O

Theorem 6.1.34. Mass transport theorem. Let (2, A, {0;},cra, P) be a sta-
tionary framework and ®, ®' be random measures on R? compatible with the flow
{0t}1era and having respective intensities \, \' € R% . Then, for all measurable
functions g : R x Q — R,

AR { /]R g(y.0)? (dy)} — VEY [ /]R g, 00)0 (dx)] . (6.1.16)

where E and EY are the expectations with respect to the Palm probabilities of
® and ', respectively. The above formula is called the mass transport formula.

Proof. Let

fzy,0) =gy — 2,0-—yw)1 {y € (0, 1]d} :
Then

f(@+y,y,w) = g(—, 6.)1 {y € (0,1}
Thus

NEY [/Rd g(—z,0,w)P (dsc)] = \VE” Uuww flz+y,y,w)® (dz) dy}

—E { /R - f(z,y,0,w)® (dz) ' (dy)] :
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where the second equality follows from (6.1.15). Let h(y,z,w) = f(x,y, 0y—zw),
then we may continue the above equality as follows

NE” [ /R (-, Oow)® (dx)}
_E [/Rdmd h(y, 2, 0,w)®' (dy) (dx)}
= \E :/Rdxw h(y + z,2,w)® (dy) dm}
= \E :/Rded flz,z +y,0,w)® (dy) dx]

— AE’ / 9y, 0_,0,w)1 {x +ye (o 1]d} o' (dy) dx]
L/ R4 x R4

= AE’ _/Rdg(y,w)@’ (dy)] :

where the second equality follows from (6.1.15). O

Corollary 6.1.35. Unimodularity. Let (Q, A, {0:};cra, P) be a stationary frame-
work and ® be a random measure on RY compatible with the flow {0;}scra and
having intensity A € R Then, for all measurable functions g : R? x Q — R,

o [ [ stwwe <dy>} B [ [ o000 @2 (6.1.17)

where EY is the expectation with respect to the Palm probability P° of ®. We
say then that P° s unimodular with respect to ®.

Proof. This follows from Theorem 6.1.34 with ® = @', O

Here is an example which explains why Equation (6.1.16) is called the mass
transport formula.

Remark 6.1.36. Equivalent form of the mass transport formula. Let m(z,y,w)
be a measurable function on R% x R% x Q interpreted as the amount of mass sent
from x to y on the event w. We assume that m is compatible with the flow in
the following sense

m(z,y,w) =m(z —t,y—1t,0:), z,yt¢€ RY.

Define g(y,w) = m(0,y,w) as the amount of mass sent form the origin 0
to y on the event w. Then by the compatibility of m we have g(—z,0,w) =
m(0, —z, 0,w) = m(x,0,w) and (6.1.16) is equivalent to

AE? [ m(O,y,w)@’(dy)} = \E” { m(x,0,w)®(dz)| , (6.1.18)

R4 R4
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which can be interpreted by saying that the proportion between the expected total
mass sent from the typical point of ® (located at the origin under E®) to all points
of ® and the expected total mass received by the typical point of @ (located at
the origin under EY ) from all points of ® is equal to the proportion of the point
processes intensities X' to A. In particular, if A = X, on average, total mass
sent out of the typical point of ® is equal to the total mass received at the typical
point of ®'.

Example 6.1.37. Bipartite compatible graph. Consider the context of The-
orem 6.1.3/ where ® and ®' are point processes. This example constructs a
bipartite directed graph from the points/nodes of ® to those of ® which is
compatible with the flow {0:}icpra; i.e., there is an edge from X € ®(w) to
Y € ®(w) iff there is an edge from X —t € ®(Ow) to Y —t € @' (Oyw).

Let Qg = {w € Q:0€ ®(w)}. Recall from Theorem 6.1.51(i) that P° () =
1. For all w € Qo, we assume that there are directed edges from 0 € ®(w) to
selected nodes Y of ®'(w). This is equivalent to considering the function g
defined on R% x Q by

9(y,w) =1{w € Q}1{y € ®'(w)} 1 {3 a directed edge from 0 to y}.
One defines the out-neighbors of 0 as the set
ht(w) ={y € ®'(w): g(y,w) =1}, w € Q.

By leveraging compatibility, this extends to the following definition of the out-
neighbors of any X € ®:

HY(X)=X+ht(0x), weQXed(w).

Note that H(X) C @', P-a.s. If the cardinality of h*(w) is P-a.s. finite, this
defines a bipartite directed graph from the points/nodes of ® to those of ¥'.
This graph is compatible with the flow by construction. One can also define the
in-neighbors of 0 as the set

h(w)={z € ®(w):g(—x,0,w) =1}, we Q.

It follows from compatibility and the definition of g that the last set can be
rewritten as

h(w) = {{az € ®(w) : 3 directed edge from x to 0}, if w € ),

0, otherwise,

where Qf = {w € 0: 0 € ®'(w)}. The in-neighbors of any Y € &' can also be
defined by
H (Y)=Y+h (0y), weQYecd (w).

The mass transport formula (6.1.16) then reads
AE [card(hT (w))] = NVEY[card(h™ (w))],
or, equivalently,

AE°[card(H(0))] = NE”[card(H ~(0))]. (6.1.19)
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Example 6.1.38. Compatible graph. Consider the particular case of FExam-
ple 6.1.37 where ® = ®'. We then get a directed graph on the support of @,
which is compatible with the flow {0:},cra. For this graph, the mass transport
formula gives

E°[card(H(0))] = E°[card(H (0))]. (6.1.20)

Example 6.1.39. Point map. Consider the particular case of Example 6.1.58
where, in addition to ® = ®, we have that PY-a.s., card(h™(w)) = 1. Then
ht(w) = {h(w)} for some point h(w) € ®. The map w — h(w) is called a point
map. It follows from (6.1.20) that E°[card(H~(0))] = 1.

6.1.5 Mecke’s invariance theorem

Recall that in the stationary framework (€2, A, {0;};cra, P), the stationary prob-
ability P is invariant with respect to the flows ;, ; that is P, " = P for any
t € R?. We address now the question whether Palm probability of a point pro-
cess has a similar property at least with respect to some particular flow; i.e.,
whether
P()e;l _ PO

holds true for some h € R%,

In the present section we consider a point process ® on R? compatible with
the flow, having intensity A € R% and Palm probability PO, Let Qg be defined

by (6.1.13). We define the notion of point map which was already introduced
in Example 6.1.39.

Definition 6.1.40. A point map related to ® is a measurable mapping h :
Qo — RY such that h(w) € ®(w) for all w € Q. The associated point shift is
the mapping H from the support of ® to itself defined by

HX,w)=X+h(0xw), weQ, X ed(w). (6.1.21)

The point map h is said to be bijective if for P-almost all w, the map H(-,w)
is a bijection from the support of ®(w) to itself (which implies in particular that
D is simple).

Observe that the point shift is compatibale with the flow in the sense that
H(X —t,0,w) = X —t + h(Ox_0w) = H(X,w) — L. (6.1.22)

Lemma 6.1.41. Let h be a bijective point map and and let H be the associated
point shift (6.1.21). For each w € Q, let H'(-,w) be the inverse function of
H(-,w). Then

H Y X,w)=X+H10,0xw), weQXecd(w). (6.1.23)

Moreover,
card(H '(0,w)) =1, P%-a.s.
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Proof. Observe from (6.1.22) that
H(H'(X,w) - X,0xw) = HH Y(X,w),w) = X =0.
Then
H Y X,w) - X = H 0,0xw),

from which (6.1.23) follows. From the very definition of the Palm probabil-
ity (6.1.10)

P’ [card(H ' (0,w)) = 1] = %E Z 1 {card (H~'(0,0xw)) =1}
| Xe@n(0,1]¢

1
:XE Z 1{card(H_1(X,w)—X):1}
| Xe®n(0,1]¢

1 -1 _ —
= XE Z 1{card (H ' (X,w)) =1}| =1,

| Xe®n(0,1]¢

where the last relation comes from the bijection assumption which implies that
P-as., for all X € ®, card (H~ (X, w)) = 1. O

Theorem 6.1.42. Mecke’s invariance theorem. Let (Q, A, {0:};cra, P) be a
stationary framework, ® a simple point process compatible with the flow, having
intensity A € R% , and PO its Palm probability. Then for any bijective point map
h:Qy— Rd,

P, = P°.

Proof. The result follows from the mass transport formula (6.1.16), when taking
® = &' and picking g of the form

9(y,w) = f(Oyw)1{y = h(w)},
where f is any measurable function from ) to R;. We have,
v =E w))] .
2| [ atv)eian)| =B ()
In addition,
E° [/Rd g(—=z, 9mw)<I>(d:E)} =E° [ y fw)l1{—2 = h(0,w)} ®(dx)
=E’ [f(w)@(H'(0,w))] = E°[f(w)],

where the last relation follows from Lemma 6.1.41. O

Here are a few basic examples of bijective point shifts.
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Example 6.1.43. Natural point shift on the line. Let ® be a stationary simple
point process on R (d = 1). Let A = {we Q: ®(w,R}) = P(w,R*) = 00}.
Observe that for any w € A, all the points T, (w) (n € Z) of ® with the usual
enumeration convention (1.6.8), are finite. Let

| Th(w), weQynA,
h(w) - { 0, w e Q() N A°.

Then, the associated point shift is, for all n € Z,

| Thi(w), weA,
H(Ty,w) = { T, (w), we A"

Indeed, if w € A,
H(T,,w) =T, + h(0r,)
== Crn + (Tn+1 - Tn) == Tn+1a

and if w € A°,
H(T,,w) =T, + h(0r,) = T,.

This point shift is bijective.

Example 6.1.44. MCN point shift. Let p be a counting measure on R?. We
say that x,y € R? are mutual closest neighbors (MCN) for p if x,y € supp(u)
and

p(B(z, ||z —yl]) =1
u (B, |z —yl) =2
p(B(y, lz —yl) =1
u (By, llz —yl)) =2

)

where B(x,r) denotes the open ball of center x and radius r and B(w,r) its
closure. For all x € supp(u) there exists at most one y € supp(u) such that
(z,y) are mutual closest neighbors. Let ® be a stationary simple point process
on R%. The MCN point map is

h(w) = X, if (X,0) are MCN in ®(w),
“I=1 o, if there is not such X.

The associated point shift H, is called the MCN point shift. For all X €
supp(®),
Y, if (X,Y) are MCN,

H(X,w) =
(X,w) {X, if there is no such Y.

The MCN point shift kernel is involutive (i.e., Ho H equals identity) and hence
bijective.

Here is an example of point shift which is not bijective.
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Example 6.1.45. Closest neighbor point shift. Let ® be a stationary sim-
ple point process on R? such that P (® #0) = 1. Consider the event A =
{weQ:®(w,RY) =o00}. Let h(w) be the closest neighbor of 0 in ®; that is

h(w) = argminx, ea\ {0} [Xn|, w€QNA,
07 w e Q() n A¢.

The associated point shift is

_ argminy, ea\(x} [Xn — X[, wed, X ec®(w),
H(X,w) {X, weAX € (w).

that is H(X,w) is the closest neighbor of X in ®. This point shift is not bijective
in general since two distinct points of ® may have the same closest neighbor.

6.2 Palm inversion formula

We now give a formula allowing one to retrieve the original probability measure
P from the Palm probability P°. This is called the inversion formula. For this,
we introduce the notion of Voronoi tessellation.

6.2.1 Voronoi tessellation

Definition 6.2.1. Voronoi tessellation. Let ® be a stationary point process on
RY. The set

Vw)={yeR?: |y < inf -X 6.2.1
(w) =1y IyI_Xég(w)ly |} (6.2.1)

is called the virtual cell of ®. If for some w € Q, ® (w) is the null measure,
then V (w) = R, Let

¥ — d .|y _ 2l < i —
Viz)={yeR": |y —z _)%Igbkg X|}. (6.2.2)

For each X € ®, V(X)) is called the Voronoi cell of X with respect to ®.
The Voronoi cells are illustrated in Figure 6.1.
Lemma 6.2.2. For all x € R?,
V(z)=Vob,=V(z) -z (6.2.3)
Proof.
Vie)={yeR":Jyl < inf |y—YI}

={y eR": |y < inf |o+y— X}

={7-2eR":[j-a < inf [7- X[}

={7eR: [j—uo| < inf [j— X[} —2

=V (z)— .
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o X //
\ /

V(X) /
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Figure 6.1: Voronoi cell

\k
T

Corollary 6.1.30 implies

BV} = 57578 | f, v @ 1ot

This can be rewritten as

E°(|[V[] = E°[V(0)] = ﬁE UB |V (2) @ (dx)} 7

since, on the one hand, V(0) = V under P°, and on the other hand, |V (z)| =
|V ()] in view of (6.2.3). The above equation motivates the following definition.

Definition 6.2.3. Typical cell. Let ® be a stationary point process on R?.
Under the Palm probability P, the virtual cell V defined by (6.2.1) is the typical
cell of .

Remark 6.2.4. The typical cell may be seen as a formalization of the idea
randomly selected (without any bias) Voronoi cell. Note that there is no uni-
form distribution on a countably infinite set and hence a direct formalization of
randomly, uniformly selected cell is not possible without an ergodic argument;
which will developped in Chapter 8.

Example 6.2.5. Let ® be a homogeneous Poisson point process on R® with
intensity A € R, Observe that

P (z € V) =P (®(B(x, ) = 0)
=P (@ +6) (B (x,]2]) = 0)
=P (D (B (x,]a])) = 0) = e bV,

where the second equality follows from Slivnyak’s theorem 6.1.51(%i), and where
kq denotes the volume of the unit-radius d-dimensional ball.
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6.2.2 Inversion formula

We need the following preliminary result, which has an independent interest.

Lemma 6.2.6. Let (Q, A, {0:},cra, P) be a stationary framework and ® be a
point process compatible with the flow {0 }cra and with intensity A € RY.. Then,
P-almost surely, ® has no two distinct points equidistant from 0.

Proof.
P{E3X#Y e€d:|X|=|Y|})
< Efcard{X #Y € @ : | X| = |[V]})]

5| [ [, 1t #alel = o @] @ @)
[ B [ a2 ool = bl @06 (@) as

:)\/RdEO [/Rdl{u;éo,|x|:|u+x|}@(du)} dz

= \E° URd (/Rdl{u¢o,|z| = |u+x}dx)<1>(du)} =0,

where the third line is due to the C-L-M-M theorem 6.1.28, for the fourth line
we make the change of variable y — v = y—z, the fifth line follows from Fubini-
Tonelli theorem and the last equality is due to the fact that, for all u # 0, the
Lebesgue measure of {x € R? : |z| = |u + z|} is null. O

Remark 6.2.7. Therefore P-almost surely, the boundary of any ball contains
no more than an atom of ®. This may be generalized to all subsets of R? whose
Lebesgue measure is null.

We are now ready to state the inversion formula.

Theorem 6.2.8. Palm inversion formula. Let (2, .4, {0;};cra, P) be a station-
ary framework and ® be a simple point process compatible with the flow {0;}icpa,
with intensity A € R.. Then, for all measurable functions f: Q — R,

E[f x 1{® # 0}] = \E° [/V fo GIdx} , (6.2.4)

where V is the typical cell defined by (6.2.1). The above formula is called Palm

inversion formula.

Proof. We will apply Theorem 6.1.34 with ® = ¢ the Lebesgue measure and
g(x,w)=fob,x1{zx eV}, zecRLwecq.

By Example 6.1.24, the Palm probability of ®’ is the stationary probability P.
The left-hand side of (6.1.16) is equal to

AE? [/Rdg(x,w)é’ (d:v)] = \E [/V f o&mdm} :
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Observe that for any z € R?, w € Q,

g(—x,0,w)=fx1{—2€Vob,}
=fx1{-zeV(x)}

:fx1{06f/(x)}
= {il < ot 131},

where the second and third equalities are due to (6.2.3) and the last equality
follows from (6.2.2). Thus the right-hand side of (6.1.16) equals

E [/Rdg(—x,@xw)@(dx)] - E [f/Rd1{x| < )i(réfq)|X|}<I>(dx)]

=E|f), 1{|Y| s;gqm}
Yed
=E[f x1{® #0}],
where the last equality is due to Lemma 6.2.6. O

The following result is a generalization of the previous theorem which does
not necessarily use the Voronoi cell.

Theorem 6.2.9. Ryll-Nardzewski and Slivnyak inversion formula. Consider
a stationary framework (0, A, {0;}icra, P). Let ® be a random measure on R?
compatible with the flow {0;}1era and with intensity A € R%.. Assume that there
exists a measurable function h : R? x Q — Ry such that

/ h(z,w)® (w,dz) =1{® #0}, P-a.s. (6.2.5)
Rd

Then, for all measurable functions g : Q@ — R,

E[g x 1{® # 0}] = AE" [/Rd g (0_gw) h(x,0_4w) dx] . (6.2.6)

Proof. Applying the C-L-M-M theorem 6.1.28 to f (z,w) = g (0_,w) h (z,0_,w)
gives

E UR (@) h (z,) @(w,dx)} — AR [/R 9 (0_a) (x,Q_xw)dm] .

Due to the assumption (6.2.5), the left-hand side of the above equation equals
Elg x 1 {® # 0}] which completes the proof. O

Remark 6.2.10. Theorem 6.2.8 may be proved using Theorem 6.2.9 as follows.
Let

h(z,w) =1 {|x < ;réfq) |X|} =1{®(B(0,]z|)) =0}, zcRweq,
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where B(y,r) is the open ball in R? of center y and radius r. Assumption (6.2.5)
holds for the above function h since by Lemma 6.2.6

/Rd h(z,w)® (dz) = Y h(X,w)

Xed

_ Zl{X|:}réfb|Y|}=1{‘I)7éo}7

Xed

where the assumption that ® (Rd) # 0 was used to get the last equality. More-
over, note that

h(—,0z(w)) = H{P(0.(w))(B(0, |z])) = 0}
= 1{5:®(w)(B(0, |z[)) = 0}
= H{o(w)(B(z,[z])) = 0} = {z e V},

where the last equality follows from the observation that, under the Palm prob-
ability, V = {y € RY: ®(B(y, |y|)) = 0}. Thus, by Theorem 6.2.9

E[f x 1{® # 0}] = A\E° URd fo@z(w)h(z,er(w))dx} = \E° [/Vfo&rdx} .

Example 6.2.11. Shifted lattice. In the canonical stationary framework (cf.
Definition 6.1.13), Equation (6.2.4) writes

d
E[f (®) x 1{® # 0}] = AE® U f(Sﬂ))dx] = E(O f/o E° U f(S.®) dx].
v
Assume that (i) P(® #0) = 1; and (ii) under P°, ® is deterministic; say
® = . Then the above formula becomes

1
¥ = 7 [ 1 (S da

which shows that, under P, ® may be obtained by considering a random shift
of p by x uniformly distributed in V (recall that S,p shifts the atoms of u by
—x). In particular, if i has its atoms in the centers of some reqular lattice, then
under P, the point process ® is called the shifted lattice.

For example, p = E(n’k)EZQ d(n,k) leads to the shifted grid of Example 6.1.4.
Moreover, we can contain a stationary version of the hexagonal lattice by tak-
ng pu = Z(n,k)eZZ Opikein/s and shifting this measure by a vector uniformly
distributed in the hexagon. Lattice point processes are used to model reqular
structures; e.q., the hexagonal lattice is often used to model the base station
locations in wireless communication networks.

Corollary 6.2.12. Let ® be a stationary simple point process on R® with in-
tensity A € Ry, Then V is PC-almost surely bounded and

P(@40) _

V) =
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If moreover P (® # 0) =1, then
1

BV = 1, (6.2.7)

A

Proof. Applying Theorem 6.2.8 with f = 1, we get
P(@#0
vy = T EY o
A

Then, P%almost surely, |V| < oo which together with the fact that V is a
polytope implies that V' is bounded under P°. O

Remark 6.2.13. Equation (6.2.7) can be interpreted as follows. Since A =
E[®(]0,1]9)] is the average number of points (and hence cells) per unit volume,
the inverse 1/X must be the average volume of a cell. Nevertheless, observe that
the two averages in this statement correspond to two different probabilities.

6.2.3 Typical versus zero cell

We have observed in Remark 6.2.4 that the typical cell may be seen as a formal-
ization of the idea of randomly uniformly selected Voronoi cell. Another way of
selecting some cell of the Voronoi tessellation consists in taking the one covering
some given fixed location; say the origin. This is formalized as follows.

Definition 6.2.14. Zero cell. Let ® be a stationary point process on R%. For
each w € Q such that ® (w) # 0, let

X* (w) = in |X
(w) argxreng(lw)l |

be the closest point of ® to the origin 0. This point X* (w) is P-a.s. unique in
view of Lemma 6.2.6. The set

V*=Volx« (6.2.8)
1s called the zero cell of ®. More precisely,
Vi iw)=V (Qx*(w) (w)).

Note that the typical cell is the Voronoi cell of 0 under P°, whereas the zero
cell is the Voronoi cell of X* under P. Figure 6.2 illustrates the typical cell
under P? and the zero cell under P.

Lemma 6.2.15. Let ® be a stationary point process on R with intensity \ € R%
such that P (® # 0) = 1. Then, for any x € f/, where V denotes the interior of
v,

X* 00, =—x, P -almost surely. (6.2.9)

This equation may be interpreted as follows: 6, consists of translating the
points of ® by —z; and among these points the closest one to 0 is —z.
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Under P% 0 € ® Under P: 0 ¢ @
Typical cell 0-cell
[ J

Figure 6.2: Illustration of the typical cell under P? and the zero cell under P

Proof. Let Qg = {w € © : 0 € ®(w)}. Recall from Theorem 6.1.31(i) that
P (Qg) = 1. Moreover, for each w € ),

eV =zl < inf |z—X|

Xea\ {0}

=|—z|< inf |X —2|
Xeo\{0}

= |-l < Y]

inf
YePol, \{—=}
= —x=X"00,.

O

Recall that the zero cell is the cell covering the origin. One can expect that
this way of sampling introduces a bias towards cells of larger volume. This is
illustrated by the following famous Feller paradox.

Corollary 6.2.16. Feller’s paradox. Let ® be a stationary and simple point
process on R¢ with intensity A € R% such that P (® # 0) = 1. Then,

E°[[V]] < E[V*]],

where V' is the typical cell and V* is the zero cell.
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Proof. Applying Theorem 6.2.8 to f = ﬁ we get

1 1 1
E|—|=)E° {/ dx] = \E’ {/ dx] .
v v Vo] vV o0,]

Using the deﬁnition of the zero cell in Equation (6.2.8), we deduce that, under
PO forz eV,

Vo, =(Vofx:)ob,
=Vo (QX*OGI Oea:)

=Vo GX*OOerm

=V ol yip=V, (6.2.10)
where for the fourth equality we use (6.2.9). Thus
1 1
E [] =A==, (6.2.11)
V| E[[V]]

where the second equality is due to (6.2.7). Jensen’s inequality allows one to
conclude:

1 1 0 .
B| | 2 gy = BV <EIVLL

The relation (6.2.11) may be generalized as follows.

Corollary 6.2.17. Let ® be a stationary and simple point process on R with
intensity A € R%.. Then the following results hold true.

1) For any R, -valued function g which is measurable on the set of closed sets
+
of RY (an algebra on this set will be introduced later), we have

P (® #0)

Elg(V?) x1{® # 0}] = —5 V]

E°[|[V]g(V)]. (6.2.12)

(i) Assume that P (® # 0) = 1. Then on the o-algebra generated by V*, P is
absolutely-continuous w.r.t. P° with

dP V¥

dPO — EO V]|

Proof. Indeed, applying Theorem 6.2.8 to f = g (V*) we get

Elg(V*) x1{® # 0}] = AE® {/‘/Q(V*oﬂr)dx}

= \E° Uvg(V) dm]

_ B ([Vg(v) = B2 20

WE VIig(V)],
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where the second equality follows from (6.2.10) and the last one is due to (6.2.7).
(i) Observe that, under P, X* = 0 a.s. so that V = V*. Hence the last
relation (6.2.12) can be rewritten as

E[[V*g(V*)] o [ V| ]
Eg(V)]=—r————"==E g (V") ,
o (V=g v g v )
from which the announced result follows. O

Example 6.2.18. Cell sizes for Poisson on R. Consider a homogeneous Poisson
point process ® on R with intensity A € R, and such that P (® #0) = 1.
Let {T,}, ¢y be its points in the increasing order with the usual convention
To < 0 < Ti. By Slivnyak’s theorem 6.1.51(iii), P} = Paoys,. Then under
PO, T\ and |T_1| are independent exponential random variables with intensity
A, thus

T —T_ 1 1
E° _E0 | LT
v =& | :

9 (E° [T1] + E° [|T4]]) = N

which is a particular case of (6.2.7). Similarly,

Ty —T 1) 3
s e
thus, by (6.2.12)
BV g g
*|1 - _ < 0

Example 6.2.19. Selected Voronoi cells. Let ® be a stationary simple point
process on R?, with intensity \ € R%, and such that P (® #0) = 1. Let V be

the virtual cell defined by (6.2.1) and V (X) be the Voronoi cell associated to X
defined by (6.2.2). Let {Y (t)},cpa be a stochastic process with values in {0, 1}
compatible with {0;},.ga, and

z= |J VX)),

Xed:Y (X)=1

(that is the union of the Voronoi cells whose atoms X satisfy the property
Y (X)=1). Then P (0 € Z), which is called the volume fraction of Z, equals

E°[[V]1{Y (0) = 1}]
E°[[V]]

P0eZ)=

Indeed, applying the inverse formula (6.2.4) to f = 1{0 € Z} and noting
that

700, = U veo= U (V(X)—x)zz—x

Xedoh,:Y (X)=1 Xed:y(X)=1
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and

fob,=1{0€Z00,} =1{0€Z -z} =1{z € Z},
we get
P (0 € Z) = E[f]
= \E’ o&md}
7o

= \E° _/Vl{xGZ}dx]

— AR :/Vl{Y(O):l}d:c]

E°[[V]1{Y (0) =1}]

=AE° [[V|1{Y (0) =1}] = EO[|[V]]

where the last equality is due to (6.2.7).

6.2.4 Particular case of the line

In the particular case of the real line (i.e., d = 1), the inversion formula (6.2.4)

reads
T
2
[ ., fo szm] ,

E[f x 1{® # 0}] = \E°

2

where {T},}, ., are points of ® in the increasing order with the usual convention
To < 0 < Ty. The points Ty and T; are called called backward and forward
recurrence times respectively.

We give now an alternative inversion formula which may be more useful in
some cases than the above one.

Corollary 6.2.20. Let ® be a simple stationary point process on R with inten-
sity A € R%.. Then for all measurable functions f: Q — R,

E[f x 1{® # 0}] = AE" 7

T
fob,dx
0

where Ty is the forward recurrence time of ®.

Proof. As usual on R, we enumerate the points of ® in the increasing order in
such a way that Ty < 0 < Ty. Applying Theorem 6.2.9 with

h(z,w) :=1{® #£ 0,z € [Ty,0)},
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we get
E[f x 1{® #0}] = AE" _/Rf (0_,w)1{x € [Tpo G_x,O)}dx}
= \E’ _/O fO_ww)1{z>Tho 6_x}dx}
= \E° _/Ooof(exw) 1{—z>Tp o&x}dx]

= \E’ _/Oof(elw)l{—szooew}dx]
Lo

= \E’ -/Oof(ﬁzw)l{Tl—x>0}dx},
Lo

where the fourth equality follows from the fact that Ty o 8, > —x and the last
one is due to the fact that 8, translates the point of ® by —zx. O

Corollary 6.2.21. Backward and forward recurrence times. Let ® be a simple
stationary point process on R with intensity X € R%, and such that P (® # 0) =
1. Let Ty and Ty be the backward and forward recurrence times of ® respectively.
Then

P(-Tp>sT >t) = /\/OO [1 - Fy (2)] da, (6.2.13)
t+s

where Fy () = PO (Ty < 2). In particular, P-almost surely, ® has no atom at
the origin.

Proof. We aim to determine the probability distribution of (Tp,T1) under P.
Applying Corollary 6.2.20 with

fw)=1{-Ty > s, Ty > t},
we get
P(—To > 5,1 >t) ZE[]_{—TO > s, >t}]

= \E°

Ty
/ 1{—T009$>8,T109I>t}d$]
0

= \E°

T
/ 1{$>3,T1—x>t}dx1
0
)\/ PO ((Tl—t—s)+>x)dx

0

)\/ PO (Ty >z +t+s)d
0

:)\/ PO(T1>x)d:E:)\/ [1 — Fy ()] d.
t+s t+s



6.2. PALM INVERSION FORMULA 331
Taking s =t =0, we get

P (T, <0,T} >0):)\/ PY(T), > z)dz = \E°[T}] =1,
0

where the last equality follows from (6.2.7). O
Taking s = 0 in Equation (6.2.13), we get
oo
P(Ty > 1) :)\/ [l = Fy (2)] da
t
and taking t = 0, we get
oo
P(-T)>s) = )\/ [ — Fo (2)] da.
S
Thus 77 and —Tj are identically distributed under P. Moreover, applying Corol-
lary 6.2.17(i), we get

P(—T0+T1ST)Z/\EO[l{TlgT}Tl].

6.2.5 Renewal processes

Definition 6.2.22. Consider a stationary simple point process ® on R with
intensity A € R and such that P (® # 0) = 1. Let {T,,}, o, be its points in the
increasing order with the usual convention Ty < 0 < Ty. The point process ® is

called a renewal process if, under P°, the sequence {Sn}nez defined by

Sp=Tpi1—Th, neZ (6.2.14)
(called inter-events) is i.i.d.

A typical realization of a renewal process under the Palm and stationary
probabilities is illustrated in Figure 6.3.

Proposition 6.2.23. Let ® be a renewal process on R with point {T,.}, o, in
the increasing order such that Ty < 0 < Ty and let S, be defined by (6.2.14).
Then the following results hold.

(i) The sequence S* = {S,}
P and P°.

nez+ has the same probability distribution under

(i) S* and (Tp,T1) are independent under P.

(iii) Under P, the sequence {Sn}, cy. is i.i.d. with values in RY and the
probability distribution of (To,T1) is given by (6.2.13), where Fy(x) =
PY(Ty <=z), z € R;.
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Under PO
S So S1 Sa
< - - - - - - - - = ><----- - - > ->
} } } I }
T 1 To=0 Ty T T3 R
Under P
571 SO Sl 52
B T > - — = - — — — > < ->
} } } I }
To<0 0 e Ty T3 R

Figure 6.3: Renewal process viewed under Palm and stationary probabilities

respectively

Proof. (i) Note that for all z € [0,T}), S* 0 6, = S*. Thus, by Theorem 6.2.8,
for all measurable functions f : R* — R,

T

E[f(S)]=XE° | [ f(5"0b,) dx]

0

T

= \E° £(5%) dx]
0

= AE[T1f (5")]
= AE’ [T B [f (S7)] = E°[f (S7)].

Therefore S* has the same probability distribution under P and P°. (ii) For all
x €10,T1), Toob, = To —x and Ty 00, = Ty —x. Then, again by Theorem 6.2.8,



6.2. PALM INVERSION FORMULA 333

for all measurable functions g : R? — R,

T
Elg(To,T1) f (S*)] = AE° /0 9(To 00z, Ty 08,) f (S 0by,) dﬂ?]

T
= \E° / g(To —x,Th —x)f(S*)dx]
0

-
= \E° </ g(—xz,51 —
0

de | f )]

)
= \E° (/OTl g(—z,51 —x) d:v)

S
= AE </ g(Tooex,Tloeadx)
0

=E[g(To, )| E°[f ($7)] = E g (To, )] E[f (57)],

where the fourth equality is due to the independence of S* and Sy under P°,
the sixth equality follows from Theorem 6.2.8, and the last equality follows from
the first part of the proposition. Thus S* and (Tp, T1) are independent under P.
(iii) Since the a renewal process is simple by definition, it follows that S,, # 0,
and thus S, takes its values in R . Item (i) and Corollary 6.2.21 imply the
stated results. O

(5"
E°[f(57)]

E°[f(57)]

6.2.6 Direct and inverse construction of Palm theory

Let (£2,.A) be a measurable space, let {0;},cpe be a measurable flow on (Q,.A)
and.let ® be a simple point process on R? compatible with the flow {6;};cpa.

Direct construction: from stationary to Palm probability

Let P be a probability defined on (€,.4). Assume that P is invariant with
respect to the flow {0;};cre, then P is called stationary probability. If the
intensity A of ® satisfies 0 < A < oo, then, by Proposition 6.1.20(iii), there
is a unique probability P° on (£2,.A), called the Palm probability of ® defined
by (6.1.10). This Palm probability is not compatible with the flow. We have
already proved that it satisfies the following properties:

(C1) PYQo} =1, where Qp = {w € Q:0 € ®}; cf. Theorem 6.1.31(i).

(C2) 0 < E°|V|] < oo, where V = {y € R? : |y| < min,eca|y — 2|}; cf.
Corollary 6.2.12.

(C3) PV is unimodular with respect to ® in the sense that it satisfies (6.1.17)
for any nonnegative measurable function g on R% x Q; cf. Corollary 6.1.35.

(C4) For any bijective point map h related to P, P09;1 = PO cf. Mecke’s
invariance theorem (Theorem 6.1.42).



334 CHAPTER 6. PALM THEORY IN THE STATIONARY FRAMEWORK

Inverse construction: from Palm to stationary probability

The following result extends the Slivnyak inverse construction in the line of [8,
§1.3.5] to the multidimensional case.

Proposition 6.2.24. Inverse construction: from Palm to stationary probabil-
ity. Let (Q,A) be a measurable space, let {0;}icra be a measurable flow on
(92, A), and let ® be a simple point process on R compatible with the flow {0; }cpa.
Let P° be a probability on (2, A) satisfying conditions C1, C2, and one of the
two conditions: C3 (unimodularity) or C4 (Mecke’s invariance) above. Then,
there exists a probability P on (Q, A) invariant with respect to the flow, such
that PC is the Palm probability of ® in the stationary framework (9, A, {0,},P);
i.e., (6.1.10) holds true. Moreover P is unique on {w € Q : ® (w) # 0} and can
be expressed using the inverse formula (6.2.4).

Proof. Mecke [69] and Neveu [79, Proposition II.11 p.325] proved the result with
the unimodularity assumption. Heveling and Last [46, Proof of Theorem 4.1]
have shown that the Mecke’s invariance (C3) implies unimodularity (C4). O

Remark 6.2.25. Bibliographic notes. An extension of the above result to ran-
dom measures is presented in [79, Proposition II.11 p.325]; it relies on the
Ryll-Nardzewski and Slivnyak inversion formula (6.2.6).

6.3 Further properties of Palm probabilities

6.3.1 Independence

Lemma 6.3.1. Let (Q, A, {0:};cra, P) be a stationary framework. Let ® and @’
be two independent random measures on R? compatible with the flow {0;},cpa.
Assume that ®' has finite and non-nul intensity and let P be its Palm probabil-
ity. Then the distributions of ® under PY and under P are identical. Moreover
® and ®' are independent under PY.
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Proof. Let X be the intensity of ®'. For all measurable functions f : R — R,

E” {exp (— N f(z)@(dm)ﬂ

_ )\lE exp( 2)® o0 (da:>) 4 (dy)]
- %E exp ( / S_,f (x )) P’ (dy)l

= % o E {exp ( /Rd S_yf (z)® (dz) ] Mo (dy)
_ /@,m E {exp ( [ f@eon, (dz)ﬂ dy

_ /(OW E |:exp (_ [ f@e (dx))] dy

=B ow (- [ rwe@)|.

where the first equality follows from the very definition of Palm, the third one
is due to the independence of ® and ® and Proposition 1.4.2, and the fifth one
from stationarity. By Corollary 1.2.2, the distribution of a random measure is
characterized by its Laplace transform. Then the distributions of ® under P
and under P are identical. On the other hand, for all measurable functions
fa g: Rd — ]R—H

B o (— [ i <dm>) o (= [ oo @)]

L8[ (- [ e @)oo - /Rdg(m/oey@x))@(dy)]
| [ o (- [ s wnen)en (- [ sae@e @) o w)
5 [l (- [ sr@ewn)| e (< [ s @) e @)
BYN— M(dx)ﬂ o (- [ otraroa ) 0]

_E[exp (-] f(z)q)(dx))} B Joxo (- [ g #(@n)|
5 [oo (- [ r@ o) B oo (- [ o an)].

where the third equality is due to Proposition 1.4.2. This shows the indepen-
dence of ® and @' under P”". O
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Lemma 6.3.2. Let (Q, A, {0;}1cra, P) be a stationary framework. Let ® be a
random measure on R compatible with the flow {0 }icra with finite and non-
null intensity and Palm probability P°. Let {Z (t)},cpa be a stochastic process
compatible with the flow {0;},.pa and independent of ®. Then the distributions
of {Z (t)},cga under P° and under P are identical. Moreover {Z (t)},cpa and
O are independent under PO.

Proof. Let A be the intensity of ®. The proof follows in the same lines as
the proof of Lemma 6.3.1. We give only the details for the equality of the
distributions of {Z (t)},.g« under P° and under P. For all ¢1,...,t; € R? and

ai,...,0 €R+,
1
exp( Zal ,)]_)\E / exp( ZazZoﬁ )@(dy)]
0,1]¢
‘e / e Z +1;) | @ (dy)
=3 Xp a;Z (y Y
(0,1
1 k
== Z(y+t) || Me(d
A/«n] eXP( Za e ) » )
= exp a; Z (t;
/<0 oL ( > )
eXp ( Z a'L ’L ) )
where the third equality is due to Proposition 1.4.2. O

Corollary 6.3.3. Let (Q, A, {0:}1cra, P) be a stationary framework. Let ® be
a random measure on R? compatible with the flow {0;},cpa with finite and non-
null intensity and Palm probability PO. Let Y be a random variable such that
the stochastic process {Y 0 0}, pa is independent of ®, then

E’[Y]=E[Y].
Moreover Y and ® are independent under PY.

Example 6.3.4. Independence counterexample. Note that in the above corol-
lary it is not enough that Y and ® are independent. Here is a counterexample.
Let ® be a stationary point process on R% and let

Y=1{®(0)>1}.
Since P-almost surely Y =0, then Y and ® are independent. Nevertheless,

E°[Y]4E[Y].
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Indeed, by Lemma 6.1.19,

whereas by Theorem 6.1.51(i),

E°[Y] = P° (& ({0}) > 1) = L.

6.3.2 Superposition

Let ®,...,®, be random measures on R? defined on a common probability

space, and let
o= Z i
k=1

be their sum. The term superposition is also used, particularly so for point
processes (see §2.2.1).

In this subsection, we focus on the case where all these random measures
are defined on a stationary framework (9, A4, {6;},P) and compatible.

A simple particular case is that where these random measures are indepen-
dent. In this case, a natural stationary framework for this collection of random
measure is (€2, A, P), the product of the canonical probability spaces associated
to ®1,...,P,; thatis Q =M (Rd)n, with the associated product o-algebra A,
and P = Py, ® --- ® Pp,,. We may consider ® as a random measure on the
probability space (92,4, P); that is, for w = (wy,...,w,) € M (Rd)n,

Assume each of the random measures @1, ..., ®, is stationary. _Let A denote
the intensity of ®; and let P%k denote its Palm probability on M (Rd). Define

the flow 6; on Q = M (R%)" by
Oiw = (Spwi,...,Swn), weEM (Rd)n .

It is immediate that 6; preserves P. We hence have a stationary framework
(2, A, {6:},P) on which ®(w) = >"" | w; and Py (w) = wy, for all k =1,...,n,
are compatible random measures. Let P° denote the Palm probability of &,
and P9 that of ®4, k = 1,...,n. Note that the last two Palm probabilities are
defined on €.

Proposition 6.3.5. Let ®4,...,P, be compatible random measures defined on
the stationary framework (Q, A, {0, },P). Assume that their intensities A1, ..., A
are in R% . Then the Palm probability of ® = > op_y P is given by

WD
Pl =>" T’CPQ, (6.3.1)
k=1
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where A =Y 1_, A\x and P% is the Palm probability of ®x, k=1,...,n. In the
particular case where the measures ®1,..., P, are independent and the station-
ary framework is the product space discussed above,

k-1 n
QRPqs, | 0PG 0| Q) Pa, |- (6.3.2)
j=1

j=k+1
Proof. Let B € B. (R?) with |B| > 0. For any A € A,
1
0 _
P’ (4) = 1757 U 1{6, weA}@(dx)}

:/WB;E{/Bl{QwWGA}@k(dx)}

1 " M\
= — i |B|PY pY
which proves (6.3.1). Assume now that ®q,...,9, are independent and the
framework as as proposed. Then, for all Aq,..., A4, € M,
HA =PY(@1€A,.... 0 eA) = | [[ P, (4)]PS, (A,
j=1.j#k

where the second equality follows from Lemma 6.3.1. This proves (6.3.2). O

Example 6.3.6. Let ®4,..., P, be independent stationary point processes on R
with respective intensities Ay, ..., A, € R}, Let TF be the first positive point of
Py, and let Fy, and FY be the cumulative distribution functions of T under Py,
and P%k respectively. Then the cumulative distribution function FO of the first
positive point Ty of the superposition ® = >";'_, @ under its Palm probability
equals

FO(z) =1-P°(Ty > 2)

=1—ZTP2(T1>x)

k=1
Ak
1’;/\PO(T7>1~VJ€{1 })
_ _Z%PQ(T{“>:C) [ »(>x)
k=1 j=1,j#k
n A n
=1-> |5 0-R@) [ 0-F@)
k=1 j=1,j#k

where the second equality follows from (6.5.1) and the fourth equality is due to
Lemma 6.53.1.
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6.3.3 Neveu’s exchange formula

Theorem 6.3.7. Neveu’s exchange formula. Let (Q, A, {0:}icra, P) be a sta-
tionary framework and ®,®" be two point processes compatible with the flow
{0t }tera and with respective intensities A, X € R and respective Palm proba-

bilities P° and P* . Assume that

arg min | X| exists and is unique PY _almost surely. (6.3.3)
Xed

Then, for all measurable functions f:Q — Ry,
NEY [f] = AE° {/ fob,® (dy)} , (6.3.4)
1%

where E° and EY are the expectations with respect to the Palm probabilities of
O and D', respectively, and V is the virtual cell of ® defined by (6.2.1).

Proof. Applying the mass transport theorem 6.1.34 with
9(y,w) =1{y €V (w)} foby(w),

we get
AE° [/Vf 0 0,d’ (dy)} = \VEY _/Rdg(—xﬁxw)fb(dx)]

= \EY _/]Rd 1{-zeV(w)}f(w) (dx)}

=\NEY |f (w)/ 1{-z eV (0w} (dx)} .
L R4
We will now show that P9~ almost surely, Jpa1{—z €V (6,w)} @ (dz) = 1,
which will complete the proof. Indeed,

—zeV(lw) e |z < inf |—z—X|= inf |X| (6.3.5)
Xedob, Xed

Then

/}Rdl{IEV(Qmw)}@(dx)/Rd1{|z| S)i(xé{1>|X}<p(dz)
:él{li’I:)}%{lel},

which, P -almost surely, equals 1 by the assumption that arg minxcqe | X| exists
and is unique under P?". O

Example 6.3.8. Applying Theorem 6.5.7 with f =1, we get the mean number
of points of ® in the typical cell of ®

E'[@/(V)] = =, (6.3.6)
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which may be interpreted by recalling that X' is the mean number of points of ®’
per surface unit and that the mean surface of the the typical cell of ® is %

The following example shows that Condition (6.3.3) is crucial for Neveu’s
exchange formula to hold.

Example 6.3.9. Doubled Poisson point process. Let ® be a Poisson point
process and & = 2<I>’ with intensities X' and X = 2N, espectively. Then
E°[®/ (V)] = 1 # & i.e., the equality (6.5.6) does not hold. Indeed, Condi-
tion (6.3.3) fails for this particular example.

Example 6.3.10. Applying Theorem 6.3.7 to f = minxcq |X|, we get

NEY [min |X|} = \E’ { min |X|<I>’ (dy)}
Xed VXE‘I)

=8 | [ in X = 1o’ @) =2° | [ bl @]
v XeP v
since under P, 0 € ® and therefore, for all y € V, minxee |X — y| = |y|.
Assume that X' = A, the above equation says that the mean minimal modulus of

points of ® under PY equals the mean sum of modulus of points of ® lying in
the typical cell of ® under P as illustrated in Figure 6.4.

Example 6.3.11. Let ® be a homogeneous Poisson point process on R? of
intensity A € R%. Let &' = 02 be the Lebesque measure. The Palm probability

of the latter equals P* = P, by Ezample 6.1.24. Then Condition (6.3.3) holds
true. Thus applying Theorem 6.5.7 to f = |X*|B for some constant B (with
X* = argminxeg | X|), we get

E’ [/V Iyﬁdy} = %E x1°],

where we use (6.2.9). Since ® is Poisson P (| X*| > r) = e~ ™" Then

E [|X*|f’] - /OOOP (|X*|ﬂ > r) dr
_ /OOO e P = W (6.3.7)

[/ 1P ] 1F§1+)6B//22)'

Taking in particular B = 1, and using the fact that T (3/2) = \/7/2, we get

e [fa]-

Thus
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Under PY: 0 € @' Under P%: 0 € ®

Point of @’
¥ Jroint o

Point of /®
+

Figure 6.4: Mean minimal modulus of points of ® under P equals the mean
sum of modulus of points of ®’ lying in the typical cell of & under P°

Corollary 6.3.12. Under the conditions of Theorem 6.3.7, for all measurable
functions g : R* x M (Rd) =Ry,

NEY [g(—X*, Sx-®)] = AE° [/ gy, ®) (dy)] , (6.3.8)
14
where X* = argminycq | X|.

Proof. We apply the mass transport theorem 6.1.34 to the function
gy,w)=1{y e V(w)}g(y, ®w)).
Noting that

g(—z,0,w)=1{-2 €V (lw)}g(—z,®(0,w)),
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we get

8| [ o) @ @] = x| [ 30000 a0)

= \EY /]Rd 1{-z €V (0,w)}g(—z,®(0,w)) P (dx)}

—we” | [ 1{lal < pig X1} o (-0 (00 @ a0)

VA nltl r=X* —r w x
_NE _/Rdl{ X g (-2, @ (0,0)) ® (d >]
=\NEY [g(—X*, Sx-®)],

where we use (6.3.5) for the third equality the fact X* = argminyxce |X| is
P? -almost surely unique (as assumed in (6.3.3)) for the fourth one. O

Example 6.3.13. Wireless network. The locations of base stations are rep-
resented by a simple stationary point process ® on R? with intensity \ € R%
such that X* = arg minxcq | X| exists and is unique P-almost surely. The users
locations are represented by a random measure ®' on R? with intensity ' € R%
which is jointly stationary with ®. Assume that ® and ®' are independent and
let PO and P be their respective Palm probabilities. By Lemma 6.3.1 the dis-
tributions of ® under P° and under P are identical. Then condition (6.3.3)
holds true.

Let g (y, ) be some nonnegative measurable function of the user location
y € R? and the base station locations € M (RQ) satisfying (6.3.13). Typically
g (y, 1) denotes some quantity of interest (for ezample propagation loss or signal
to interference ratio) for a user located at y € R? with respect to the base station
locations given by p.

Denoting V.= {y € R? : |y| < minxes |y — X|} and applying Corol-
lary 6.53.12, we get

2| [ 9. 0)# (@) = 7B (X", 5]

- %’E [g (—X*, Sx-®)] = %/E g (0,9)].

where the second equality follows from Lemma 6.3.1 and the last equality follows
from (6.3.13).
Assume now that ® is Poisson. In this case, P (| X*| > r) = e=Ar?,
Propagation loss. Consider the case when the function g denotes the prop-
agation loss between a user located at y € R? and his nearest base station; that
is
g(y’@):‘y—X|ﬂ7 yGV(X)aXE(pa

for some given 8 € R.. Then



6.3. FURTHER PROPERTIES OF PALM PROBABILITIES 343

where the second equality follows in the same lines as in (6.3.7).
noindent Interference to signal ratio. Consider the case when the func-
tion g denotes the interference to signal ratio; that is

g ) =ly-x" > yeV(X),X ed,

B’
Zed\{X} ly — Z|

for some given 8 > 2. Note that
1
_ ®| B E :
Zed\{X*}

On the other hand, conditionally to X*, the point process ®\ {X*} is Poisson
with intensity measure

A(dz) = A1 {]z| > |X*|} dz.

This follows from the strong Markov property of Poisson point processes; cf.
Theorem 12.1.3 below. Then, by the Campbell averaging theorem 1.2.5,

1 1
3 X :/—ﬁ/\l{|x|>|X*|}dx
||

B
Zed\{X*} 1Z]
= 27r)\/ iﬂudu _ 2mA |X*\27ﬁ.
| X u B -2
Thus
E[g(0,®)] = E[E[g (0, ®)] X7]] (6.3.9)
=E[E[g(0,2) X7]]
2T A «2] 2

N 5—2E{|X | } S p=2

Therefore,

E’ [/ 9(y <I>)<I>’(dy)] X2
vo AB-2
noindent Total received power. It follows from (6.3.9) that, almost surely,

g(0,®) < oo and since 0 < |X*|° < oo by (2.6.3), we deduce that the total
received power is finite; that is

1
> —5 <o (6.3.10)
zeo 12|
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Corollary 6.3.14. Let ® be a simple stationary point process on R? with in-
tensity A € R such that X* = argminxeq |X| exists and is unique P-almost
surely. Let g : R?Z x M (Rz) — R4 be some measurable function, then

E[g(—X*,Sx-®)] = AE° Uvg(y,cp) dy] (6.3.11)

/ g(yX,qu))dy] :

RE 7(x)

XedénB

where V(X)) is the Voronoi cell associated to X and |B| denotes the Lebesgue
measure of B.

Proof. Let ® = ¢? be the Lebesgue measure on R?. Its Palm probability is P by
Example 6.1.24. Then the first announced equality follows from Corollary 6.3.12.
Applying Corollary 6.1.30 for h (w) = fv g (y, ) dy, we get

E° [/Vg(y,fb)dm] = ﬁE > h(@xw)dy] .

XeonB
Using (6.2.3) we get

h(Bxw) = /V o 820 dy

= / gy, ® (Oxw))dy

V(X)—X

= / g(y—X,® (Oxw))dy. (6.3.12)
V(X)

Combining the above two equations proves the second announced equality. [

Corollary 6.3.15. Besides the assumptions of Corollary 6.5.1/, assume that
g (y, 1) remains unchanged when y and p are shifted; that is

9, n) =gy —x,8:n), Yr,yeR? peM(R?). (6.3.13)
Then
E[g(0,®)] = AE° [/Vg(y, ) dy] (6.3.14)
1

/ g(y, ®) dy] :
V(X)

Example 6.3.16. Cell load versus SINR. Let P > 0 be the power transmitted
by each base station and N > 0 be the noise power. The signal to interference
and noise ratio (SINR) is defined by
P/t(ly — X1) >
SINR (y, @) = , yeV(X),Xed.
N+P) zeonxy 1/ — Z)

N ‘B‘ XedénB




6.3. FURTHER PROPERTIES OF PALM PROBABILITIES 345

The Shannon capacity at location y € R? is defined by
R (y,®) =log, (1 + SINR (y, ?)) .
The cell load of base station X € ® is defined by

1
o(X) = / S S
Y fi RENR o)
Applying Corollary 6.3.15 we get

1

1
E’o(0)] = 7B {R(SH\IR(OJI)))} '

6.3.4 Alternative version of Neveu’s exchange theorem

Lemma 6.3.17. Consider the setting of Theorem 6.5.7 and assume moreover
that @ is simple. Then Condition (0.5.3) is equivalent to

E°[®'(0V)] =0, (6.3.15)
where V = {y € R%: |y| < minxeq |y — X|} and OV is the boundary of V.
Proof. We will apply the mass transport formula (6.1.18) with

m(x,y,w) =1 {y €, x=arg g{nig |y — X| and this argmin is not unique} .
€

Observe that

m(0,y,w) =1 {y cd 0= argﬁ(ni% |y — X| and this argmin is not unique} .
€

Moreover, Z = argminxeg |y — X| is equivalent to VX € &, |y — X| > |y — Z|;
ie., y € V(Z) defined by (6.2.2). Thus

m(0,y,w) = 1{ye &y eV(0)NV(Z) with Z € @\{0}}
:l{yE‘I”,yeaV(O)},

where the second equality holds P-almost surely due to the assumption that
® is simple. It holds also P%-almost surely due to Corollary 6.1.29. Then the
left-hand side of (6.1.18) equals
AE? [ m(O,y,w)Q’/(dy)} AR { / 1{y e 6V}<I>’(dy)] — AE°[@'(9V)].
Rd

Then (6.1.18) implies

Rd

AEY[®(0V)] = NEY [ m(z, O,w)@(dx)}

Rd

=\NEY [/ 1 {:c = arg min | X| and this argmin is not unique} @(dx)] .
Rd Xed

The announced result then follows. O
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The following example shows that the condition “® is simple” in the above
lemma is crucial.

Example 6.3.18. Observe that the processes ® and ®' of Example 6.3.9 satisfy
Condition (6.3.15) but the point process ® is not simple. This explains that the
equality (6.5.6) derived from Neveu’s exchange formula does not hold.

We deduce from of the above lemma that the Neveu exchange formula (6.3.4)
holds true with an alternative sufficient condition.

Theorem 6.3.19. Alternative Neveu’s exchange theorem. Let (€2, A, {0;};cra, P)
be a stationary framework and ®,®" be two point processes compatible with the
flow {0, }cra and with respective intensities \, N € R;.. Let V = {y e R : |y| <
minxeo |y — X|} and assume that ® is simple and satisfies Condition (6.3.15).

Then, Neveu’s exchange formula (6.3.4) holds true for any measurable function
f : Q — R+.

Proof. This follows from Theorem 6.3.7 and Lemma 6.3.17. O

Corollary 6.3.20. Let ®,...,®, be stationary simple point processes on R?
with respective intensities A1,..., A\, € Ri. Assume that ® = & + ...+ ®,, is
simple and let X = Y1 _, \i,. Then, for all measurable functions f : Q — Ry,
and all k € {1,...,n},

MED [f] = AEY [f x 1{0 € 9,}],

where Eg 18 the expectation with respect to the Palm probability associated to @y
and E° that associated to ®.

Proof. 1t is enough to show the announced result for n = 2 and & = 1. We
aim to apply Theorem 6.3.19 for the point processes ®; and ®. We first check
Condition (6.3.15). Let V be the Voronoi cell associated to ®. Since ® is simple,
then ®;(0V) = 0. Thus E°[®;(0V)] = 0; i.e., Condition (6.3.15) holds true.
Therefore,

MEY [f] = AE° U fob,® (dx)] = \E°
14

Z fo@X].

XevVndy

Under the Palm probability P° associated to ®, this point process has an atom
at 0. Since ® is simple, it has a single atom within its Voronoi cell V' (which is
indeed the atom at the origin 0). Thus

MEY[f] = AEC [f x 1{0 € &}].
O

Let ® be a stationary simple point process on R? with intensity \ € R . We
denote the Voronoi cell of each 2 € R? with respect to the point process ® as

= 2' —_ < —_—
V(o) = {ye R y—al < jut ly- 21}
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Corollary 6.3.21. Let ®,, Dy be stationary simple point processes on R® with
respective intensities Ay, Ay € RY such that ®; + $y is simple. Then for all
measurable functions f: R4 x Q — R,

AEY /mo,%) f(z,w) @ (dz)| = M EY UR 1 {0 € f/(m,@g)}f(—x,@zw) Dy (dz)| ,

where EY is the expectation with respect to the Palm probability associated to
Dy

Proof. Let
g(z,w)=1 {O €Dy, x€dy,x € V(O,@g)}f(x,w).
Observe that
g(—z,0,w)=1 {O € S5, Py, —x € 5, P1,—x € ‘7(0, qu)g)} f(—z,0,w)
~1 {x € By,0€®,0€ f/(m,@g)} F (=2, 0,w).

Let ® = &1 + ®5 and A = A1 + 2. By Corollary 6.3.20

A ES / f(z,w) ;1 (do)
V(0,®2)

= \E’ _1 {0€e (1)2}/0«1@2) f(z,w)®; (dx)]
= \E° :/]Rd g(xz,w)d (dx)]
= \E’ /Rd g(—z,0,w)® (dx)}

= \E" / 1{95 €dy,0€ dy,0¢€ V(x,‘bg)}f(—x,ﬁmw)@(dx)}
L/ R4

= AE’ :1 {0e (Dl}/w 1 {o eV (, <1>2)} F(—x,0,0) s (da:)]

= ME¢ UR 1 {o € V(x,%)} (=2, 0,0) @, (dx)} 7

where the third equality is due to (6.1.16) and the last one follows again from
Corollary 6.3.20. O

6.3.5 The Holroyd-Peres representation of Palm probabil-
ity

This section answers the question whether one can define a “typical point” in the
stationary configuration of the process, as we did under the Palm probability in
Theorem 6.1.31(i).
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Let ® be a stationary simple point process on R? with intensity \ € R7.
Define an allocation rule to be a measurable map & from Q to R? such that
k(w) is an atom of ®(w) for all w € Q. The associated allocation is the map
defined on R x Q by

K(z,w) =z + r(0,(w)), VzeRL

Observe that K (z,w) is an atom of ®(w) for all x € R4, w € Q. An allocation
rule is said to be balanced if its allocation satisfies the property

1
Hz: K(z,w) =0} = Y PYas.,

where |A| denotes the Lebesgue measure of A C R%.
The following theorem gives a representation of the Palm probability as a
shifted version of the stationary probability:

Theorem 6.3.22. Holroyd-Peres representation of Palm probability. Let ® be
a stationary simple point process on R® with intensity \ € R% . For all balanced
allocation rules k, for all measurable f : Q — Ry,

E[fo0.]=E"[f].

Proof. Tt follows from the mass transport theorem 6.1.34 and Example 6.1.24
that for all measurable functions g : R? x Q — R,

E URd g(x,w)@(da:)} = [/Rd g(—z, Om(w))dx] . (6.3.16)

Consider now the function g(z,w) = 1{z—x(w)}f © 0. Then, since x maps
onto the support of ®(w), we have

BI 00,0 =B [ Lomson ] o 0uw)0(a0)
=5 [ ste.)p()]
_ R /]R g(—x,@ww)dx]

= \E° /Rd L{ wn(ouw)}f O Gx(Hrw)} dx

Sl r— T )

where we used (6.3.16) in the third equality and the relation |{z : z 4+ k(f,w) =
0} = + Pl-a.s. in the last equality. O

Examples of balanced allocations based on the stable marriage theorem and
existing for all ergodic point processes (ergodicity of point processes will defined
in Chapter 8) are discussed in [47].
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6.3.6 Reduced second moment measure
Lemma 6.3.23. Let ® be a stationary point process on R with intensity \ €
R%, let T be the mapping defined on R? x RY by T (z,y) = (z,y — ), and let
B3 = Mg o Tt be the image of Mg by T. Then

B (Ax B)=\A|K(B), A BeB(RY, (6.3.17)
where, for B € B (Rd),

K(B) =E°[®" (B)], with® :=&— 6. (6.3.18)

IC is called the reduced second moment measure of ®.

Proof. Letting ® =3, dx,, we deduce from (14.E.1 that

, CeB(R*xRY.

M(I)(z) (C) =E [ Z 1C (Xme)

n#meZ
Then, for all A,B € B (Rd),

B@ (A x B) = Mg oT~ (A x B)

=E| Y lr-iaxs (X, Xm)
_n;émEZ

_n;ﬁmEZ

=E| Y 14(X,)1p(Xm—X,) (6.3.19)
_n;ﬁmEZ

=E | 14X | Y 1p(Xm-—X,)
| nEZ meZ\{n}

=B | 1a(X,) (®obx,) (B)

Ln€Z

5| [ i@ @0, (B)0 )
— )\/ E® [14 (z) @' (B)] dz = A |A|E° [@' (B)],
Rd

where the last but one equality is due to the C-L-M-M theorem 6.1.28. O
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Theorem 6.3.24. Let ® be a stationary point process on R® with intensity \ €
R, and let KC be the reduced second moment measure of ® defined by (6.3.18).
Then

My (A x B) = A/ K(B-z)de, A, BeB(RY. (6.3.20)
A

Proof. Using the notation in Lemma 6.3.23, we get
Mg (A x B) = 8% (T (A x B))
= / 1axp (z,9) BP o T (dz x dy).
Re xR

Making the change of variable (u,v) = T (z,y) = (v,y —z); e, (z,y) =
(u,u + v), the above integral writes

Mg (Ax B) = / 1axp (u,u+v) BP (du x dv)
R4 xR

:)\/ 1axp (u,u+v) K (dv)du
Re x R4

:)\/A(/Rdlg(u—&-v)lC(dv))du:)\/AIC(B—x)dx,

where the second equality is due to Lemma 6.3.23. O

Example 6.3.25. Poisson point process. Let ® be a homogeneous Poisson point
process on RY with intensity A\ € R*_, then, by Slivnyak’s theorem 6.1.31(iii), its
reduced second moment measure equals

K(B)=E [¢'(B)] =E[®(B)] = A|B].

Observe that Equation (6.3.20) implies Mg (Ax B) = X [, |B —|dz =
A2 | Al |B| which is consistent with Proposition 2.3.25.

6.4 Exercises

6.4.1 For Section 6.1

Exercise 6.4.1. Let ® and ®' be two independent homogeneous Poisson point
processes on R with respective intensities A\, \' € R . Calculate the probability
that between two consecutive points of ® there are n points of ®’.

Solution 6.4.1. Let P be the Palm probability associated to ®, and T, be the
smallest positive point of ®. The desired probability is

P (@ ([0,T]) = n).
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By Lemma 6.3.1, under P°, ®' is a homogeneous Poisson point processes on R
with intensity N and is independent of Ty. Then

P (@' ([0, 71]) = n) = E° [E°[1{&/ ([0.73]) = n} |7
— B [T (A/Tn”]

n!
)\/n oo ,
= )\—' e~ (AN )zangy
n! Jo
B N LD
AN A+ N

where the third equality is due to the fact that under P°, T, is exponentially
distributed with parameter \. Indeed,

PO (T, >t) =P (®(0,t] =0) =P (®(0,] = 0) = e,
where the second equality is due to Slivnyak’s theorem 6.1.31(iii).

Exercise 6.4.2. Palm-Khinchin equations. Let ® =
point process on R with intensity A € RY.. Let

nez 0T, be a stationary

Dy = ((0,1)), teR,.
Show that

1.

t
P(<I>t>lc):)\/ P’ (®, =k)ds, teR,, keN.
0

Hint: 1{®; >k} = > ., 1{T, € (0,t),® ((T,t)) = k}. The functions
t — PO (®, = k) are called Palm functions.

1—E[z‘1’f}=(1—z)A/0tE0 [2*:]ds, teRy,z€(0,1). (6.4.1)

E {@M — )\/Ot E° {égk—l)} ds, teRy,keN".

Solution 6.4.2.
1. Note that

{0, >k} = 1{T, € (0,1),® ((Tn, 1)) = k},
nez
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where the point T,, realizing the indicator function is the (k + 1)-th point
of ® counting backward from t. Applying Theorem 6.1.28 with

f(ib,b.)) = 1{1‘6 (O,t),q)((o,t7$)) :k}a

we get

P(®, >k =E UR F(z, 0,0)® (dx)}

2. For any nonnegative random variable X we have

X
1+ / t2ttde
0

=14+E [/ tzt_ll{t<X}dt}
0

E[z*]=E

=1 +/ t2' 7P (X > t) dt.
0
In particular, if X is integer-valued, then

© k+1
E [2¥] :1+Z/k tz!7IP (X > t) dt
k=0

=14+> P(X >k+1)(H" =2
k=0

:1+(z—1)§:P(X>k:)zk
k=0

Thus

E[:%] =1+ (2—-1) ZP (D¢ > k) 2"
(z—1) /ZPO (B = k) 2"ds
0 5

+(z—1))\/0 E° [2*
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3. Differentiating (6.4.1) then letting z T 1 we get the announced result by
using (13.A.15)

E {@M - A/Ot E° {cbgk—”} ds, teR, keN,

(which may be checked for a Poisson point process, since in this case
E {@gk)] = (At)" and by Slivnyak’s theorem E° [@2’“‘”} =(xs)"").

Exercise 6.4.3. Let ® be a homogeneous Poisson point process of intensity A on
R? defined on the stationary framework (Q, A, {0;}icr2,P). Let £(x) = e~ 17",
We define the random variables

I=) ((X), R = inf [X], I =Y ((X)1{|X|>2R"}
Xed Xed

and the stochastic processes
I(x)=106, R*(x)=R"00, zcR%
1. Calculate E [I], var [I] and E [I*] with respect to P.
2. Calculate Ly (z) = E [