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Preface

This book is centered on the mathematical analysis of random structures embed-
ded in the Euclidean space or more general topological spaces, with a main focus
on random measures, point processes, and stochastic geometry. Such random
structures have been known to play a key role in several branches of natural
sciences (cosmology, ecology, cell biology) and engineering (material sciences,
networks) for several decades. Their use is currently expanding to new fields
like data sciences. The book was designed to help researchers finding a direct
path from the basic definitions and properties of these mathematical objects to
their use in new and concrete stochastic models.

The theory part of the book is structured to be self-contained, with all
proofs included, in particular on measurability questions, and at the same time
comprehensive. In addition to the illustrative examples which one finds in all
classical mathematical books, the document features sections on more elaborate
examples which are referred to as models in the book. Special care is taken to
express these models, which stem from the natural sciences and engineering
domains listed above, in clear and self-contained mathematical terms. This
continuum from a comprehensive treatise on the theory of point processes and
stochastic geometry to the collection of models that illustrate its representation
power is probably the main originality of this book.

The book contains two types of mathematical results: (1) structural results
on stationary random measures and stochastic geometry objects, which do not
rely on any parametric assumptions; (2) more computational results on the
most important parametric classes of point processes, in particular Poisson or
Determinantal point processes. These two types are used to structure the book.

The material is organized as follows. Random measures and point pro-
cesses are presented first, whereas stochastic geometry is discussed at the end
of the book. For point processes and random measures, parametric models
are discussed before non-parametric ones. For the stochastic geometry part,
the objects as point processes are often considered in the space of random sets
of the Euclidean space. Both general processes are discussed as, e.g., particle
processes, and parametric ones like, e.g., Poisson Boolean models of Poisson
hyperplane processes.

We assume that the reader is acquainted with the basic results on measure
and probability theories. We prove all technical auxiliary results when they are
not easily available in the literature or when existing proofs appeared to us not
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sufficiently explicit. In all cases, the corresponding references will always be
given.

Request for feedback and Acknowledgements

The present web version is a first version meant to trigger feedback. Comments
from readers are most welcomed and should be sent to the authors at any of
the following email addresses:
francois.baccelli@ens.fr
bartek.blaszczyszyn@ens.fr
mohamed.karray@orange.com

The authors thank Oliver Diaz-Espinosa, Mayank Manjrekar, James Mur-
phy, and Eliza O’Reilly for their comments on early versions of this manuscript.



Contents

Preface i

Notation xi

I Random measures and point processes 1

1 Foundations 3
1.1 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Mean measure, Laplace transform and void probability . . . . . . 6

1.2.1 Campbell’s averaging formula . . . . . . . . . . . . . . . . 8
1.3 Distribution characterization . . . . . . . . . . . . . . . . . . . . 9

1.3.1 Powers and moment measures . . . . . . . . . . . . . . . . 11
1.3.2 Laplace transform characterization . . . . . . . . . . . . . 12
1.3.3 Independence . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Stochastic integral . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Vague topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 Point processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.6.1 Simple point processes . . . . . . . . . . . . . . . . . . . . 16
1.6.2 Enumeration of points . . . . . . . . . . . . . . . . . . . . 19
1.6.3 Generating function . . . . . . . . . . . . . . . . . . . . . 24
1.6.4 Factorial powers and moment measures . . . . . . . . . . 25

1.7 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2 Basic models and operations 29
2.1 Poisson point processes . . . . . . . . . . . . . . . . . . . . . . . 29

2.1.1 Laplace transform . . . . . . . . . . . . . . . . . . . . . . 30
2.1.2 Characterizations . . . . . . . . . . . . . . . . . . . . . . . 32

2.2 Operations on rand. measures and point proc. . . . . . . . . . . . 35
2.2.1 Superposition . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2 Thinning of points . . . . . . . . . . . . . . . . . . . . . . 37
2.2.3 Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.4 Independent displacement of points . . . . . . . . . . . . . 41
2.2.5 Independent marking of points . . . . . . . . . . . . . . . 43

iii



iv CONTENTS

2.2.6 Marked random measures . . . . . . . . . . . . . . . . . . 45
2.2.7 Mixtures . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.3 Constructing new models . . . . . . . . . . . . . . . . . . . . . . 49
2.3.1 Cox point processes . . . . . . . . . . . . . . . . . . . . . 49
2.3.2 Gibbs point processes . . . . . . . . . . . . . . . . . . . . 52
2.3.3 Cluster point processes . . . . . . . . . . . . . . . . . . . 53
2.3.4 Powers and factorial powers . . . . . . . . . . . . . . . . . 61

2.4 Shot-noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.4.1 Laplace transform . . . . . . . . . . . . . . . . . . . . . . 66
2.4.2 Second order moments . . . . . . . . . . . . . . . . . . . . 68
2.4.3 U-statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 74

2.5 Sigma-finite random measures . . . . . . . . . . . . . . . . . . . . 75
2.6 Further examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.6.1 For Section 2.1 . . . . . . . . . . . . . . . . . . . . . . . . 76
2.6.2 For Section 2.2 . . . . . . . . . . . . . . . . . . . . . . . . 77
2.6.3 For Section 2.4 . . . . . . . . . . . . . . . . . . . . . . . . 81

2.7 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.7.1 For Section 2.1 . . . . . . . . . . . . . . . . . . . . . . . . 87
2.7.2 For Section 2.2 . . . . . . . . . . . . . . . . . . . . . . . . 89
2.7.3 For Section 2.3 . . . . . . . . . . . . . . . . . . . . . . . . 96
2.7.4 For Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . 98

3 Palm theory 119
3.1 Palm distributions . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.1.1 Reduced Palm distribution . . . . . . . . . . . . . . . . . 123
3.1.2 Mixed Palm version . . . . . . . . . . . . . . . . . . . . . 124
3.1.3 Local Palm probabilities . . . . . . . . . . . . . . . . . . . 126

3.2 Palm distributions for particular models . . . . . . . . . . . . . . 127
3.2.1 Palm for Poisson point processes . . . . . . . . . . . . . . 127
3.2.2 Palm for Cox point processes . . . . . . . . . . . . . . . . 131
3.2.3 Palm distribution of Gibbs point processes . . . . . . . . 132
3.2.4 Palm distribution for marked random measures . . . . . . 136

3.3 Higher order Palm and reduced Palm . . . . . . . . . . . . . . . . 141
3.3.1 Higher order Palm . . . . . . . . . . . . . . . . . . . . . . 141
3.3.2 Higher order reduced Palm . . . . . . . . . . . . . . . . . 143

3.4 Further examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
3.4.1 For Section 3.1 . . . . . . . . . . . . . . . . . . . . . . . . 147
3.4.2 For Section 3.3 . . . . . . . . . . . . . . . . . . . . . . . . 151

3.5 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3.5.1 For Section 3.1 . . . . . . . . . . . . . . . . . . . . . . . . 153

4 Transforms and moment measures 161
4.1 Characteristic function . . . . . . . . . . . . . . . . . . . . . . . . 161

4.1.1 Cumulant measures . . . . . . . . . . . . . . . . . . . . . 162
4.1.2 Factorial cumulant measures . . . . . . . . . . . . . . . . 165

4.2 Finite series transform expansions . . . . . . . . . . . . . . . . . 167



CONTENTS v

4.2.1 Characteristic function expansion . . . . . . . . . . . . . . 167
4.2.2 Laplace transform expansion . . . . . . . . . . . . . . . . 169
4.2.3 Generating function expansion . . . . . . . . . . . . . . . 170

4.3 Infinite series transform expansions . . . . . . . . . . . . . . . . . 172
4.3.1 Void probability expansion . . . . . . . . . . . . . . . . . 172
4.3.2 Symmetric enumeration of atoms of finite point processes 172
4.3.3 Janossy measures . . . . . . . . . . . . . . . . . . . . . . . 174
4.3.4 Moment versus Janossy measures . . . . . . . . . . . . . . 176
4.3.5 Janossy versus moment measures . . . . . . . . . . . . . . 177
4.3.6 Distribution of a finite point process . . . . . . . . . . . . 184
4.3.7 Order statistics on R . . . . . . . . . . . . . . . . . . . . . 187

4.4 Factorial moment expansion . . . . . . . . . . . . . . . . . . . . . 195
4.4.1 Point processes on R . . . . . . . . . . . . . . . . . . . . . 195
4.4.2 General marked point processes . . . . . . . . . . . . . . . 201
4.4.3 Shot-noise functions . . . . . . . . . . . . . . . . . . . . . 210

4.5 Further examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
4.5.1 For Section 4.2 . . . . . . . . . . . . . . . . . . . . . . . . 214
4.5.2 For Section 4.4 . . . . . . . . . . . . . . . . . . . . . . . . 217

4.6 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
4.6.1 For Section 4.1 . . . . . . . . . . . . . . . . . . . . . . . . 220
4.6.2 For Section 4.2 . . . . . . . . . . . . . . . . . . . . . . . . 222

5 Determinantal and permanental processes 227
5.1 Determinantal point process basics . . . . . . . . . . . . . . . . . 227

5.1.1 Definition and basic properties . . . . . . . . . . . . . . . 227
5.1.2 Indistinguishable kernels . . . . . . . . . . . . . . . . . . . 230
5.1.3 Uniqueness of the distribution . . . . . . . . . . . . . . . . 232
5.1.4 Generating function and Laplace transform . . . . . . . . 234
5.1.5 Inequalities for moment measures . . . . . . . . . . . . . . 235

5.2 Existence of det. point proc. with regular kern. . . . . . . . . . . 236
5.2.1 Canonical determinantal point processes . . . . . . . . . . 236
5.2.2 Integral operator: essentials . . . . . . . . . . . . . . . . . 242
5.2.3 Canonical version of a kernel . . . . . . . . . . . . . . . . 243
5.2.4 Regular kernels . . . . . . . . . . . . . . . . . . . . . . . . 244

5.3 α-Determinantal point processes . . . . . . . . . . . . . . . . . . 250
5.3.1 Definition and basic properties . . . . . . . . . . . . . . . 250
5.3.2 Uniqueness of distribution . . . . . . . . . . . . . . . . . . 253
5.3.3 Generating function and Laplace transform . . . . . . . . 255
5.3.4 Permanental point process as Cox point process . . . . . . 257
5.3.5 Existence of α-determinantal point processes . . . . . . . 259

5.4 Laplace transform and Janossy measures revisited . . . . . . . . 261
5.4.1 Laplace transform as operator determinant . . . . . . . . 261
5.4.2 Janossy measures of α-determinantal point processes; α ∈

{1/m : m ∈ N∗} . . . . . . . . . . . . . . . . . . . . . . . . 263
5.4.3 Janossy measures of α-determinantal point processes; α ∈

{−1/m : m ∈ N∗} . . . . . . . . . . . . . . . . . . . . . . . 270



vi CONTENTS

5.5 Palm distributions . . . . . . . . . . . . . . . . . . . . . . . . . . 273

5.6 Stationary determinantal point processes on Rd . . . . . . . . . . 275

5.6.1 Ginibre determinantal point process . . . . . . . . . . . . 276

5.6.2 Shift-invariant kernel . . . . . . . . . . . . . . . . . . . . . 279

5.7 Discrete determinantal point processes . . . . . . . . . . . . . . . 284

5.7.1 Characterization . . . . . . . . . . . . . . . . . . . . . . . 285

5.7.2 Regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

5.7.3 Janossy measures . . . . . . . . . . . . . . . . . . . . . . . 288

5.7.4 Palm version . . . . . . . . . . . . . . . . . . . . . . . . . 289

5.8 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

5.8.1 For Section 5.1 . . . . . . . . . . . . . . . . . . . . . . . . 292

5.8.2 For Section 5.2 . . . . . . . . . . . . . . . . . . . . . . . . 292

5.8.3 For Section 5.3 . . . . . . . . . . . . . . . . . . . . . . . . 293

5.8.4 For Section 5.6 . . . . . . . . . . . . . . . . . . . . . . . . 293

II Stationary random measures and point processes 297

6 Palm theory in the stationary framework 299

6.1 Palm probabilities in the stationary framework . . . . . . . . . . 299

6.1.1 Stationary framework . . . . . . . . . . . . . . . . . . . . 299

6.1.2 Palm probability of a random measure . . . . . . . . . . . 304

6.1.3 Campbell-Little-Mecke-Matthes theorem . . . . . . . . . . 309

6.1.4 Mass transport formula . . . . . . . . . . . . . . . . . . . 313

6.1.5 Mecke’s invariance theorem . . . . . . . . . . . . . . . . . 317

6.2 Palm inversion formula . . . . . . . . . . . . . . . . . . . . . . . . 320

6.2.1 Voronoi tessellation . . . . . . . . . . . . . . . . . . . . . 320

6.2.2 Inversion formula . . . . . . . . . . . . . . . . . . . . . . . 322

6.2.3 Typical versus zero cell . . . . . . . . . . . . . . . . . . . 325

6.2.4 Particular case of the line . . . . . . . . . . . . . . . . . . 329

6.2.5 Renewal processes . . . . . . . . . . . . . . . . . . . . . . 331

6.2.6 Direct and inverse construction of Palm theory . . . . . . 333

6.3 Further properties of Palm probabilities . . . . . . . . . . . . . . 334

6.3.1 Independence . . . . . . . . . . . . . . . . . . . . . . . . . 334

6.3.2 Superposition . . . . . . . . . . . . . . . . . . . . . . . . . 337

6.3.3 Neveu’s exchange formula . . . . . . . . . . . . . . . . . . 339

6.3.4 Alternative version of Neveu’s exchange theorem . . . . . 345

6.3.5 The Holroyd-Peres representation of Palm probability . . 347

6.3.6 Reduced second moment measure . . . . . . . . . . . . . . 349

6.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

6.4.1 For Section 6.1 . . . . . . . . . . . . . . . . . . . . . . . . 350

6.4.2 For Section 6.2 . . . . . . . . . . . . . . . . . . . . . . . . 358

6.4.3 For Section 6.3 . . . . . . . . . . . . . . . . . . . . . . . . 359



CONTENTS vii

7 Marks in the stationary framework 365
7.1 Stationary marked random measures . . . . . . . . . . . . . . . . 365

7.1.1 Stationary marked point processes . . . . . . . . . . . . . 367
7.1.2 Extension of PASTA to Rd . . . . . . . . . . . . . . . . . 373

7.2 Marks in a general measurable space . . . . . . . . . . . . . . . . 374
7.2.1 Selected marks and conditioning . . . . . . . . . . . . . . 375
7.2.2 Transformations of stationary point process based on marks377

7.3 Palm theory for stationary marked random measures . . . . . . . 380
7.3.1 Palm distribution of the mark . . . . . . . . . . . . . . . . 380
7.3.2 Palm distributions of marked random measure . . . . . . 381
7.3.3 Palm probability conditional on the mark . . . . . . . . . 382

7.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 384
7.4.1 For Section 7.1.1 . . . . . . . . . . . . . . . . . . . . . . . 384

8 Ergodicity 399
8.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
8.2 Birkhoff’s pointwise ergodic theorem . . . . . . . . . . . . . . . . 400

8.2.1 Ergodic theory . . . . . . . . . . . . . . . . . . . . . . . . 400
8.3 Ergodic theorems for random measures . . . . . . . . . . . . . . . 402

8.3.1 Ergodicity of random measures . . . . . . . . . . . . . . . 402
8.3.2 Ergodic theorem for random measures . . . . . . . . . . . 403
8.3.3 Cross-ergodicity . . . . . . . . . . . . . . . . . . . . . . . 412

8.4 Ergodicity of marked random measures . . . . . . . . . . . . . . 413
8.5 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

III Stochastic geometry 417

9 Framework for stochastic geometry 419
9.1 Space of closed sets . . . . . . . . . . . . . . . . . . . . . . . . . . 419
9.2 Random closed sets . . . . . . . . . . . . . . . . . . . . . . . . . . 425

9.2.1 The capacity functional . . . . . . . . . . . . . . . . . . . 427
9.2.2 Set processes . . . . . . . . . . . . . . . . . . . . . . . . . 430
9.2.3 Stationarity . . . . . . . . . . . . . . . . . . . . . . . . . . 430
9.2.4 Characteristics of random closed set . . . . . . . . . . . . 431
9.2.5 Characteristics of stationary random closed set . . . . . . 432

9.3 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435
9.3.1 For Section 9.2 . . . . . . . . . . . . . . . . . . . . . . . . 435

10 Coverage and germ-grain models 439
10.1 Coverage model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
10.2 Germ-grain model . . . . . . . . . . . . . . . . . . . . . . . . . . 441

10.2.1 Germ-grain construction . . . . . . . . . . . . . . . . . . . 441
10.2.2 Inverse construction . . . . . . . . . . . . . . . . . . . . . 445

10.3 Further examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 447
10.3.1 Hard-core coverage models . . . . . . . . . . . . . . . . . 447



viii CONTENTS

10.3.2 Shot-noise coverage models . . . . . . . . . . . . . . . . . 448

10.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448

11 Line processes and tessellations 457

11.1 Line processes in R2 . . . . . . . . . . . . . . . . . . . . . . . . . 457

11.1.1 Parameterization of lines in R2 . . . . . . . . . . . . . . . 457

11.1.2 Stationarity . . . . . . . . . . . . . . . . . . . . . . . . . . 458

11.1.3 Associated random measures . . . . . . . . . . . . . . . . 460

11.2 Planar tessellations . . . . . . . . . . . . . . . . . . . . . . . . . . 463

11.2.1 Voronoi tessellation . . . . . . . . . . . . . . . . . . . . . 463

11.2.2 Crofton tessellation . . . . . . . . . . . . . . . . . . . . . . 466

11.3 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

12 Complements 475

12.1 Strong Markov property of Poisson point process . . . . . . . . . 475

IV Appendix 477

13 Transforms of random variables 479

13.A Random variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 479

13.A.1 Characteristic function . . . . . . . . . . . . . . . . . . . . 479

13.A.2 Generating function . . . . . . . . . . . . . . . . . . . . . 484

13.A.3 Moments versus factorial moments . . . . . . . . . . . . . 488

13.A.4 Ordinary cumulants . . . . . . . . . . . . . . . . . . . . . 491

13.A.5 Factorial cumulants . . . . . . . . . . . . . . . . . . . . . 492

13.B Nonnegative random variables . . . . . . . . . . . . . . . . . . . . 499

13.B.1 Laplace transform . . . . . . . . . . . . . . . . . . . . . . 499

13.B.2 Cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . 503

13.C Random vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504

13.C.1 Moments from transforms . . . . . . . . . . . . . . . . . . 504

13.C.2 Cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . 505

13.C.3 Nonnegative random vectors . . . . . . . . . . . . . . . . 509

14 Useful results in measure theory 511

14.A Basic results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511

14.B Support of a measure . . . . . . . . . . . . . . . . . . . . . . . . . 514

14.C Functional monotone class theorems . . . . . . . . . . . . . . . . 516

14.D Mixture and disintegration of measures . . . . . . . . . . . . . . . 517

14.D.1 Mixture of measures . . . . . . . . . . . . . . . . . . . . . 517

14.D.2 Disintegration of measures . . . . . . . . . . . . . . . . . . 520

14.E Power and factorial powers of measures . . . . . . . . . . . . . . 527

14.F Equality of measures . . . . . . . . . . . . . . . . . . . . . . . . . 531

14.G Symmetric complex Gaussian random variables . . . . . . . . . . 532



CONTENTS ix

15 Useful results in algebra 535
15.A Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535

15.A.1 Inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . 535
15.A.2 Schur complement . . . . . . . . . . . . . . . . . . . . . . 536
15.A.3 Diagonal expansion of the determinant . . . . . . . . . . . 537
15.A.4 α-determinant of a matrix . . . . . . . . . . . . . . . . . . 538

15.B Power series composition . . . . . . . . . . . . . . . . . . . . . . . 539

16 Useful results in functional analysis 541
16.A Integral operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 541

16.A.1 L2 space properties . . . . . . . . . . . . . . . . . . . . . . 541
16.A.2 Linear operators . . . . . . . . . . . . . . . . . . . . . . . 543
16.A.3 Integral operator basics . . . . . . . . . . . . . . . . . . . 544
16.A.4 Trace class operators . . . . . . . . . . . . . . . . . . . . . 555
16.A.5 Hilbert-Schmidt operators . . . . . . . . . . . . . . . . . . 558
16.A.6 Restriction property . . . . . . . . . . . . . . . . . . . . . 559
16.A.7 Canonical and pre-canonical kernels . . . . . . . . . . . . 560
16.A.8 Continuous kernels . . . . . . . . . . . . . . . . . . . . . . 567
16.A.9 Nonnegative-definite property . . . . . . . . . . . . . . . . 570

16.B Operator determinant . . . . . . . . . . . . . . . . . . . . . . . . 571
16.B.1 Fredholm determinant . . . . . . . . . . . . . . . . . . . . 571
16.B.2 Expansion of integral operator’s determinant . . . . . . . 575

Index 581

Bibliography 593



x CONTENTS



Notation

General

The notation x := y means that x is defined as y. The punctuation mark ‘:’
means ‘such that ’.

For any x ∈ R, we denote x+ = max (x, 0) and x− = −min (x, 0).
The notation xn ↑ x means that limn→∞ xn = x and the sequence {xn}n∈N

is nondecreasing; that is xn ≤ xn+1. A similar convention applies for xn ↓ x
when {xn}n∈N is nonincreasing.

Sets

The indicator function of a set A is denoted by 1A. We sometimes use 1 {x ∈ A}
instead of 1A (x).

The complement of a set A is denoted by Ac. For two sets A and B, the
notation A ⊂ B means A is a subset of B (A may be equal to B). We denote
the union A∪B = {x : x ∈ A or x ∈ B}, the difference A\B = {x ∈ A : x /∈ B},
and the symmetrical difference A4B = (A\B)∪ (B\A). For all A,B ⊂ Rd, we
denote A ⊕ B = {x+ y : x ∈ A, y ∈ B}. For any set A, let An = A × . . . × A
be the cartesian product of A with it self n times; we denote also A(n) =
{(x1, . . . , xn) ∈ An : xi 6= xj for any i 6= j}.

We denote the sets of integers by

N = {0, 1, 2, . . .} and Z = {. . .− 2,−1, 0, 1, 2, . . .} .

Moreover N∗ = N\ {0} and N̄ = N ∪ {+∞}. Similarly R denotes the set of
real numbers, R∗ = R\ {0}, R+ = {x ∈ R : x ≥ 0}, R̄+ = R+ ∪ {+∞}, and
R̄ = R ∪ {−∞,+∞}. We denote by i is the imaginary unit complex number,
by C the set of complex numbers and by C̄ the set of complex numbers whose
real and imaginary parts are in R̄. The complex-conjugate of z ∈ C̄ is denoted
by z∗. For any z ∈ C, n ∈ N∗, we denote by

z(n) := z(z − 1) . . . (z − n+ 1)

the n-th factorial power of z.

xi
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For a finite set A, the cardinality (i.e., the number of elements) of A is
denored by |A|.

The closed intervals in R̄ are denoted by [a, b] =
{
x ∈ R̄ : a ≤ x ≤ b

}
where

a < b ∈ R̄; the open intervals are denoted by (a, b) = {x ∈ R : a < x < b};
similarly, [a, b) =

{
x ∈ R̄ : a ≤ x < b

}
and (a, b] =

{
x ∈ R̄ : a < x ≤ b

}
.

Vectors and matrices

The vector are by default considered as column vectors. The transpose of a
matrix or a vector M is denoted by MT and the transpose-conjugate is denoted
by M∗.

The Euclidean norm of x = (x1, . . . , xd) ∈ Cd is denoted by |x| =
(∑d

i=1 |xi|
2
)1/2

.

For any λ1, . . . , λn ∈ C, the notation A = diag (λ1, . . . , λn) means that A
is a diagonal matrix ; i.e., a square matrix of size n with Aij = λi1 {i = j} for
i, j ∈ {1, . . . n}.

The determinant of a matrix A is denoted by det (A).

For two vectors u = (u1, . . . , un) , v = (v1, . . . , vn), we denote u ∪ v =
(u1, . . . , un, v1, . . . , vn).

Functions

Consider two functions f, g : R → R. The notation f = o (g) at t0 means that

limt→t0
f(t)
g(t) = 0. The notation f ∼ g at t0 means that limt→t0

f(t)
g(t) = 1; two

functions f and g are then said equivalent at t0.

For any function f : G → C we denote ‖f‖∞ := supx∈G |f (x)|. If f is n

times differentiable, then its n-th derivative is denoted by f (n) (x) = dnf(x)
dx . By

convention f (0) (x) = f (x). We will say that f is of class Cn when it is n times
differentiable and its n-th derivative is continuous.

A constant function f whose value is c will be denoted f ≡ c. The support
of a function f : G→ C̄, denoted supp (f), is {x ∈ G : f (x) 6= 0}.

Topology

For a topological space G, we will denote by B (G) the Borel σ-algebra (i.e., the
σ-algebra generated by the topology) on G and by Bc (G) the set of relatively
compact sets in B (G). Moreover, we denote by F+ (G) the class of all measurable
functions f : G→ R+ and by Fc (G) the subclass of functions in F+ (G) which
are bounded and continuous with support in Bc (G).

We denote by B (x, r) the open ball of center x ∈ Rd and radius r; that is

B (x, r) =
{
y ∈ Rd : |y − x| < r

}
.
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The closure of any set A in a topological space is denoted by Ā; in particular
B̄ (x, r) is the closed ball of center x and radius r. The boundary of A is denoted
by ∂A (which is the closure minus the interior of A).

A topological space is said to be separable if it admits a countable dense
subset.

Measures

The Dirac measure is denoted by δx; that is δx (A) = 1 {x ∈ A}. The Lebesgue
measure on Rd is denoted by `d and the Lebesgue measure of a set A ∈ B

(
Rd
)

is denoted by `d (A) or |A|.
Let (G,G, µ) be a measure space. The (Lebesgue) integral of some measur-

able function f : G→ C̄ with respect to µ is denoted by

µ (f) =

∫
f (x)µ (dx) =

∫
fdµ,

provided it is well defined. We say that f is µ-integrable if
∫
|f (x)|µ (dx) <∞.

Let p ∈ N∗ and F = R, R̄, C or C̄, we denote by LpF (µ,G) the set of functions
f : G→ F such that fp is integrable with respect to µ; that is

∫
G |f (x)|p µ (dx) <

∞.
A measure µ on a measurable space (G,G) is called σ-finite if there is a

countable family of measurable sets of finite measure µ, covering G.
Let µ be a measure on a measurable space (G,G). The restriction of µ to

B ∈ G is denoted by µ|B ; i.e., µ|B(·) = µ(· ∩ B). We shall sometimes denote
µ|B simply by µB .

Let (G1,G1) and (G2,G2) be two measurable spaces, we denote by G1 ⊗ G2

the product σ-algebra of G1 and G2; cf. [44, §33]. In particular, for a measurable
space (G,G) and n ∈ N∗, we denote by G⊗n its n-th power in the sense of
products of σ-algebra.

Given two σ-finite measures µ1 and µ2 on measurable spaces (G1,G1) and
(G2,G2) respectively, their product measure (cf. [44, Theorem 35.B]) is denoted
by µ1×µ2. In particular, for a σ-finite measure µ on a measurable space (G,G)
and n ∈ N∗, we denote by µn its n-th power in the sense of products of measures.

Let µ and ν be two measures on the same measurable space (G,G). We say
that µ is absolutely-continuous with respect to ν, denoted µ � ν, if for each
A ∈ G, ν (A) = 0 ⇒ µ (A) = 0. Two measures are said equivalent if they are
absolutely-continuous with respect to each other. Equivalence of measures is
denoted by µ ∼ ν.

Random variables

The basic probability space is denoted by (Ω,A,P). A random variable X is a
measurable mapping from Ω to an arbitrary measurable space (G,G); we say
that X is G-valued . When G = R (resp. C), we say that X is a real (resp.
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complex ) random variable. When G = Rn (resp. Cn), we say that X is a real
(resp. complex ) random vector.

A sequence of random variables X0, X1, . . . is denoted by {Xk}k∈N. A
stochastic process indexed by an arbitrary index set I is denoted by {X (i)}i∈I .
When the X (i)’s are real (resp. complex) random variables, we say that
{X (i)}i∈I is a real (resp. complex ) stochastic process.

The distribution of a random variable X is denoted by PX ; that is

PX (A) = P (X ∈ A) = P ({ω ∈ Ω : X (ω) ∈ A}) .

The notation X
dist.∼ Q means that PX = Q. The expectation of a random

variable X is denoted by E [X].

For two random variables X and Y , the notation X
dist.
= Y means that they

have the same distribution.
The moments of a random variable X with values in C are E [X] ,E

[
X2
]
, . . .

The random variables X0, X1, . . . are said to be i.i.d when they are indepen-
dent and identically distributed.



Part I

Random measures and
point processes

1





Chapter 1

Foundations

A point process may be seen as a random object taking as values locally finite
configurations of points or, equivalently, counting measures. We will consider
the more general notion of random measure; that is a random object taking
measures as possible realizations.

1.1 Framework

Let (G,T) be a topological space which is locally compact, second countable (i.e.,
its topology T has a countable basis), and Hausdorff (i.e., distinct points have
disjoint neighborhoods). This will be abbreviated by l.c.s.h.. Such a space is
Polish [56, Theorem 5.3 p.29]; i.e., there exists some metric d on G such that the
topology induced by d is equal to T and such that (G, d) is a complete separable
metric space.

Our basic measurable space will be (G,B (G)), where B (G) is the associated
Borel σ-algebra, namely, the σ-algebra generated by the topology T. A set
B ∈ B (G) is called a Borel set .

A set B ∈ B (G) is called relatively compact if its closure is compact. Let
Bc (G) denote the set of relatively compact sets in B (G). Moreover, we denote
by F+ (G) the class of all measurable functions f : G → R+ and by Fc (G) the
subclass of functions in F+ (G) which are bounded and continuous with support
in Bc (G).

We will always assume that Rd (for some integer d), R+, C, etc., are endowed
with the usual topology induced by Euclidean norm.

Example 1.1.1. Let G = Rd and T be the usual topology on Rd induced by
Euclidean norm. The topological space (Rd,T) is l.c.s.h. A Borel set B ∈ B

(
Rd
)

is compact iff it is closed and bounded. A Borel set is relatively compact iff it is
bounded.

Example 1.1.2. Let G = Zd and T be the topology which contains all subsets of
Zd as open sets called the discrete topology. It is the subspace topology induced

3
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by the usual topology of Rd. The topological space (Zd,T) is l.c.s.h. A Borel set
B ⊂ Zd is compact (or relatively compact) iff it is finite.

Remark 1.1.3. Let G be a l.c.s.h. space and let F (G) be the space of closed
subsets of G. In Chapter 9, we will construct a topology on F (G) making it
also l.c.s.h.

Lemma 1.1.4. A l.c.s.h. space G may be covered by a countable union of
relatively compact open sets. Moreover, there is a countable partition of G into
relatively compact sets.

Proof. By local compactness, for every x ∈ G there is an open neighborhood Ux
of x with compact closure. On the other hand, since the topological space (G,T)
has a countable basis C, then, for all x ∈ G, there exists some Cx ∈ C such that
Cx ⊂ Ux. Clearly, Cx is relatively compact and {Cx}x∈G is countable and covers
G. Then G may be covered by a countable union of relatively compact sets, say
C0, C1, . . .. Finally, the sets B0, B1, . . . constructed recursively as follows

B0 = C0, Bk = Ck\
k−1⋃
j=0

Bj , k = 1, 2, . . .

are relatively compact and constitute a partition of G.

A measure µ on (G,B (G)) is said to be locally finite if µ (B) < ∞ for all
B ∈ Bc (G). By Lemma 1.1.4 such a measure is in particular σ-finite.

Let M̄ (G) be the space of locally finite measures on G and M̄ (G) be the
σ-algebra on M̄ (G) generated by the mappings µ 7→ µ (B) , B ∈ B (G) (i.e.,
generated by the family of sets

{
µ ∈ M̄ (G) : µ (B) ≤ x

}
where B ∈ B (G) , x ∈

R+). Given µ ∈ M̄ (G), for all measurable functions f defined on G, we define
µ (f) by

µ (f) =

∫
G
f (s)µ (ds) ,

when the integral in the right-hand side of the above equality is well defined in
the sense of Lebesgue.

Lemma 1.1.5. Let G be a l.c.s.h. space. For every f ∈ F+ (G), the mapping
µ 7→ µ (f) defined from M̄ (G) to R̄+ = R+∪{+∞} (equipped with the σ-algebras
M̄ (G) and B

(
R̄+

)
, respectively) is measurable.

Proof. Cf. [52, p.12]. Recall that a measurable function f : G → R is called

simple if it is of the form f =
∑k
j=1 αj1Cj for some k ∈ N, αj ∈ R and

Cj ∈ B (G) (1 ≤ j ≤ k), where the Cj ’s can be chosen mutually disjoint without
loss of generality, and where 1C denotes the indicator function of the set C.
The statement is true for simple f by definition of M̄ (G). For any f ∈ F+ (G),
the simple approximation theorem [11, Theorem 13.5 p.185] ensures that there
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exists a nondecreasing sequence of simple functions {fn}n∈N in F+ (G) such that

fn (x) ↑ f (x) ,∀x ∈ G. For a given n ∈ N, let fn =
∑k
j=1 αj1Cj . We have

µ (fn) =

∫
G
fndµ =

k∑
j=1

αj

∫
G

1Cjdµ =

k∑
j=1

αjµ (Cj) .

Each of the mappings µ 7→ µ (Cj) is measurable. Then µ 7→ µ (fn) is measurable.
For a given µ ∈ M̄ (G), µ (fn) =

∫
G fndµ →

∫
G fdµ = µ (f) by the monotone

convergence theorem [11, Theorem 16.2 p.208]. Since µ 7→ µ (f) is the limit of
the sequence {µ 7→ µ (fn)}n∈N of measurable functions, it is measurable.

Let (Ω,A,P) be a probability space.

Definition 1.1.6. Let G be a l.c.s.h. space. A random measure on (G,B (G))
is a measurable mapping Φ : Ω→ M̄ (G) (Ω and M̄ (G) being equipped with the
σ-algebras A and M̄ (G), respectively). The probability distribution of Φ is the
probability measure on

(
M̄ (G) ,M̄ (G)

)
induced by Φ; that is PΦ = P◦Φ−1. In

other words
PΦ (L) = P (Φ ∈ L) , L ∈ M̄ (G) .

Proposition 1.1.7. Let G be a l.c.s.h. space. For a mapping Φ : Ω → M̄ (G)
the three following statements are equivalent:

(i) Φ is a random measure on G.

(ii) Φ (f) is a random variable for all f ∈ F+ (G).

(iii) Φ (B) is a random variable for all B ∈ B (G).

Proof. (i)⇒(ii). Φ (f) is the composition of Φ with the mapping µ 7→ µ (f)
which is measurable by Lemma 1.1.5. (ii)⇒(iii). Take f = 1B . (iii)⇒(i). The
sets L =

{
µ ∈ M̄ (G) : µ (B) ≤ x

}
, x ∈ R, B ∈ B (G) generate M̄ (G). But

Φ−1 (L) = {ω ∈ Ω : Φ (ω) (B) ≤ x} ∈ A. Hence Φ is measurable.

The above proposition says that for any random measure Φ on G, {Φ (B)}B∈B(G)

is a stochastic process with values in R+ indexed by B (G). Conversely:

Corollary 1.1.8. Let G be a l.c.s.h. space and let Φ be a mapping from Ω to
the set of measures on G such that {Φ (B)}B∈B(G) is a stochastic process. Then

Φ is a random measure iff Φ (ω) is locally finite for all ω ∈ Ω.

Example 1.1.9. Randomized Lebesgue measure. Let X be a nonnegative ran-
dom variable and let

Φ (B) = X |B| , B ∈ B
(
Rd
)
, (1.1.1)

where |B| denotes the Lebesgue measure of B. Since for all B ∈ B
(
Rd
)
, Φ (B)

is a random variable, it follows from Proposition 1.1.7(iii) that Φ is a random
measure on Rd.
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Example 1.1.10. Integral of a stochastic process. Let {λ (x)}x∈Rd be a non-

negative measurable stochastic process (i.e., the mapping from Rd × Ω into R+

defined by (x, ω)→ λ(x, ω) is measurable). Assume that, for almost all ω ∈ Ω,
the function x 7→ λ (x, ω) is locally integrable. Let

Φ (B) =

∫
B

λ (x) dx, B ∈ B (G) .

Then Φ is a random measure on Rd by Proposition 1.1.7(iii).

Example 1.1.11. Sample and Binomial point process. Let k ∈ N and let
X1, . . . , Xk be random variables with values in a l.c.s.h. space G. We denote
by δx the Dirac measure on G; that is δx (B) = 1 {x ∈ B} , B ∈ B (G). Then

Φ =
∑k
j=1 δXj is a random measure on G called a sample point process. Indeed,

for any B ∈ B (G), Φ (B) =
∑k
j=1 1 {Xj ∈ B} is a random variable. In the

particular case when X1, . . . , Xk are i.i.d, Φ =
∑k
j=1 δXj is called a Binomial

point process. We will see in Section 2.1 that this example is closely related to
an important class called Poisson point processes (where k will be random).

By definition, the finite-dimensional distributions of a random measure Φ
are the probability distributions of the random vectors (Φ(B1), . . . ,Φ(Bk)), for
all k ∈ N, B1, . . . , Bk ∈ B (G).

Lemma 1.1.12. Let G be a l.c.s.h. space. The probability distribution of a
random measure Φ on G is characterized by its finite-dimensional distributions.

Proof. Let C be the class of subsets of M̄ (G) of the form{
µ ∈ M̄ (G) : µ (B1) ∈ A1, . . . , µ (Bk) ∈ Ak

}
,

where k ∈ N∗ = N\ {0} , B1, . . . , Bk ∈ B (G) , A1, . . . , Ak ∈ B (R). Since, C is
non-empty and stable by finite intersections (i.e., a π-system) then two proba-
bility measures which agree on C agree on σ (C) = M̄ (G); cf. [11, Theorem 10.3
p.163].

Definition 1.1.13. Let Φ be a random measure on a l.c.s.h. space G, then(
M̄ (G) ,M̄ (G) ,PΦ

)
is called the canonical probability space associated to Φ.

The identity is a random measure in this space with probability distribution PΦ.

1.2 Mean measure, Laplace transform and void
probability

Definition 1.2.1. Let Φ be a random measure on a l.c.s.h. space G.

• Its mean measure is a measure defined on (G,B (G)) by

MΦ(B) = E[Φ(B)], B ∈ B (G) .
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• Its Laplace transform, denoted by LΦ, is a functional defined on the set
of all measurable functions f : G→ R̄+ by

LΦ (f) = E

[
exp

(
−
∫
G
fdΦ

)]
.

• Its void probability function is a set function defined on B (G) by

νΦ(B) = P(Φ(B) = 0), B ∈ B (G) .

The fact that MΦ is a measure on (G,B (G)) may be proved as follows.
Indeed, MΦ inherits the property of finite additivity from the underlying random
measure Φ; moreover, if the sequence {Bn}n∈N of Borel sets is increasing to
B, then, by monotone convergence, MΦ (Bn) ↑ MΦ (B). However, MΦ is not
necessarily locally finite.

If Φ is a random measure on G = Rd and its mean measure has the form

MΦ (B) =

∫
B

λ (x) dx,

for some locally integrable measurable function λ : Rd → R̄+, then this last
function is called the intensity function of Φ. If λ is constant then it is called
the intensity of Φ.

The Laplace transform plays an important role for random measures in par-
ticular due to the following result.

Corollary 1.2.2. The probability distribution of a random measure Φ on a
l.c.s.h. space G is characterized by its Laplace transform.

Proof. Recall that the probability distribution of a random vector is charac-
terized by its Laplace transform. Moreover, observe that for all k ∈ N∗ and
t1, . . . , tk ∈ R+, B1, . . . , Bk ∈ B (G),

LΦ

 k∑
j=1

tj1Bj

 = E

exp

− k∑
j=1

tjΦ (Bj)

 = LΦ(B1),...,Φ(Bk) (t1, . . . , tk) ,

which is the Laplace transform of the random vector (Φ (B1) , . . . ,Φ (Bk)). Then
the Laplace transform of Φ characterizes its finite-dimensional distributions
which, by Lemma 1.1.12, characterize the probability distribution of Φ.

Example 1.2.3. Integral of a stochastic process, cont’d. The mean measure of
the random measure Φ (B) =

∫
B
λ (x) dx of Example 1.1.10 is

MΦ (B) = E

[∫
B

λ (x) dx

]
=

∫
B

E [λ (x)] dx.

The void probability function is

νΦ(B) = P (λ (x) = 0 for Lebesgue-almost all x ∈ B) .
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Example 1.2.4. Sample and Binomial point process, cont’d. Consider a sam-
ple point process as in Example 1.1.11; that is Φ =

∑k
j=1 δXj . Its mean measure

is

MΦ (B) = E [Φk (B)] =

k∑
j=1

P (Xj ∈ B) , B ∈ B (G) .

In the particular case when Φ is a Binomial point process (i.e., X1, . . . , Xk

are i.i.d), the mean measure is MΦ (B) = kPX1 (B) , B ∈ B (G); the Laplace
transform is

LΦ (f) = E
[
e−
∑k
j=1 f(Xj)

]
=
(
E
[
e−f(X1)

])k
=
[
Lf(X1)(1)

]k
, f ∈ F+ (G) ,

and the void probability function is

νΦ(B) = [P(X1 /∈ B)]
k
, B ∈ B (G) .

1.2.1 Campbell’s averaging formula

We denote by C̄ the set of complex numbers whose real and imaginary parts
are in R̄ = R ∪ {−∞,+∞}. For any measure µ on G and p ∈ N∗ we denote by
LpR̄ (µ,G) (resp. LpC̄ (µ,G)) the set of measurable functions f : G → R̄ (resp.

f : G→ C̄) such that ∫
G
|f (x)|p µ (dx) <∞.

In particular, L1
R̄ (µ,G) is the set of measurable functions f : G→ R̄ which are

integrable with respect to µ.

Theorem 1.2.5. Campbell averaging formula. Let Φ be a random measure on
a l.c.s.h. space G with mean measure MΦ. Then for any measurable function
f : G→ C̄ which is either nonnegative or in L1

C̄ (MΦ,G), the integral
∫
G fdΦ is

a well defined random variable. Moreover,

E

[∫
G
fdΦ

]
=

∫
G
fdMΦ. (1.2.2)

The above result holds also true for all f ∈ L1
C̄ (MΦ,G).

Proof. Consider first a simple function f =
∑k
j=1 aj1Bj , where aj ≥ 0 and

Bj ∈ B (G). Then

E

[∫
fdΦ

]
= E

 k∑
j=1

ajΦ(Bj)

 =

k∑
j=1

ajMΦ(Bj) =

∫
fdMΦ.

For any measurable function f : G→ R̄+, there exists a nondecreasing sequence
of simple functions {fn}n∈N in F+ (G) such that fn ↑ f as n→∞ pointwise. It
follows from the monotone convergence theorem [11, Theorem 16.2 p.208] that,
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for all ω ∈ Ω,
∫
fndΦ (ω) ↑

∫
fdΦ (ω) as n → ∞. And again by monotone

convergence,

E

[∫
fdΦ

]
= lim
n→∞

E

[∫
fndΦ

]
= lim
n→∞

∫
fndMΦ =

∫
fdMΦ.

Let now f ∈ L1
R̄ (MΦ,G). We may decompose f = f+ − f− where f+, f− ∈

F+ (G). Note that E
[∫
f±dΦ

]
=
∫
f±dMΦ < ∞. Then the random variables∫

f±dΦ are almost surely finite. Therefore
∫
fdΦ =

∫
f+dΦ −

∫
f−dΦ is a

well-defined almost surely finite random variable, and

E

[∫
fdΦ

]
= E

[∫
f+dΦ

]
−E

[∫
f−dΦ

]
=

∫
f+dMΦ−

∫
f−dMΦ =

∫
fdMΦ.

Finally, for f ∈ L1
C̄ (MΦ,G), its real and imaginary parts are in L1

R̄ (MΦ,G).
Then it is enough to apply (1.2.2) to each of these parts and then use linearity
of integral and expectation to prove that (1.2.2) holds also true for f .

We will show later in Section 3.1 how to extend (1.2.2) to the case when f
is a function defined on Ω×G using Palm theory.

1.3 Distribution characterization

This section gathers a few technical results allowing us to refine some previously
presented results regarding the measurability and the distribution characteriza-
tion of a random measure. In particular, we will show that it is enough to
check the measurability of Φ (B) in Proposition 1.1.7(iii) for some subclass of
B ∈ B (G). To do so, we need first the following lemma.

Lemma 1.3.1. Let G be a l.c.s.h. space and let B0 (G) be a subclass of Bc (G)
closed under finite intersections, generating the σ-algebra B (G) and which con-
tains a sequence increasing to G (or a countable partition of G). Then M̄ (G)
is generated by the mappings µ 7→ µ (B) , B ∈ B0 (G).

Proof. Let C be the class of subsets of M̄ (G) of the form{
µ ∈ M̄ (G) : µ(I1) ∈ A1, . . . , µ(Ik) ∈ Ak

}
,

where k ∈ N∗, I1, . . . , Ik ∈ B0 (G) , A1, . . . , Ak ∈ B (R). We aim to show that
σ (C) = M̄ (G). Note first that since B0 (G) ⊂ Bc (G) then µ (I ∩B) < ∞ for
all I ∈ B0 (G) , B ∈ B (G). Now, let

H = {B ∈ B (G) : µ 7→ µ (I ∩B) is σ (C) /B (R) measurable,∀I ∈ B0 (G)}.

Note thatH contains G and is clearly closed under proper differences (for C ⊂ B,
µ (I ∩ (B − C)) = µ (I ∩B) − µ (I ∩ C) which is well defined because the two
last terms are finite) and nondecreasing limits; that is H is a Dynkin system.
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Furthermore, H contains the class B0 (G) which is non-empty and closed un-
der finite intersections (B0 (G) is called a π-system), it follows from Dynkin’s
theorem [11, Theorem 3.2 p.42] that H contains the σ-algebra σ (B0 (G)) which
is equal to B (G), this proves that H = B (G). Let I1, I2, . . . be a sequence in
B0 (G) increasing to G (or a countable partition of G), then for each B ∈ B (G),
the mapping µ 7→ µ (B) = limj ↑ µ (Ij ∩B) (or

∑
j µ (Ij ∩B)) is σ (C) /B

(
R̄
)

measurable. It follows that M̄ (G) ⊂ σ (C) and hence σ (C) = M̄ (G).

For example, for G = Rd, the class B0

(
Rd
)

of sets of the form I =
∏d
k=1(ak, bk],

where ak, bk ∈ R satisfies the conditions of Lemma 1.3.1.

Corollary 1.3.2. Let G be a l.c.s.h. space and let B0 (G) be as in Lemma 1.3.1.
A mapping Φ : Ω → M̄ (G) is a random measure on G iff Φ (B) is a random
variable for all B ∈ B0 (G).

Proof. This follows from Lemma 1.3.1 and [11, Theorem 13.1 p.182].

Example 1.3.3. Lebesgue-Stieltjes random measure. Let {X (t)}t∈R be a real-
valued, nondecreasing with right-continuous trajectories. Let

Φ (B) =

∫
B

X (dt) , B ∈ B (R) ,

where the integral in the right-hand side of the above equation is the Lebesgue-
Stieltjes integral. Thus Φ is the Lebesgue-Stieltjes measure associated with X.
For any B ∈ Bc (R), let (a, b] be an interval containing B, then

Φ (B) ≤ Φ ((a, b]) = X (b)−X (a) <∞,

which shows that Φ (ω) is locally finite. For any interval (a, b], Φ ((a, b]) =
X (b) − X (a) is a random variable. It follows that Φ is a random measure by
Corollary 1.3.2.

We show now that the probability distribution of a random measure is char-
acterized by the finite-dimensional distributions where B1, . . . , Bk are in some
subclass of B (G).

Corollary 1.3.4. The probability distribution of a random measure Φ on a
l.c.s.h. space G is characterized by the distributions of the random vectors
(Φ(B1), . . . ,Φ(Bk)) where k ∈ N, B1, . . . , Bk ∈ B0 (G); where B0 (G) is as in
Lemma 1.3.1.

Proof. Let C be the class of subsets of M̄ (G) of the form{
µ ∈ M̄ (G) : µ (B1) ∈ A1, . . . , µ (Bk) ∈ Ak

}
,

where k ∈ N∗, B1, . . . , Bk ∈ B0 (G) , A1, . . . , Ak ∈ B (R). If follows from Lemma 1.3.1
that σ (C) = M̄ (G). Since, C is non-empty and stable by finite intersec-
tions (i.e., a π-system), then two σ-finite measures which agree on C would
agree on σ (C) = M̄ (G); cf. [11, Theorem 10.3 p.163].
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Corollary 1.3.5. Let Φ be a random measure on a l.c.s.h. space G and let
B0 (G) be as in Lemma 1.3.1. Let σ (Φ) be the σ-algebra generated by Φ, then
σ (Φ) is generated by Φ (B) where B ∈ B0 (G); that is

σ (Φ) = σ ({Φ (B) : B ∈ B0 (G)}) .

Proof. This follows from Lemma 1.3.1.

Lemma 1.3.6. For any l.c.s.h. G,

(i) there exists a countable base of the topology on G consisting of open
relatively compact sets;

(ii) there exists a countable class B0 (G) as in Lemma 1.3.1.

Proof. (i) Every point x in G has an open neighborhood in Bc (G), say Ux.
Collect all Ux ∩O for every x ∈ G and open set O containing x. This collection
is a base consisting of Bc (G)-sets. But since G is second-countable, such a base
has a countable subfamily, say D, which is still a base. (ii) Then D generates the
Borel σ-algebra B (G). Let B0 be the ring (i.e., a family closed under unions and
set differences) generated by D. Then B0 is countable by [44, Theorem C p.23].
Since B0 is a ring, it is closed under finite intersections (since A∩B = A\(A\B)).
Let Bn be the union of the first n sets in D, then Bn ↑ G. If we denote
A0 = B0, An+1 = Bn+1\Bn, then A0, A1, . . . is a countable partition of G into
Bc (G)-sets.

1.3.1 Powers and moment measures

Given a σ-finite measure µ on a measurable space and n ∈ N∗, recall the notation
µn of its n-th power in the sense of products of measures. This extends to
random measures as follows.

Lemma 1.3.7. Random measure power. Let Φ be a random measure on a
l.c.s.h. space G. Then, its n-th power Φn is itself a random measure for any
n ∈ N∗.

Proof. It follows from (14.E.3) that, for any B1, . . . , Bn ∈ B (G),

Φn (B1 × . . .×Bn) = Φ (B1) . . .Φ (Bn)

is a random variable. Then for any finite disjoint union B of sets of the form
B1 × . . . × Bn, Φn (B) is also a random variable. The class of such unions is
closed under finite intersections, generates B (G)

⊗n
and contains Gn. Then, Φn

is a random measure by Corollary 1.3.2.

Definition 1.3.8. Moment measures. For a random measure Φ on a l.c.s.h.
space G, let Φn be the n-th power of Φ. We call MΦn the n-th moment measure
(the first moment measure is the mean measure) of Φ.
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Example 1.3.9. For any random measure Φ on a l.c.s.h. space G, and any
B1, . . . , Bn ∈ B (G),

MΦn (B1 × . . .×Bn) = E [Φn (B1 × . . .×Bn)] = E [Φ (B1) . . .Φ (Bn)] .

where the second equality is due to (14.E.3). In particular, MΦn (Bn) = E [Φ (B)
n
],

B ∈ B (G).

Example 1.3.10. The Campbell averaging theorem 1.2.5 applied to the random
measure Φn shows that for all measurable functions f : Gn → R̄+,

E

[∫
Gn
fdΦn

]
=

∫
Gn
fdMΦn .

1.3.2 Laplace transform characterization

Proposition 1.3.11. The probability distribution of a random measure Φ on on
a l.c.s.h. space G is characterized by its Laplace transform LΦ (f) for measurable
functions f : G→ R+ which are bounded with support in Bc (G).

Proof. For any measurable f : G → R̄+, consider an increasing sequence of
measurable functions fn : G → R+ which are bounded with support in Bc (G),
converging pointwise to f . Invoking the monotone convergence theorem, we get
LΦ (fn)→ LΦ (f) as n→∞. Corollary 1.2.2 allows one to conclude.

Corollary 1.3.12. Let ε ∈ R∗+. Let Φ be a random measure on on a l.c.s.h.
space G such that: (i) its moment measures are locally finite and (ii) for any
D ∈ Bc (G), the radius of convergence RLΦ(D)

(cf. Definition 13.B.3) is positive.

Assume that Φ̃ is a random measure on G such that LΦ (f) = LΦ̃ (f) for any
measurable function f : G → R+ with support in Bc (G) such that ‖f‖∞ < ε.

Then Φ and Φ̃ are equal in distribution.

Proof. Consider a bounded measurable function g : G → R+ with support in
Bc (G). For any t < ε/ ‖g‖∞, LΦ (tg) = LΦ̃ (tg); that is

E
[
e−tΦ(g)

]
= E

[
e−tΦ̃(g)

]
.

Applying Corollary 13.B.5 to the random variables X = Φ (g) and Y = Φ̃ (g)

shows that Φ (g)
dist.
= Φ̃ (g). Then the above equality holds for any t ∈ R+; in

particular for t = 1. Proposition 1.3.11 allows one to conclude.

1.3.3 Independence

The independence of random measures is defined as usually through their dis-
tributions.
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Definition 1.3.13. Two random measures Φ1 and Φ2 on a l.c.s.h. space G are
called independent if

P(Φ1 ∈ L1,Φ2 ∈ L2) = P(Φ1 ∈ L1)P(Φ2 ∈ L2), L1, L2 ∈ M̄ (G) .

More generally, a family {Φj}j∈I of random measures on G indexed by an ar-
bitrary set I is called independent if for all finite J ⊂ I,

P
(⋂

j∈J
{Φj ∈ Lj}

)
=
∏

j∈J
P(Φj ∈ Lj).

The following result characterizes the independence of random measures by
the independence of their values on measurable sets.

Corollary 1.3.14. A family of random measures {Φj}j∈I on a l.c.s.h. space
G is independent iff the family of random variables {Φj (Bj)}j∈I is independent
for all Bj ∈ B0 (G) (j ∈ I); where B0 (G) is as in Lemma 1.3.1.

Proof. The direct sense is obvious. The converse follows from Corollary 1.3.5.

We now characterize the independence of random measures through their
Laplace transforms.

Proposition 1.3.15. A family {Φj}j∈I of random measures (where I is an
arbitrary index set) on a l.c.s.h. space G is independent iff for all finite J ⊂ I,
and all fj ∈ F+ (G) (j ∈ J),

E
[
e−
∑
j∈J Φj(fj)

]
=
∏

j∈J
E
[
e−Φj(fj)

]
, (1.3.1)

where Φj (fj) =
∫
fjdΦj.

Proof. The direct sense is obvious. For the converse, let Bj ∈ B (G) (j ∈ J).
For any αj ∈ R+ (j ∈ J), applying (1.3.1) to fj = αj1Bj (j ∈ J) we get

E
[
e−
∑
j∈J αjΦj(Bj)

]
=
∏

j∈J
E
[
e−αjΦj(Bj)

]
.

Then the random variables {Φj (Bj)}j∈J are independent. Then {Φj}j∈J are
independent by Corollary 1.3.14 which completes the proof.

1.4 Stochastic integral

Let Φ be a random measure on a l.c.s.h. space G and let {Z (t)}t∈G be a
measurable stochastic process with values in R+; i.e., the mapping from G×Ω
(endowed with the product σ-algebra B (G) ⊗ A) into R+ defined by (t, ω) →
Z(t, ω) is measurable. Then one can define the Lebesgue integrals

Φ̃ (ω,B) =

∫
B

Z(t, ω)Φ (ω,dt) , ω ∈ Ω, B ∈ B (G) (1.4.1)
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called a stochastic integral . For each ω ∈ Ω, Φ̃ (ω, ·) is a clearly a measure.
Recall from Definition 14.D.1 that a measure kernel from Ω to G is a mapping

Φ from Ω × B (G) to R+ such that: for all B ∈ B (G) the map ω 7→ Φ (ω,B)
is measurable, and for all ω ∈ Ω, Φ (ω, ·) is a measure on G. Then it follows
from Proposition 1.1.7(iii) that a random measure is indeed a measure kernel
from Ω to G such that for all ω ∈ Ω, Φ (ω, ·) is locally finite. In particular, any
probability kernel from Ω× B (G) to R+ is a Random measure.

Proposition 1.4.1. Let Φ be a random measure on a l.c.s.h. space G, let
{Z (t)}t∈G be a measurable stochastic process with values in R+, and assume

that, for each ω ∈ Ω, the measure Φ̃ (ω, ·) defined by (1.4.1) is locally finite.
Then Φ̃ is a random measure.

Proof. From Corollary 1.3.2, it is enough to show that for each B ∈ Bc (G), the
mapping ω 7→ Φ̃ (ω,B) is measurable. Note first that, by definition of a random
measure, Φ (ω,B) < ∞ for all ω ∈ Ω. Then by appropriate normalization,
it is enough to show that ω 7→ Φ̃ (ω,B) is measurable when Φ is a probability
kernel from Ω to B. Under this assumption, it follows from the measure mixture
theorem 14.D.4, that there exists a unique probability measure λ on Ω×B such
that

λ (A× C) =

∫
A

Φ (ω,C) P (dω) , A ∈ A, C ∈ B (G) , C ⊂ B

(λ is called a mixture of Φ (ω,dt) with respect to P (dω)). Moreover, this the-
orem shows that for all nonnegative measurable functions Z on G × Ω, the
mapping

ω 7→
∫
B

Z(t, ω)Φ (ω,dt)

is measurable.

Proposition 1.4.2. Let Φ be a random measure on a l.c.s.h. space G with σ-
finite mean measure and let {Z (t)}t∈G be a measurable stochastic process with
values in R̄+ independent of Φ. Then

E

[∫
B

Z(t, ω)Φ (ω,dt)

]
=

∫
B

E [Z(t, ω)]MΦ (dt) B ∈ B (G) . (1.4.2)

Proof. Let Z := {Z (t)}t∈G. For any B ∈ B (G), we have

E

[∫
B

Z(t, ω)Φ (ω,dt)

]
= E

[
E

[∫
B

Z(t, ω)Φ (ω,dt)

∣∣∣∣Z]]
= E

[∫
B

Z(t, ω)MΦ (dt)

]
=

∫
B

E [Z(t, ω)]MΦ (dt) ,

where the second equality is due to the Campbell averaging formula (1.2.2)
and the independence of Φ from Z; the last equality is due to Fubini-Tonelli
theorem.
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When Φ and Z are independent, the reader will find more properties of the
stochastic integral (1.4.1) in [55]. We will see later in Section 3.1 how to extend
Equation (1.4.2) to the case when Z and Φ are not necessarily independent
using Palm theory.

1.5 Vague topology on M̄ (G)

Lemma 1.5.1. Let G be a l.c.s.h. space. The σ-algebra M̄ (G) is generated by
the mappings µ 7→ µ (f), f ∈ Fc (G).

Proof. Cf. [52, Lemma 1.4]. Let M̄′ be the σ-algebra on M̄ (G) generated by
the mappings µ 7→ µ (f), f ∈ Fc (G). It follows from Lemma 1.1.5 that M̄′ ⊂
M̄ (G). To prove the converse, let B be a compact in G and let f1, f2, . . . ∈
Fc (G) be such that fn ↓ 1B (cf. [52, §15.6.1]). Then f1 − fn ↑ f1 − 1B and
by the monotone convergence theorem µ (f1) − µ (fn) ↑ µ (f1) − µ (B). Since
µ (f1) < ∞, we get µ (fn) ↓ µ (B). Then the mapping µ 7→ µ (B) is M̄′-
measurable for all compacts B. Since, by Lemma 1.3.1, M̄ (G) is generated by
µ 7→ µ (B), B compact, it follows that M̄ (G) ⊂ M̄′.

Definition 1.5.2. Let G be a l.c.s.h. space and µ, µ1, µ2, . . . be in M̄ (G). We

say that the sequence µn converges vaguely to µ, and write µn
v→ µ, if, for

f ∈ Fc (G), µn (f)→ µ (f). Let T be the vague topology on M̄ (G); that is the
topology associated with the vague convergence.

Proposition 1.5.3. Let G be a l.c.s.h. space. The σ-algebra M̄ (G) coincides
with the σ-algebra generated by the vague topology T .

Proof. Cf. [52, Lemma 4.1]. By definition of the vague topology, for all f ∈
Fc (G), the mapping µ 7→ µ (f) is T continuous and hence σ (T ) measurable.
By Lemma 1.5.1, M̄ (G) ⊂ σ (T ). To prove the converse, note first that all
finite intersections of sets of the form

{
µ ∈ M̄ (G) : s < µ (f) < t

}
where f ∈

Fc (G) , s, t ∈ R is a base of T (cf. [52, §15.7]). Moreover, since
(
M̄ (G) ,M̄ (G)

)
is Polish in the vague topology (cf. [52, §15.7.7]) and since every Polish space is
second countable, any set in T may be formed by countable set operations from
sets of the form

{
µ ∈ M̄ (G) : s < µ (f) < t

}
with f ∈ Fc (G) , s, t ∈ R. Then

T ⊂ M̄ (G), hence σ (T ) ⊂ M̄ (G).

1.6 Point processes

A counting measure is a locally finite measure µ on (G,B (G)) such that µ (B) ∈
N for all B ∈ Bc (G). Let M (G) be the set of counting measures on (G,B (G)).
LetM (G) be the σ-algebra on M (G) generated by the mappings µ 7→ µ (B) , B ∈
B (G), i.e., the smallest σ-algebra making these mappings measurable.

Let (Ω,A,P) be a probability space.
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Definition 1.6.1. Let G be a l.c.s.h. space. A point process is a measurable
mapping Φ : Ω → M (G) (Ω and M (G) being equipped with the σ-algebras A
and M (G), respectively). The probability distribution of Φ is PΦ = P ◦ Φ−1.

1.6.1 Simple point processes

Definition 1.6.2. Let G be a l.c.s.h. space. A counting measure µ ∈ M (G) is
said to be simple if

µ({x}) ≤ 1, ∀x ∈ G.

A point process Φ is called simple if Φ (ω) is simple P-almost surely; that is

P (∀x ∈ G,Φ({x}) ≤ 1) = 1. (1.6.1)

In order to prove that the event considered in the above definition is mea-
surable, we need the following technical lemma which will be used later many
times.

Lemma 1.6.3. [52, p.19] Let G be a l.c.s.h. space. There exists a sequence of
nested partitions Kn = {Kn,j}j∈N of G, i.e., for each n ∈ N, Kn is a partition

of G, and Kn is nested in Kn−1, such that Kn,j ∈ Bc (G) and

lim
n→∞

(
sup
j∈N
|Kn,j |

)
= 0, (1.6.2)

where |·| denotes the diameter in any fixed metric. Moreover, for all B ∈ Bc (G),
n ∈ N, only finitely many sets in Kn intersect B. Denoting by kn the number of
these sets, we say that {Kn,j ∩B}knj=1 is a sequence of nested partitions of B.

Proof. Let B(x, r) denotes the open ball of center x ∈ G and radius r w.r.t.
a metric d on (G,B (G)) making it separable and complete. Let U0, U1, . . . be
locally compact sets constituting a countable base of the topology of G. For all
i = 0, 1, . . ., let ai be a point of Ui. For all nonnegative integers i and j, let

V 0
i,j = Ui ∩B(aj , 1).

We now show that this countable collection of open sets covers G. Since

⋃
i,j

V 0
i,j =

⋃
j

(
B(aj , 1)

⋂(⋃
i

Ui

))
=
⋃
j

B(aj , 1),

it is enough to prove that the balls B(aj , 1), j = 0, 1, . . . cover G. For all x and
all neighborhoods Vx of x, it follows from the fact that {Ui} is a basis that the set
Vx ∩B(x, 1) contains one of the sets {Ui}, say Ui∗ . Hence x ∈ B(ai∗ , 1), which
completes the proof of coverage. Let W0 = {W0,k}k∈N be some enumeration of
these sets. Then define the partition K0 = {K0,k}k∈N of order 0 by

K0,0 = W0,0, K0,k = W0,k\
k−1⋃
i=1

W0,l, k = 1, 2, . . .
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The construction of the partitions of order n > 0 proceeds by induction on n.
Once Kn−1 is constructed, the next partition Kn is constructed as follows. Let

V ni,j = Ui ∩B
(
aj , 2

−n) , i, j ∈ N

and let Wn = {Wn,k}k∈N be some enumeration of these sets. Then define a
partition Cn = {Cn,k}k∈N by

Cn,0 = Wn,0, Cn,k = Wn,k\
k−1⋃
i=1

Wn,l, k = 1, 2, . . .

and let
Kn = {Cn,k ∩Kn−1,j : j, k ∈ N}.

Clearly Kn is a partition nested in Kn−1 and supj∈N |Kn,j | ≤ 2−n → 0 as
n → ∞. Let B ∈ Bc (G). We show now by induction that for all n ∈ N
only finitely many sets in Kn intersect B. Initialization. Since B is relatively
compact, it may be covered by a finite number of W0,j and thus by finitely many
K0,j . Heredity. Assume that the announced property holds for n− 1. B may
be covered by a finite number of Wn,k and thus by finitely many Cn,j . Since, by
induction assumption, B is covered by finitely many Kn−1,j , then B is covered
by finitely many Cn,i ∩Kn−1,j .

Arguing as in [52, Lemma 1.1], it may be shown that the condition (1.6.2) is
independent of the choice of the metric. Moreover, this condition ensures that
Kn separates eventually the points of G; i.e., for all x 6= y ∈ G, there exists n
such that x and y belong to different sets in Kn.

We will show now that a point process is indeed a random measure.

Corollary 1.6.4. Point process versus random measure. Let M (G) the set of
counting measures on a l.c.s.h. space G and M̄ (G) be the set of locally finite
measures on G. Let M (G) and M̄ (G) be the respective σ-algebras generated
by the mappings µ 7→ µ (B) , B ∈ B (G). Then:

(i)
M (G) ⊂ M̄ (G) .

(ii) A point process is a random measure. Conversely, a random measure with
values in M (G) is a point process.

Proof. (i) Observe first that

E :=
{
M (G) ∩B : B ∈ M̄ (G)

}
is a σ-algebra of subsets of M (G). Moreover, for all B ∈ B (G) and all a ∈ R+,

{µ ∈M (G) : µ (B) ≤ a} = M (G) ∩
{
µ ∈ M̄ (G) : µ (B) ≤ a

}
belongs to E . Then M (G) ⊂ E . It is therefore enough to prove that M (G) ∈
M̄ (G) to get the announced inclusion. Let Kn = {Kn,j}j∈N be a sequence of
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nested partitions of G as in Lemma 1.6.3. Let K =
⋃
n∈NKn = {Kn,j}n,j∈N and

define

N = {µ ∈ M̄ (G) : µ(B) ∈ N for all B ∈ K}.

Clearly M (G) ⊂ N . We prove that N ⊂M (G) by showing that for any µ ∈ N
and K compact subset of G, µ(K) ∈ N. Since any µ ∈ M̄ (G) is inner regular
by [26, Proposition 7.2.3], it will follow that µ ∈ M (G). Let µ ∈ N and K
be a compact subset of G. By Lemma 1.6.3, for any n ∈ N, the collection
Cn = {B ∈ Kn : B ∩K 6= ∅} is finite. For each n ∈ N, let Cn be the union of all
sets in Cn. Then {Cn : n ∈ N} is a decreasing sequence of relatively compact
sets, each of which contains K, and µ(Cn) ∈ N. We claim that K =

⋂
n∈N Cn.

Let d be a metric in (G,B (G)) making it separable and complete. Suppose
x ∈ ⋂n∈N Cn. For each n ∈ N there is Kn,jn ∈ Cn such that x ∈ Kn,jn . Choose
xn ∈ Kn,jn ∩K. Observe that

d(x, xn) ≤ |Kn,jn | ≤ sup
j∈N
|Kn,j | →

n→∞
0,

where | · | denotes the diameter with respect to the metric d. It follows that
x ∈ K. Therefore µ(K) = limn→∞ µ(Cn) ∈ N. (ii) This follows from (i) and
the obvious observation that M (G) ⊂ M̄ (G).

Corollary 1.6.5. Let G be a l.c.s.h. space. For any a ∈ R+, we have

{µ ∈M (G) : ∃x ∈ G, µ ({x}) ≥ a} ∈ M (G) .

The above result holds true when M (G) and M (G) are replaced by M̄ (G) and
M̄ (G) respectively.

Proof. By Lemma 1.1.4, G may be covered by a countable union of compact
sets. Then it is enough to prove that for all compacts B ∈ B (G), the set

A := {µ ∈M (G) : ∃x ∈ B,µ ({x}) ≥ a}

is measurable. Let {Bn,j}knj=1 be a sequence of nested partitions of B as in
Lemma 1.6.3. Let

C :=
⋂
n∈N

⋃
j

{µ ∈M (G) : µ (Bn,j) ≥ a} .

It is clear that A ⊂ C. Now let µ ∈ C. For any n ∈ N, there exists some j (n)
such that µ

(
Bn,j(n)

)
≥ a. Choosing arbitrary xn ∈ Bn,j(n), n ∈ N, it is seen

from the compactness of B that there exists some subsequence xσn converging
to some x ∈ B. Every open set G containing x contains eventually the Bσn,j(σn)

and therefore µ (G) ≥ a. This being true for all open sets G containing x, it
follows that µ ({x}) ≥ a. Then µ ∈ A, and therefore C ⊂ A. Therefore A = C
and the announced measurability follows.
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We are now ready to prove that the event considered in Equation (1.6.1) is
measurable; indeed

{µ ∈M (G) : ∀x ∈ G, µ ({x}) ≤ 1} = M (G) \ {µ ∈M (G) : ∃x ∈ G, µ ({x}) ≥ 2} ,

which is measurable by Corollary 1.6.5.
Note that, in general, the simplicity of a point process Φ is not equivalent

to the statement that ∀x ∈ G,P (Φ({x}) ≤ 1) = 1 as shown in the following
counterexample.

Example 1.6.6. Counterexample. Let X be a real random variable having a
probability density function and let Φ = 2δX . Clearly Φ is not simple whereas
for all x ∈ R, P (Φ({x}) ≤ 1) = P (X 6= x) = 1.

1.6.2 Enumeration of points

We first show that any counting measure can be decomposed into a weighted
sum of Dirac measures over its atoms and that these atoms may be enumerated
in a measurable way. To do so, we need some preliminary lemmas.

The set A of atoms of the locally finite measure µ on G is

A = {x ∈ G : µ({x}) > 0}.

The restriction µa of µ to A is called the atomic component of µ. The measure
µ can be decomposed as

µ = µa + µd,

with µd the diffuse component of µ.

Lemma 1.6.7. The diffuse component of a counting measure on a l.c.s.h. space
G is the null measure.

Proof. It is enough to show that a diffuse counting measure µ on G is the
null measure. For any x ∈ G, there exists a neighborhood Ux ∈ B (G) such
that µ (Ux) = 0. (Indeed, assume for the sake of a contradiction that for any
neighborhood U ∈ B (G) of x, µ (U) ≥ 1. Consider a sequence of decreasing
relatively compact neighborhoods {Un}n∈N of x such that

⋂
n∈N

Un = {x}. It

follows from the continuity from above of measures [44, Theorem E p.38] that
µ ({x}) = limn→∞ µ (Un) ≥ 1, which contradicts the assumption that µ is dif-

fuse.) Let K be a compact of G. From the covering K ⊂
⋃

x∈K
Ux, we may

extract a finite covering; say K ⊂
⋃n

i=1
Uxi . Thus µ(K) ≤ ∑n

i=1 µ(Uxi) = 0.

Taking a sequence of compacts {Kn}n∈N∗ increasing to G shows by continuity
from below [44, Theorem D p.38] that

µ (G) = µ
(

lim
n→∞

Kn

)
= lim
n→∞

µ (Kn) = 0.
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Lemma 1.6.8. [52, Lemma 2.1] Let G be a l.c.s.h. space. Any measure µ ∈
M (G) can be written

µ =

J∑
j=1

bjδxj , (1.6.3)

where J ∈ N̄, (xj)j=1,...,J is a sequence of points of G without accumulation point
and (bj)j=1,...,J are positive integers. Moreover this decomposition is unique up
to a permutation of the terms.

Proof. By the last lemma, µ has no diffuse component. By Lemma 1.1.4, G
admits a countable partition into relatively compact sets, say B0, B1, . . .. Since
µ is locally finite, µ (Bi) <∞ for each i ∈ N. Since µ is a counting measure, for
each, x ∈ Bi, µ ({x}) ∈ N. The number of x ∈ Bi such that µ ({x}) ≥ 1 is finite,
say Ji. Let xi,1, . . . , xi,Ji be such points and bi,l = µ ({xi,l}) for l = 1, . . . , Ji.
Then

µ =
∑
i∈N

Ji∑
l=1

bi,lδxi,l .

which may be written in the form (1.6.3). Moreover, the above construction
shows the uniqueness of the decomposition up to a permutation of the terms.
Since µ is locally finite, then the sequence (xj)j=1,...,J has no accumulation
point.

Notation 1.6.9. Sometimes we will write x ∈ µ to say that x is an atom of µ,
i.e., µ ({x}) ≥ 1.

For µ ∈ M (G) and each k ∈ N∗, we introduce a measure µ∗k counting the
atoms of µ with mass equal to k; that is

µ∗k (B) =
∑

x∈B∩µ
1 {µ ({x}) = k} , B ∈ B (G) . (1.6.4)

The measure

µ∗ (B) =
∑

x∈B∩µ
1 {µ ({x}) ≥ 1} , B ∈ B (G) (1.6.5)

is called the support measure associated to µ; that is µ∗ is a simple measure
having the same atoms as µ.

Lemma 1.6.10. Let G be a l.c.s.h. space. The mappings µ 7→ µ∗ given
by (1.6.5) and µ 7→ µ∗k given by (1.6.4), k ∈ N∗ are measurable on M (G).

Proof. Let B ∈ Bc (G) and m ∈ N. We aim to prove that

{µ ∈M (G) : µ∗k (B) = m} ∈ M (G) .
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To do so, let {Kn,j ∩B}knj=1 be a sequence of nested partitions of B as in

Lemma 1.6.3. Consider n sufficiently large so that {Kn,j ∩B}knj=1 separate the
atoms of µ in B. Thus

µ∗k (B) =
∑

x∈B∩µ
1 {µ ({x}) = k}

=

kn∑
j=1

∑
x∈Kn,j∩B∩µ

1 {µ ({x}) = k} =

kn∑
j=1

1 {µ (Kn,j ∩B) = k} .

Thus {µ ∈M (G) : µ∗k (B) = m} is the union over all m1, . . . ,mkn ∈ {0, 1} such
that m1 + . . .+mkn = m of

kn⋂
j=1

{µ ∈M (G) : 1 {µ (Kn,j ∩B) = k} = mj} ,

which is in M (G). The measurability of µ 7→ µ∗ follows from the fact that the
support measure is the sum of the µ∗k, for k ≥ 1.

We are now ready to prove the existence of a measurable enumeration of the
points of counting measures.

Proposition 1.6.11. Measurable enumeration of atoms [52, Lemma 2.3]. Let
G be a l.c.s.h. space. The decomposition (1.6.3) may be chosen in such a way
that the mapping µ 7→ J (µ) defined on M (G) is measurable and for every j ∈
N∗, the mappings µ 7→ xj (µ) and µ 7→ bj (µ) defined on {µ ∈M (G) : J (µ) ≥ j}
are measurable.

Proof. Simple case. We will firstly prove the announced result for the set
Ms (G) of simple counting measures on G. Observe that Ms (G) ∈ M (G) by
Corollary 1.6.5. The mapping µ 7→ J (µ) = µ (G) defined on Ms (G) is clearly
M (G)-measurable. Let Kn = {Kn,j}j∈N (n ∈ N) be a sequence of nested

partitions of G as in Lemma 1.6.3; in particular Kn,j ∈ Bc (G) for all n, j ∈ N.
This lemma ensures that, for all B ∈ Bc (G), n ∈ N, only finitely many sets in
Kn intersect B. In particular, for any n ∈ N∗, there are only finitely many Kn,j

in each Kn−1,i. Then we may choose the indexes j of Kn,j in such a way that
we begin by indexing the subsets of Kn−1,0, then those of Kn−1,1, then those of
Kn−1,2, etc. Recall that condition (1.6.2) ensures that Kn separates eventually
the points of G; i.e., for all x 6= y ∈ G, there exists n such that x and y belong
to different sets in Kn, say Kn,i and Kn,j respectively. We will say that x ≺ y
whenever i < j. This order is well defined due to our convention on the choice
of the indexes j of Kn,j . We will show that we may enumerate the atoms of
any µ ∈ Ms (G) according to the order ≺ defined above. First, we classify the
atoms of µ according to their occurrence in K0,0,K0,1, . . .. For the atoms in K0,j

(there are a finite number of them) order them according to the order ≺ defined
above. It remains to show that for every k ∈ N∗, the mapping µ 7→ xk (µ)
defined on {µ ∈Ms (G) : J (µ) ≥ k} is measurable. It is seen by induction that
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it is enough to consider k = 1. Thus we have to show that, for each B ∈ B (G),
the set {µ ∈Ms (G) : J (µ) ≥ 1, x1 (µ) ∈ B} is measurable. Observe that this
set is equal to

{µ ∈Ms (G) : µ (G) = µ (B) = 1} ∪ {µ ∈Ms (G) : J (µ) ≥ 2, x1 (µ) ∈ B} ,

where the first set is clearly M (G)-measurable. When J (µ) ≥ 2, assume that
x = x1 (µ) ∈ B and let y = x2 (µ). Since x ≺ y, there exists n such that x and
y belong to different sets in Kn. Let j be such that x ∈ Kn,j . Then

µ (Kn,i) = 0, i = 0, . . . , j − 1

and

µ (Kn,j) = µ (Kn,j ∩B) = 1.

Conversely, assume that for some µ ∈ Ms (G) there exist some n, j such that
the above two conditions hold true. Let x be the atom of µ in Kn,j ∩ B. Any
other (eventual) atom y of µ is in Kn,l for some l > j. Then x ≺ y and therefore
x1 (µ) = x which is in B. Thus {µ ∈Ms (G) : J (µ) ≥ 1, x1 (µ) ∈ B} is equal to

⋃
n∈N

⋃
j∈N

[(
j−1⋂
i=0

{µ : µ (Kn,i) = 0}
)
∩ {µ : µ (Kn,j) = µ (Kn,j ∩B) = 1}

]

which is M (G)-measurable. General case. We now prove the announced
result for the whole set M (G) of counting measures on G. Recall that for
µ ∈ M (G) and each k ∈ N∗, we denote by µ∗k the measure (1.6.4) counting the
atoms of µ with mass equal to k. The set function B × {k} 7→ µ∗k (B) defines a
measure on G× N∗ which we denote by µ̃. Clearly, µ̃ ∈ Ms (G× N∗). Then by
the first part of the proof,

µ̃ =

J∑
j=1

δ(xj,bj ),

where the mapping µ̃ 7→ J (µ̃), defined on Ms (G× N∗), is measurable, and
for every j ∈ N∗, the mappings µ̃ 7→ xj (µ̃) and µ̃ 7→ bj (µ̃), defined on
{µ̃ ∈Ms (G× N∗) : J (µ̃) ≥ j}, are measurable. One concludes the proof when
observing that, by Lemma 1.6.10, the mapping µ 7→ µ̃, defined on M (G), is
M (G)-measurable.

Corollary 1.6.12. Let G be a l.c.s.h. space. Any measure µ ∈ M (G) can be
written

µ =

µ(G)∑
j=1

δyj , (1.6.6)

where (yj)j=1,...,µ(G) is a sequence of points of G without accumulation point and
the mappings µ 7→ yj (µ) defined on {µ ∈M (G) : µ (G) ≥ j} are measurable.
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Proof. The decomposition (1.6.3) may be writen in the form

µ =

µ(G)∑
j=1

δxσ(j)
,

where σ (1) = . . . = σ (b1) = 1, σ (b1 + 1) = . . . = σ (b1 + b2) = 2, etc. It
remains to show that the above enumeration preserves measurablity. To this
end, observe that xj (µ) = xσ(j) (µ∗) where µ∗ is the support measure given
by (1.6.5). Invoking Lemma 1.6.10 shows that µ 7→ µ∗ is measurable. Finally,
Proposition 1.6.11 implies that µ∗ 7→ xj (µ∗) is measurable, which concludes the
proof.

Notation 1.6.13. Enumeration of atoms. In view of Corollary 1.6.12, we can
write

µ =
∑

j∈Z:yj∈µ
δyj , (1.6.7)

assuming implicitly that:

• the mappings µ 7→ yj (µ) are measurable;

• the index j ranges over a (possibly proper) subset of Z;

• denoting the atoms of µ by yj is “local” in the sense that we can also write
ν =

∑
j∈Z:yj∈ν δyj for another measure ν.

In particular, with the above convention, we will often write for a measurable
function f on M (G), ∫

G
fdµ =

∑
j∈Z:yj∈µ

f (yj) ,

or even ∫
G
fdµ =

∑
j∈Z

f (yj)

when the association µ =
∑
j∈Z δyj is clear from the context.

The enumeration of points of counting measures described in the proof of
Proposition 1.6.11 can be replaced by more explicit ones for particular cases of
G as shown in the following examples.

Example 1.6.14. Enumeration of points in R. On R, it is usual to enumerate
the points of counting measures in the increasing order; that is

. . . x−1 ≤ x0 ≤ 0 < x1 ≤ x2 . . . (1.6.8)

The above enumeration is measurable. Indeed, for any µ ∈M (G) , k ∈ N, t ∈ R,

xk (µ) ≤ t⇔
{

µ ((0, t]) ≥ k, for k ≥ 1, t > 0,
µ ((t, 0]) ≤ |k| , for k ≤ 0, t < 0.
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Example 1.6.15. Enumeration of points in Rd. On Rd with d ≥ 2, there is
no natural way of enumerating the points of counting measures similar to that
described in Example 1.6.14 on R. Here are some examples of enumerations in
Rd:

(i) Lexicographic order of polar coordinates. That is, we enumerate the points
in the increasing order of their distances to the origin and in case of equal-
ity, we use the lexicographic order of the angular coordinates.

(ii) Enumerate the points in the order that a growing d-cube hit them and break
the ties with the lexicographic order of Cartesian coordinates.

Example 1.6.16. Counterexample. The lexicographic order of the Cartesian
coordinates may not be used to enumerate the points of counting measures in
Rd. This is due to the fact that for d = 1, there may be points going to −∞.
For d ≥ 2, even when we restrict ourselves to Rd+, the projection of the points
of a counting measure µ on the first coordinate axis may have an accumulation
point at 0 and therefore x0 (µ) is not well defined.

Remark 1.6.17. It will be often implicitly assumed that a particular way of
point enumeration (1.6.7) is chosen. In general, the only required property of
such enumeration of points on any space G is its measurability; this means that
no particular enumeration is privileged. If so, it will be explicitly stated.

1.6.3 Generating function

Note that the Laplace transform of a point process may be extended to mea-
surable functions f : G → R̄+ (i.e., R+ ∪ {+∞}) by the same formula as for
nonnegative measurable functions; that is

LΦ (f) = E

[
exp

(
−
∫
G
fdΦ

)]
,

where as usual the integral in the above expression vanishes when Φ (ω) is the
null measure whatever is the function f .

Definition 1.6.18. Let G be a l.c.s.h. space and V (G) be the set of measurable
functions v : G→ [0, 1]. The generating function of a point process Φ, denoted
by GΦ, is defined by

GΦ (v) = LΦ (− log v) = E

[
exp

(∫
G

log [v (x)] Φ (dx)

)]
, v ∈ V (G) . (1.6.9)

Example 1.6.19. Let Φ be a point process on a l.c.s.h. space G. Taking v ≡ 1
in (1.6.9), we get GΦ (1) = 1. Taking v ≡ 0 , we get GΦ (0) = P (Φ = 0). More
generally, taking v = 1B for some B ∈ B (G), we get GΦ (1B) = P (Φ (Bc) = 0).
In particular, the void probability equals

P (Φ (B) = 0) = GΦ (1Bc) = LΦ (f) ,
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where

f (x) =

{
∞, x ∈ B,
0, x ∈ Bc.

Note that

GΦ (v) = E

[∏
X∈Φ

v (X)

]
, v ∈ V (G) ,

with the convention that the product in the right-hand side of the above equality
is equal to 1 when Φ (ω) is the null measure.

Remark 1.6.20. Let G be a l.c.s.h. space. If v ∈ V (G) is such that the support
of 1 − v is in Bc (G), then B = {x ∈ G : v (x) 6= 1} ∈ Bc (G) and therefore the
product ∏

X∈Φ

v (X) =
∏

X∈Φ∩B
v (X)

comprises a finite number of terms.

1.6.4 Factorial powers and moment measures

Given a counting measure µ on a measurable space and n ∈ N∗, recall Defini-
tion 14.E.1 of the n-th factorial power µ(n). This extends to point processes as
follows.

Definition 1.6.21. For a point process on a l.c.s.h. space Φ on G, we denote
by Φ(n) its n-th factorial power (n ∈ N∗). We call MΦ(n) the n-th factorial
moment measure.

The fact that Φ(n) is itself a point process (measurability issue) may be
proved in the same lines as Lemma 1.3.7.

Lemma 1.6.22. Second order moments. Let Φ be a point process on a l.c.s.h.
space G and A,B ∈ B (G) such that MΦ (A) and MΦ (B) are finite. Then

cov (Φ (A) ,Φ (B)) = MΦ(2) (A×B)+MΦ (A ∩B)−MΦ (A)MΦ (B) . (1.6.10)

Var (Φ (B)) = MΦ(2) (B ×B) +MΦ (B)−MΦ (B)
2
. (1.6.11)

Proof. Let A,B ∈ B (G) such that MΦ (A) and MΦ (B) are finite. Then

cov (Φ (A) ,Φ (B)) = E [Φ (A) Φ (B)]−E [Φ (A)] E [Φ (B)]

= MΦ2 (A×B)−MΦ (A)MΦ (B)

= MΦ(2) (A×B) +MΦ (A ∩B)−MΦ (A)MΦ (B) ,

where the third equality follows from (14.E.5). Taking A = B in the above
equality, we get

Var (Φ (B)) = cov (Φ (B) ,Φ (B)) = MΦ(2) (B ×B) +MΦ (B)−MΦ (B)
2
.
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1.7 Exercises

Exercise 1.7.1. Let G be a l.c.s.h. space. For any C ∈ B (G), show that the
mapping µ 7→ µC defined on M̄ (G) by µC (B) = µ (B ∩ C) is (M̄ (G) ,M̄ (G))-
measurable.

Solution 1.7.1. For any B ∈ B (G) , A ∈ B (R),{
µ ∈ M̄ (G) : µC (B) ∈ A

}
=
{
µ ∈ M̄ (G) : µ (B ∩ C) ∈ A

}
∈ M̄ (G) .

Since, by definition, M̄ (G) is generated by
{
µ ∈ M̄ (G) : µ (B) ∈ A

}
, where

B ∈ B (G) , A ∈ B (R), then the announced measurability follows from [11, The-
orem 13.1 p.182].

Exercise 1.7.2. Quadratic random measure. Let {Z (x)}x∈Rd be a real Gaus-
sian stochastic process with continuous trajectories. For any B ∈ B (G), let

Φ (B) =

∫
B

Z (x)
2

dx.

1. Show that Φ is a random measure.

2. Assume that Z is centered and that cov (Z (x) , Z (y)) = C (x− y). Show
that

MΦ (B) = C (0) |B| .

cov (Φ (A) ,Φ (B)) = 2

∫
A×B

C (x− y)
2

dxdy.

Solution 1.7.2. 1. We check that Φ is a random measure. Since x 7→ Z (x, ω)
is continuous, then it is bounded on bounded sets and therefore the measure
Φ (ω) is locally finite. Then it follows from Proposition 1.4.1 that Φ is a random
measure.

2. For all B ∈ B (G),

MΦ (B) = E [Φ (B)]

=

∫
B

E
[
Z (x)

2
]

dx = C (0) |B| .

moreover, for A,B ∈ B (G),

E [Φ (A) Φ (B)] = E

[∫
A

Z (x)
2

dx

∫
B

Z (y)
2

dy

]
=

∫
A×B

E
[
Z (x)

2
Z (y)

2
]

dxdy

=

∫
A×B

(
2C (x− y)

2
+ C (0)

2
)

dxdy,

where we use Isserlis’ theorem for the last equality. Combining the two above
equations, one gets the announced expression of cov (Φ (A) ,Φ (B)).
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Exercise 1.7.3. Independent random measures. Let G be a l.c.s.h. space.
Recall that a measure µ on a l.c.s.h. space G is said to have an atom at x ∈ G
when µ ({x}) > 0. A measure µ is said to be diffuse when it has no atoms; i.e.,
µ ({x}) = 0 for all x ∈ G. Let Φ1 and Φ2 be two independent random measures
such that either MΦ1

or MΦ2
is diffuse. Show that Φ1 and Φ2 have no common

atoms.

Solution 1.7.3. Assume that MΦ1 is diffuse. It follows from (1.4.2) that

E

[∫
G

Φ1 ({x}) Φ2 (dx)

]
=

∫
G
MΦ1

({x})MΦ2
(dx) = 0.

Thus
∫
G Φ1 ({x}) Φ2 (dx) = 0 almost surely.

Exercise 1.7.4. Monte Carlo integration. We aim to calculate numerically the
integral I =

∫
B
fdx where B ∈ B

(
Rd
)

and f : Rd → R is integrable on B.

Let Φ be a random measure on Rd with mean measure MΦ (dx) = 1B (x) dx,
and defined on some probability space (Ω,A,P). Let Φ1, . . . ,Φn be independent
realizations of Φ. Show that P a.s.,

lim
n→∞

1

n

n∑
j=1

(∫
B

fdΦj

)
=

∫
B

fdx. (1.7.1)

Solution 1.7.4. By Theorem 1.2.5

E

[∫
B

fdΦ

]
=

∫
B

fdx.

The result then follows from the law of large numbers.
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Chapter 2

Basic models and
operations

2.1 Poisson point processes

Definition 2.1.1. Let Λ be a locally finite measure on a l.c.s.h space G. A
point process Φ is said to be Poisson with intensity measure Λ if for all pairwise
disjoint sets B1, . . . , Bk ∈ B (G), the random variables Φ (B1) , . . . ,Φ (Bk) are
independent Poisson random variables with respective means Λ (B1) , . . . ,Λ(Bk);
i.e., ∀n1, . . . , nk ∈ N,

P(Φ(B1) = n1, . . . ,Φ(Bk) = nk) =

k∏
i=1

e−Λ(Bi)
Λ(Bi)

ni

ni!
.

Definition 2.1.2. Homogeneous Poisson point process on Rd. If Φ is a Poisson
point process on Rd with intensity measure Λ (dx) = λ× dx where λ ∈ R∗+ and
dx denotes the Lebesgue measure, then Φ is called a homogeneous Poisson point
process of intensity λ.

Example 2.1.3. Poisson point process on a discrete space. Let G be a l.c.s.h.
space. A Poisson point process with intensity measure Λ = αδx for some fixed
x ∈ G is equal to Φ = Nδx where N is a Poisson random variable with mean
α. More generally, given x1, . . . , xn ∈ G, α1, . . . , αn ∈ R+, a Poisson point
process with intensity measure Λ =

∑n
i=1 αiδxi is equal to Φ =

∑n
i=1Niδxi where

N1, . . . , Nn are independent Poisson random variables with respective means
α1, . . . , αn.

Observe that the mean measure of a Poisson point process Φ is equal to its
intensity measure; that is MΦ (B) = E [Φ(B)] = Λ(B), B ∈ B (G) since, by the
very definition, Φ(B) is a Poisson random variable of mean Λ(B). The void
probability of a Poisson point process is equal to νΦ(B) = P(Φ(B) = 0) =
e−Λ(B).

29



30 CHAPTER 2. BASIC MODELS AND OPERATIONS

It is also abvious from the very definition that the restriction of a Poisson
point process Φ of intensity measure Λ to some B ∈ B (G), i.e., the point
process Φ|B (·) = Φ (· ∩B), is a Poisson point process of intensity measure
Λ|B (·) = Λ (· ∩B).

2.1.1 Laplace transform

Proposition 2.1.4. Poisson point process Laplace transform. Let Φ be a Pois-
son point process on a l.c.s.h. space G with intensity measure Λ. Then the
Laplace transform of Φ is given by

LΦ (f) = E

[
exp

(
−
∫
G
fdΦ

)]
= exp

(
−
∫
G

(1− e−f )dΛ

)
, (2.1.1)

for all measurable functions f : G→ R̄+. Moreover, for any such function,

E

[
exp

(∫
G
fdΦ

)]
= exp

(∫
G

(ef − 1)dΛ

)
. (2.1.2)

Proof. Let Φ be a Poisson point process with intensity measure Λ. Consider
first a simple function f =

∑n
j=1 aj1Bj , where a1, . . . , an ≥ 0 and B1, . . . , Bn ∈

B (G) are pairwise disjoint. Then

E

[
exp

(
−
∫
G
fdΦ

)]
= E

exp

− n∑
j=1

ajΦ(Bj)


=

n∏
j=1

E
[
e−ajΦ(Bj)

]
=

n∏
j=1

exp
[
−Λ(Bj)(1− e−aj )

]

= exp

− n∑
j=1

(1− e−aj )Λ(Bj)


= exp

(
−
∫
G

(1− e−f )dΛ

)
,

where the second equality is due to the independence of the random variables
Φ(Bj), j = 1, . . . , n, and the third one follows from the fact that Φ(Bj) is Poisson
with mean Λ(Bj). If f is a general measurable nonnegative function on G, there
exists a nondecreasing sequence of simple functions converging to it; and there-
fore the monotone convergence theorem gives the announced identity (2.1.1).
The proof of Equation (2.1.2) follows the same lines as that of (2.1.1).

Corollary 2.1.5. Let Φ be a Poisson point process on a l.c.s.h space G with
intensity measure Λ. Its generating function (cf. Definition 1.6.18) is given by

GΦ (v) = exp

(
−
∫
G

(1− v)dMΦ

)
, v ∈ V (G) . (2.1.3)
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Proof. This follows from Equations (1.6.9) and (2.1.1).

The following proposition proves the existence of Poisson point processes
with finite intensity measures by constructing them explicitly. This construction
also shows how to simulate such processes.

Proposition 2.1.6. Construction of a Poisson point process with finite inten-
sity measure. Let Λ be a finite measure on a l.c.s.h. space G. Let N be a Poisson
random variable with mean Λ(G) and X1, X2, . . . be i.i.d. random variables with
values in G, independent of N , and such that P (X1 ∈ ·) = Λ(·)/Λ(G). Then

Φ :=
∑N
j=1 δXj is a Poisson point process on a l.c.s.h. space G with intensity

measure Λ.

Proof. For any measurable f : G→ R+, we have

E

[
exp

(
−
∫
G
fdΦ

)]
= E

 N∏
j=1

e−f(Xj)


= P(N = 0) +

∑
n≥1

E

1{N=n}

n∏
j=1

e−f(Xj)


= e−Λ(G) +

∑
n≥1

P(N = n)E

 n∏
j=1

e−f(Xj)


=
∑
n≥0

e−Λ(G) Λ(G)n

n!

[∫
G
e−f(x) 1

Λ(G)
Λ (dx)

]n
= exp

[
−Λ(G) +

∫
G
e−f(x)Λ (dx)

]
= exp

(
−
∫
G

(1− e−f )dΛ

)
.

The result follows from the fact that the Laplace transform characterizes the
distribution of a point process; cf. Corollary 1.2.2.

Definition 2.1.7. We say that a random measure Φ on a l.c.s.h. space G has
a fixed atom at some x ∈ G if P(Φ ({x}) > 0) > 0.

It is easy to see that:

Lemma 2.1.8. A Poisson point process Φ on a l.c.s.h. space G with intensity
measure Λ has a fixed atom at some x ∈ G if and only if Λ({x}) > 0.

Proof. Since Φ({x}) is a Poisson random variable with mean Λ({x}), then

P(Φ ({x}) > 0) = 1− e−Λ({x}).
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Proposition 2.1.9. Simplicity. Let Φ be a Poisson point process on a l.c.s.h.
space G with intensity measure Λ. Then Φ is simple if and only if Λ is dif-
fuse (i.e., has no atoms).

Proof. Direct part. If Λ has an atom at some x ∈ G, then Φ({x}) is a Poisson
random variable with mean Λ({x}), thus P(Φ ({x}) ≥ 2) > 0. Converse part.
Assume that Λ is diffuse. Since the space G may be partitioned into a countable
collection of locally compact sets, it is enough to show that Φ is simple on any
W ∈ Bc (G). Recall that the truncation of a Poisson point process to W is also
Poisson with intensity measure Λ (· ∩W ). Moreover,

P (Φ is simple in W )

=
∑
n≥0

P(Φ(W ) = n)P(Φ is simple in W | Φ(W ) = n)

= P(Φ(W ) ≤ 1)

+
∑
n≥2

P(Φ(W ) = n)

∫
W

· · ·
∫
W

1{∑n
j=1 δxj is simple}

Λ(dx1)

Λ(W )
. . .

Λ(dxn)

Λ(W )

= P(Φ(W ) ≤ 1)

+
∑
n≥2

P(Φ(W ) = n)

∫
W

∫
W\{xn}

· · ·
∫
W\{xn,...,x2}

Λ(dx1)

Λ(W )
· · · Λ(dxn)

Λ(W )
,

where the second equality follows from the construction in Proposition 2.1.6.
Since Λ is diffuse, i.e., Λ({z}) = 0, for all z ∈ G, we have∫

W

∫
W\{xn}

· · ·
∫
W\{xn,...,x2}

Λ(dx1)

Λ(W )
· · · Λ(dxn)

Λ(W )

=

∫
W

· · ·
∫
W

Λ(dx1)

Λ(W )
· · · Λ(dxn)

Λ(W )
= 1.

Then

P (Φ is simple in W ) = P(Φ(W ) ≤ 1) +
∑
n≥2

P(Φ(W ) = n) = 1.

2.1.2 Characterizations

We have already shown that the distribution of a point process is characterized
by its Laplace transform; cf. Corollary 1.2.2. We now give further characteri-
zations.

Theorem 2.1.10. Rényi’s theorem. The probability distribution of a simple
point process Φ on a l.c.s.h space G is characterized by its void probability func-
tion νΦ(B) = P(Φ(B) = 0), B ∈ Bc (G).
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Proof. Cf. [52, Theorem 3.3]. By Corollary 1.3.4, it is enough to shows that the
finite-dimensional distributions of Φ on locally compact sets are characterized
by νΦ(B), B ∈ Bc (G). To do so, we will proceed in several steps.

1. Firstly, we prove by induction on k ∈ N∗ that for all A1, . . . , Ak, B ∈
Bc (G), uk = P (Φ(A1) > 0, . . . ,Φ(Ak) > 0,Φ(B) = 0) can be computed
from the void probability function νΦ. This follows from the fact that for
k = 1,

P (Φ(A1) > 0,Φ(B) = 0) = P(Φ(B) = 0)−P(Φ(B ∪A1) = 0)

= νΦ(B)− νΦ(B ∪A1)

and the recursive relation

P (Φ(A1) > 0, . . . ,Φ(Ak) > 0,Φ(B) = 0)

= P (Φ(A1) > 0, . . . ,Φ(Ak−1) > 0,Φ(B) = 0)

−P (Φ(A1) > 0, . . . ,Φ(Ak−1) > 0,Φ(Ak ∪B) = 0) .

2. Let B ∈ Bc (G) and let {Bn,j}knj=1 be a sequence of nested partitions of B
as in Lemma 1.6.3. For any n ∈ N, let

Hn(B) =

kn∑
j=1

H (Bn,j) ,

where H(A) =1{Φ(A) > 0}, A ∈ Bc (G). Since the point process Φ is
simple and the partitions {Bn,j} eventually separate the points of Φ in B,
we get as n→∞,

Hn(B) ↑ Φ(B), almost surely. (2.1.4)

3. We now prove that, for allB1, . . . , Bk ∈ Bc (G) , j1, . . . , jk ∈ N, P(Hn(B1) ≤
j1, . . . ,Hn(Bk) ≤ jk) can be expressed in terms of νΦ only. We begin by
P(Hn(B) = j). Note that Hn(B) counts the subsets Bn,j comprising at
least one point of Φ, then

P(Hn(B) = j) =
∑

i0,...,ikn∈{0,1}
i0+···+ikn=j

P(H(Bn,0) = i0, . . . ,H(Bn,kn) = ikn).

Moreover, for i0, . . . , ikn ∈ {0, 1},

P (H(Bn,0) = i0, . . . ,H(Bn,kn) = ikn)

= P

( ⋂
l:il=1

{Φ(Bn,l) > 0} ∩
{

Φ

( ⋃
m:im=0

Bn,m

)
= 0

})
,
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which can be expressed in terms of νΦ by the result in Step 1. We may
prove in the same lines as above that, for all j1, . . . , jk ∈ N,

P(Hn(B1) = j1, . . . ,Hn(Bk) = jk)

can be expressed in terms of νΦ, and, by summation, the same holds also
true for

P(Hn(B1) ≤ j1, . . . ,Hn(Bk) ≤ jk).

4. Finally, it follows from (2.1.4) that almost surely

{Hn(B1) ≤ j1, . . . ,Hn(Bk) ≤ jk} ↓ {Φ(B1) ≤ j1, . . . ,Φ(Bk) ≤ jk}

and therefore, by sequential continuity of probability, we get

lim
n↑∞

P(Hn(B1) ≤ j1, . . . ,Hn(Bk) ≤ jk) = P(Φ(B1) ≤ j1, . . . ,Φ(Bk) ≤ jk).

By Step 3 the left-hand side of the above equality is characterized by νΦ,
then so is the finite-dimensional distribution in the right-hand side, which
completes the proof.

Theorem 2.1.11. Let Φ be a simple point process on a l.c.s.h. space G. Then
Φ is Poisson if and only if there exists a diffuse locally finite measure Λ on G
such that, for all A ∈ Bc (G), P (Φ (A) = 0) = e−Λ(A).

Proof. The direct part follows from Proposition 2.1.9. The converse part follows
from Rényi’s theorem 2.1.10.

In particular:

Corollary 2.1.12. If Φ is a simple point process on a l.c.s.h. space G such that,
for all A ∈ Bc (G), Φ (A) is a Poisson random variables, then Φ is a Poisson
point process.

In the above corollary, the assumption that Φ is simple cannot be relaxed
since one can construct two Poisson random variables N1 and N2, of parameters
λ1, λ2, respectively, and such that N1 + N2 is Poisson of parameter λ1 + λ2,
with N1 and N2 not being independent, cf. [94, §12.3].

Definition 2.1.13. A random measure Φ on a l.c.s.h. space G is said to have
the complete independence property if for all pairwise disjoint sets B1, . . . , Bk ∈
Bc (G), the random variables Φ(B1), . . . ,Φ(Bk) are independent.

Theorem 2.1.14. Let Φ be a point process on a l.c.s.h. space G without fixed
atoms. Then Φ is Poisson if and only if Φ is simple and has the complete
independence property.
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Proof. Direct part. Since Φ has no fixed atoms, Λ is diffuse by Lemma 2.1.8
and therefore Φ is simple by Proposition 2.1.9. The complete independence
property follows from the definition of Poisson point processes. Converse part.
Here is an outline of the proof; cf. [30, Lemma 2.4.IV] for the details. Let
Q (A) = − log (P (Φ (A) = 0)) , A ∈ B (G). One checks that:

• Q is obviously nonnegative. Moreover, Q is additive by the complete
independence property.

• Q is countably additive. Indeed, let {An} be a sequence of sets in B (G)
such that An ↓ ∅. Then the events {Φ (An) = 0} increase to⋃

n
{Φ (An) = 0} = {Φ (

⋂
nAn) = 0} = Ω.

Thus P (Φ (An) = 0)→ 1; that is Q (An)→ 0.

• Q is locally finite; i.e., P (Φ (A) = 0) > 0 for any A ∈ Bc (G). Indeed
assume for the sake of a contradiction that P (Φ (A) = 0) = 0. Consider a
sequence of nested partitions of A as given by Lemma 1.6.3. Deduce that
Φ has a fixed atom which contradicts the first assumption in the theorem.

The above theorem justifies the fact that the Poisson point process is often
considered when one does not assume (is not expecting) any “interactions”
between points.

2.2 Operations on random measures and point
processes

We now study operations on point processes such as superposition, thinning,
independent displacement and marking. We will in particular show that many
of these operations preserve the Poisson character; i.e., the transformation of a
Poisson point process is also Poisson.

2.2.1 Superposition

The superposition of point processes consists in their sum in the measure the-
oretic sense. If they are simple and with disjoint supports, the support of the
superposition is the set-theoretic union of their supports. This may be defined
formally as follows.

Proposition 2.2.1. Let Φ0,Φ1, . . . be a sequence of point processes on a l.c.s.h.
space G defined on the same probability space. Let B0, B1, . . . be a sequence of
relatively compact open sets whose union covers G (cf. Lemma 1.1.4). If∑

k∈N
P (Φk(Bj) 6= 0) <∞, j ∈ N, (2.2.1)
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then Φ =
∑
k∈N Φk is a point process. The above condition is necessary when

Φ1,Φ2, . . . are independent.

Proof. Sufficiency. By the first Borel-Cantelli Lemma [11, Theorem 4.3 p.59],
Equation (2.2.1) implies

P (Φk(Bj) 6= 0 infinitely often for k ∈ N) = 0, j ∈ N.

Then, P-almost surely, for all j ∈ N, Φ(Bj) =
∑
k∈N Φk(Bj) < ∞. Since any

B ∈ Bc (G) may be covered by a finite union of the Bj , it follows that Φ(B) <∞.
Invoking Proposition 1.1.7(iii) allows one to conclude. Necessity. Assume that
Φ0,Φ1, . . . are independent and that Φ =

∑
k∈N Φk is a point process. Then

for all j ∈ N,
∑
k∈N Φk(Bj) = Φ(Bj) < ∞. Then, since each Φk(Bj) is a

nonnegative integer,

P (Φk(Bj) 6= 0 infinitely often for k ∈ N) = 0, j ∈ N,

which implies (2.2.1) by the second Borel-Cantelli Lemma [11, Theorem 4.4
p.60].

Corollary 2.2.2. A sufficient condition for (2.2.1) to hold is that the measure∑
k∈N E [Φk (·)] is locally finite on G.

Proof. This follows from the fact that P (Φk(Bj) 6= 0) = E [1{Φk(Bj) 6= 0}] ≤
E [Φk (Bj)].

Corollary 2.2.3. Superposition of Poisson point processes. Let Φ0,Φ1, . . . be
a sequence of independent Poisson point processes on a l.c.s.h. space G with in-
tensity measures Λ0,Λ1, . . .. Then their superposition Φ =

∑
k∈N Φk is Poisson

if and only if the measure Λ =
∑
k∈N Λk is locally finite on G.

Proof. Necessity. Assume that Φ =
∑
k∈N Φk is Poisson. Then, for all B ∈

Bc (G),

Λ (B) =
∑
k∈N

Λk (B) =
∑
k∈N

E [Φk (B)] = E [Φ (B)] <∞,

by definition of a Poisson point process. Sufficiency. Assume that Λ =
∑
k∈N Λk

is locally finite. By Corollary 2.2.2, Φ =
∑
k∈N Φk is a point process. We

calculate its Laplace transform

E
[
e−
∑
k∈N

∫
G f(x)Φk(dx)

]
= E

[∏
k∈N

e−
∫
G f(x)Φk(dx)

]
=
∏
k∈N

E
[
e−
∫
G f(x)Φk(dx)

]
=
∏
k∈N

exp

[
−
∫
G

(1− ef(x))Λk (dx)

]
= exp

[
−
∫
G

(1− ef(x))Λ (dx)

]
.
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Proposition 2.2.4. Given a locally finite measure Λ on a l.c.s.h. space G,
there exists a Poisson point process on G with intensity measure Λ.

Proof. Construction of a Poisson point process on G. Let B0, B1, . . . ∈ Bc (G)
be a countable partition of G and, for all k ∈ N, let Φk be a Poisson point process
on G with intensity measure Λk (·) = Λ (· ∩Bk) (which may be constructed as
in Proposition 2.1.6). Then Corollary 2.2.3 shows that Φ =

∑
k∈N Φk is Poisson

with intensity measure Λ =
∑
k∈N Λk.

2.2.2 Thinning of points

The thinning of a point process consists in suppressing some subset of its points.
In this section, we will consider independent thinnings where the decision to sup-
press or keep each point is taken independently from the others. More precisely:

Definition 2.2.5. Let Φ =
∑
k∈N δXk be a point process on a l.c.s.h. space G

and p : G→ [0, 1] be some measurable function called the retention function. Let
U0, U1, . . . be a sequence of i.i.d. random variables independent of Φ, uniformly
distributed in [0, 1]. The thinning of Φ with retention function p is defined as

Φ̃ =
∑
k∈N

1 {Uk ≤ p (Xk)} δXk .

In other words: Given Φ, each point X ∈ Φ is erased with probability
1− p (X) independently from the other points.

Proposition 2.2.6. Let Φ be a point process on a l.c.s.h. space G, p : G→ [0, 1]
be some measurable function, and let Φ̃ be the thinning of Φ with retention
function p. Then Φ̃ is a point process with mean measure

MΦ̃ (dx) = p (x)MΦ (dx) .

Moreover, its Laplace transform is given by

LΦ̃ (f) = LΦ

(
f̃
)
, (2.2.2)

for all measurable f : G→ R+, where

f̃ (x) = − log
[
1− p (x)

(
1− e−f(x)

)]
.

Proof. We have to show the measurability of Φ̃ : Ω→M (G), which is equivalent
to showing that, for all B ∈ B (G),

Φ̃ (B) =
∑
k∈N

1 {Uk ≤ p (Xk)}1 {Xk ∈ B}
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is a random variable; cf. Proposition 1.1.7(iii). This follows from the fact that
a series of nonnegative random variables is a random variable. Moreover,

E
[
Φ̃ (B)

]
= E

[
E
[
Φ̃ (B) | Φ

]]
= E

[∑
k∈N

P (Uk ≤ p (Xk) | Φ) 1 {Xk ∈ B}
]

= E

[∑
k∈N

p (Xk) 1 {Xk ∈ B}
]

= E

[∫
G
p (x) 1 {x ∈ B}Φ (dx)

]
=

∫
G
p (x) 1 {x ∈ B}MΦ (dx) ,

where the last equality follows from Theorem 1.2.5. For all measurable f : G→
R+, the Laplace transform of Φ̃ at f is given by

LΦ̃ (f) = E

[
exp

(
−
∫
G
fdΦ̃

)]
= E

[
exp

(
−
∑
k∈N

1 {Uk ≤ p (Xk)} f (Xk)

)]

= E

[∏
k∈N

e−1{Uk≤p(Xk)}f(Xk)

]

= E

[
E

[∏
k∈N

e−1{Uk≤p(Xk)}f(Xk)

∣∣∣∣∣Φ
]]

= E

[∏
k∈N

(
1− p (Xk) + p (Xk) e−f(Xk)

)]

= E

[
exp

(
−
∫
G
f̃dΦ

)]
= LΦ

(
f̃
)
.

Corollary 2.2.7. The thinning of a Poisson point process on a l.c.s.h. space
G of intensity measure Λ with retention function p is a Poisson point process of
intensity measure Λ̃ defined by

Λ̃ (B) =

∫
B

p (x) Λ (dx) , B ∈ B (G) .

Proof. If follows from Proposition 2.2.6 that the Laplace transform of the thin-
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ning process is

LΦ̃ (f) = LΦ

(
f̃
)

= exp

(
−
∫
G

(1− e−f̃ )dΛ

)
= exp

(
−
∫
G

(
1− e−f(x)

)
p (x) Λ (dx)

)
= exp

(
−
∫
G

(
1− e−f(x)

)
Λ̃ (dx)

)
,

which is the Laplace transform of a Poisson point process of intensity measure
Λ̃. The characterization of a Poisson point process by its Laplace transform
(Proposition 2.1.4) completes the proof.

2.2.3 Image

Definition 2.2.8. Let G and G′ be two l.c.s.h spaces equipped with the Borel σ-
algebras B (G) and B (G′) respectively. Let g : G→ G′ be a measurable function
such that g−1 (B) ∈ Bc (G) for all B ∈ Bc (G′). For any locally finite measure
µ on G, µ ◦ g−1 is a locally finite measure on G′ called the image of µ by g.

The image Φ ◦ g−1 of a random measure Φ on G is a random measure on
G′. Note that the image of a point process Φ =

∑
k∈Z δXk by a function g

is
∑
k∈Z δg(Xk); i.e., the image of a point process consists in the deterministic

displacement of all its points by g.

Proposition 2.2.9. Let Φ be a Poisson point process on a l.c.s.h. space G
of intensity measure Λ and let g : G → G′ be a measurable function such that
g−1 (B) ∈ Bc (G) for all B ∈ Bc (G′). Then Φ ◦ g−1 is a Poisson point process
of intensity measure Λ ◦ g−1.

Proof. By Corollary 1.2.2, the distribution of a Poisson point process is charac-
terized by its Laplace transform given by Equation (2.1.1). Let Φ be a Poisson
point process on G of intensity measure Λ and let Φ′ = Φ ◦ g−1. Since Λ is lo-
cally finite by definition of Poisson point processes, then Λ◦g−1 is locally finite.
Moreover, the Laplace transform of Φ′ is given for all measurable f : G′ → R+
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by

LΦ′ (f) = E

[
exp

(
−
∫
G′
f (y) Φ′ (dy)

)]
= E

[
exp

(
−
∫
G′
f (y) Φ ◦ g−1 (dy)

)]
= E

[
exp

(
−
∫
G
f (g (x)) Φ (dx)

)]
= exp

(
−
∫
G

(1− e−f(g(x)))Λ (dx)

)
= exp

(
−
∫
G′

(1− e−f(y))Λ ◦ g−1 (dx)

)
,

where the third and fifth equalities are due to the change of variable theorem
for measures.

Example 2.2.10. Change of coordinates in Rn. Let U be an open subset of Rn
and g : U → Rn be injective, with continuously differentiable coordinates such
that |det Jg (x)| > 0 for all x ∈ Rn. Then, by the change of variable formula for
integrals [92, Theorem 3-13], for all measurable functions f : U → Rn,∫

U

f (x) dx =

∫
g(U)

f(g−1 (y))
∣∣det Jg−1 (y)

∣∣dy.
Let Φ be a homogeneous Poisson point process on U of intensity measure Λ (dx) =
λ (x) dx for some nonnegative measurable function λ. Assume that g−1 (B) ∈
Bc (Rn) for all B ∈ Bc (Rn). Then, by Proposition 2.2.9, the image Φ′ = Φ◦g−1

is a Poisson point process of intensity measure Λ′ = Λ ◦ g−1. By the change of
variable theorem for measures,∫

f
(
g−1(y)

)
Λ′ (dy) =

∫
f (x) Λ (dx)

=

∫
f (x)λ (x) dx

=

∫
f
(
g−1 (y)

)
λ
(
g−1 (y)

) ∣∣det Jg−1 (y)
∣∣ dy.

Then

Λ′ (dy) = λ
(
g−1 (y)

) ∣∣det Jg−1 (y)
∣∣dy. (2.2.3)

Example 2.2.11. Homogenization. This is a continuation of the above exam-
ple. In the particular case λ (x) = |det Jg (x)|, we see that Λ′ (dy) = dy. Then
given λ (·), finding a function g such that |det Jg (x)| = λ (x) allows one to
transform Φ into a homogeneous Poisson point process Φ ◦ g−1. In particular,
on R, we may take g (x) =

∫ x
0
λ (t) dt.
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Example 2.2.12. Polar coordinates in R2. Let G = R2\{(x, 0) : x ≥ 0} and
G′ = (0,∞) × (0, 2π) and g : G → G′; (x, y) 7→ (r, θ) be the polar coordinate
function, i.e., {

x = r cos θ,
y = r sin θ.

Let Φ be a homogeneous Poisson point process on G of intensity measure Λ (dx× dy) =
λdxdy. Then, by Proposition 2.2.9, its polar coordinates image Φ̃ = Φ ◦ g−1

is a Poisson point process of intensity measure Λ̃ = Λ ◦ g−1. By the change of
variable theorem for measures, for all f : G→ R+,∫

f (r cos θ, r sin θ) Λ̃ (dr × dθ) =

∫
f (x, y) Λ (dx× dy)

= λ

∫
f (x, y) dxdy

= λ

∫
f (r cos θ, r sin θ) rdrdθ,

where the last equality is due to the change of variable formula for integrals.
Thus

Λ̃ (dr × dθ) = λrdrdθ. (2.2.4)

Therefore

Λ̃ ((0, r)× (0, θ)) =
1

2
λr2θ.

2.2.4 Independent displacement of points

We aim to transform the points of a point process Φ independently from each
other; the point X ∈ Φ being transformed into some Y randomly and inde-
pendently from the other points of Φ. The construction is formalized in the
following definition.

Definition 2.2.13. Let G and G′ be two l.c.s.h. spaces equipped with the Borel
σ-algebras B (G) and B (G′), respectively. Let Φ be a point process on G and let
p(·, ·) be a probability kernel from G to G′ (cf. Definition 14.D.1). Consider
a measurable enumeration X0, X1, . . . of the points of Φ and let {Yk}k∈N be,
conditionally to Φ, an independent sequence such that

P(Yk ∈ · | Φ) = p(Xk, ·), ∀k ∈ N.

Then

Φ̃ =
∑
k∈N

δYk

is called an independent displacement of the point process Φ by the kernel p.

Lemma 2.2.14. In the context of Definition 2.2.13, we have
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(i) Φ̃ (B) is a random variable for any B ∈ B (G′). Moreover,

E
[
Φ̃ (B)

]
=

∫
G
p (x,B)MΦ (dx) , B ∈ B (G′) . (2.2.5)

(ii) If Φ̃ (ω) is locally finite for P-almost all ω, then Φ̃ is a point process with
mean measure given by the above equation.

(iii) If the measure defined by the right-hand side of (2.2.5) is locally finite,
then Φ̃ (ω) is locally finite for P-almost all ω.

Proof. (i) Observe first that for any B ∈ B (G′), Φ̃ (B) =
∑
k∈N 1 {Yk ∈ B} is a

random variable. Moreover, for all B ∈ B (G′),

E
[
Φ̃ (B)

]
= E

[
E
[
Φ̃ (B) | Φ

]]
= E

[
E

[∑
k∈N

1 {Yk ∈ B} | Φ

]]

= E

[∑
k∈N

E [1 {Yk ∈ B} | Φ]

]

= E

[∑
k∈N

p(Xk, B)

]

= E

[∫
G
p(x,B)Φ (dx)

]
=

∫
G
p(x,B)MΦ (dx) ,

where we use Theorem 1.2.5 for the last equality. (ii) This follows from Corol-
lary 1.1.8. (iii) Assume now that the measure defined by (2.2.5) is locally finite.

Then, for all B ∈ Bc (G′), E
[
Φ̃ (B)

]
<∞, which implies that Φ̃ is almost surely

a locally finite measure (this may be proved by recalling that, by Lemma 1.1.4,
G′ may be covered by a countable union of compact sets). Therefore Φ̃ is a
point process on G′.

Example 2.2.15. I.i.d. shifts of points. An example of independent displace-
ment of points of Definition 2.2.13 is provided by i.i.d shifts of points in the
Euclidean space, which are obtained when Yk = Xk + Zk, where the Zk’s are
i.i.d. and independent of Φ.

Proposition 2.2.16. The Laplace transform of the independent displacement
Φ̃ of the point process Φ on a l.c.s.h. space G by the kernel p is given by

LΦ̃ (f) = LΦ

(
f̃
)
, (2.2.6)

for all measurable f : G→ R+, where

f̃ (x) = − log

[∫
G′
e−f(y)p (x, dy)

]
.
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Proof. The Laplace transform of Φ̃ is given for all measurable f : G→ R+ by

LΦ̃ (f) = E

[
exp

(
−
∑
k∈N

f (Yk)

)]

= E

[∏
k∈N

e−f(Yk)

]

= E

[
E

[∏
k∈N

e−f(Yk)

∣∣∣∣∣Φ
]]

= E

[∏
k∈N

∫
G′
e−f(y)p (Xk,dy)

]

= E

[
exp

(
−
∑
k∈N

f̃ (Xk)

)]

= E

[
exp

(
−
∫
G
f̃dΦ

)]
= LΦ

(
f̃
)
.

Theorem 2.2.17. Displacement theorem. Let Φ̃ be the independent displace-
ment of a Poisson point process Φ on a l.c.s.h. space G by some kernel p such
that the measure defined by (2.2.5) is locally finite. Then Φ̃ is a Poisson point
process with intensity measure given by (2.2.5).

Proof. By Proposition 2.2.16 the Laplace transform of Φ̃ is given for all mea-
surable f : G→ R+ by

LΦ̃ (f) = LΦ

(
f̃
)

= exp

(
−
∫
G

(
1− e−f̃(x)

)
MΦ (dx)

)
= exp

[
−
∫
G

(
1−

∫
G′
e−f(y)p (x, dy)

)
MΦ (dx)

]
= exp

[
−
∫
G

∫
G′

(
1− e−f(y)

)
p (x,dy)MΦ (dx)

]
= exp

[
−
∫
G′

(
1− e−f(y)

)
MΦ̃ (dy)

]
,

where MΦ̃ is the measure defined by (2.2.5). The characterization of a Poisson
point process by its Laplace transform completes the proof.

2.2.5 Independent marking of points

We aim now to associate to each point X ∈ Φ a mark Z such that the marks of
the different points are independent from each other. This is formalized in the
following definition.
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Definition 2.2.18. Let G and K be two l.c.s.h spaces equipped with the Borel
σ-algebras B (G) and B (K) respectively. Let Φ be a point process on G and let p̃
be a probability kernel from G to K called a mark kernel. Consider a measurable
enumeration X0, X1, . . . of the points of Φ and let {Zk}k∈N be, conditionally to
Φ, an independent sequence such that

P(Zk ∈ · | Φ) = p̃(Xk, ·), ∀k ≥ 0.

Then
Φ̃ =

∑
k∈N

δ(Xk,Zk) (2.2.7)

is a point process on G × K (with the corresponding product Borel σ-algebra)
called an independently marked point process with ground point process Φ.

If the kernel p̃(·, ·) does not depend on its first coordinate, then Φ̃ is called
an i.i.d. marked point process. In this case, F (·) := P(Zk ∈ · | Φ) is called the
mark distribution.

Let G′ = G × K with the associated product σ-algebra. In order to check
that Φ̃ is a point process indeed, the key observation is that Φ̃ may be obtained
as transformation of the process Φ by the displacement kernel

p (x,B ×K) = δx(B)p̃(x,K), B ∈ B (G) ,K ∈ B (K)

from G to G′, and to observe that for all C ∈ Bc(G), and K ∈ B(K), we have

Φ̃ (C ×K) ≤ Φ (C) <∞.

Since the projection of a relatively compact of a product space into one of the
component spaces is relatively compact, Φ̃ (ω) is locally finite for P-almost all
ω. Then Lemma 2.2.14 allows one to conclude.

Lemma 2.2.19. Let G and K be two l.c.s.h spaces and Φ̃ be the independently
marked point process associated to Φ through the probability kernel p̃ from G to
K. Then the mean measure of Φ̃ on G×K is

MΦ̃ (dx× dz) = p̃(x, dz)MΦ (dx) . (2.2.8)

Moreover, if MΦ is locally finite then so is MΦ̃.

Proof. The formula follows directly from (2.2.5). If MΦ is locally finite, then
for all C ∈ Bc(G), and K ∈ B(K), we have

MΦ̃ (C ×K) ≤MΦ (C) <∞.

Proposition 2.2.20. Let G and K be two l.c.s.h. spaces and Φ̃ be the inde-
pendently marked point process associated to Φ through the probability kernel p̃
from G to K. Then the Laplace transform of Φ̃ is given by

LΦ̃ (f) = LΦ

(
f̃
)

(2.2.9)
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for all measurable f : G×K→ R+, where

f̃ (x) = − log

[∫
K
e−f(x,z)p̃ (x, dz)

]
.

Proof. The result follows from Proposition 2.2.16 and

f̃(x) = − log

[∫
G×K

e−f(y,z)δx(dy)p̃(y,dz)

]
= − log

[∫
K
e−f(x,z)p̃(x, dz)

]
.

The above proposition shows that the distribution of the independently
marked point process Φ̃ doesn’t depend on the enumeration of the points of
Φ. Moreover, we may extend Definition 2.2.18 by calling independently marked
point process with ground process Φ any point process whose Laplace tranform
is given by (2.2.9). In doing so, the independent displacement of a point process
is seen as an operation on its distribution. Similar observations may be made
for thinning and independent displacements of points.

Theorem 2.2.21. Let G and K be two l.c.s.h spaces and Φ̃ be an independently
marked point process associated to a Poisson point process Φ through the prob-
ability kernel p̃ from G to K. Then Φ̃ is itself Poisson on G × K with Laplace
transform

LΦ̃ (f) = exp

(
−
∫
G

[
1−

∫
K

exp(−f(x, z))p̃(x, dz)

]
MΦ(dx)

)
.

Proof. Immediate from the displacement theorem 2.2.17.

Example 2.2.22. Polar coordinates in R2. Continuing Example 2.2.12, in
polar coordinates, a homogeneous Poisson point process Φ on R2 becomes an
inhomogeneous Poisson point process Φ̃ with intensity (2.2.4)

Λ̃ (dr × dθ) = 2πλrdr
dθ

2π
.

Comparing the above formula with (2.2.8), we see that Φ̃ may be obtained as
a Poisson point process on R∗+ with intensity Λ (dr) = 2πλrdr independently
marked with marks uniformly distributed on the interval (0, 2π).

2.2.6 Marked random measures

Recall that we introduced independently marked point processes on Rd × K
in Definition 2.2.18. We will now define a general class of marked random
measures.

To do so, let G and K be two l.c.s.h. spaces equipped with the Borel σ-
algebras B (G) and B (K), respectively. Let M̃ (G×K) be the space of measures
µ̃ on (G×K,B (G)⊗ B (K)) such that µ̃ (B ×K) < ∞ for all B ∈ Bc (G). Let
M̃ (G×K) be the σ-algebra on M̃ (G×K) generated by the mappings µ̃ 7→
µ̃ (B ×K) , B ∈ B (G) ,K ∈ B (K).
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Definition 2.2.23. Let G and K be two l.c.s.h. spaces. A random measure Φ̃
on G × K with values in M̃ (G×K) is called a marked random measure on G
with marks in K. Its projection on G, that is Φ (·) = Φ̃ (· ×K), is called the
ground random measure. If Φ̃ is a point process, then we say that it is a marked
point process and its projection Φ is called the ground process.

Example 2.2.24. An independently marked point process on Rd × K in the
sense of Definition 2.2.18 is a marked random measure on Rd with marks in K.

2.2.7 Mixtures

We begin by recalling a general way to mix different probability measures in
order to get a new one.

Definition 2.2.25. Let (X,X , λX) be a probability space and let {Φx}x∈X be a
family of random measures on a l.c.s.h. space G such that PΦx (L) is measurable
in x for every L ∈ M̄ (G). Then the mixture of {Φx}x∈X with respect to λX is
the random measure on G whose distribution is the mixture of {PΦx}x∈X with
respect to λX; cf. Theorem 14.D.4.

Lemma 2.2.26. Let (X,X , λX) be a probability space and let {Φx}x∈X be a fam-
ily of random measures on a l.c.s.h. space G such that P (Φx (B1) ≤ t1, . . . ,Φx (Bk) ≤ tk)
is measurable in x for every k ∈ N∗, B1, . . . , Bk ∈ B (G) , t1, . . . , tk ∈ R. Then
PΦx (L) is measurable in x for every L ∈ M̄ (G).

Proof. Let I be the class of subsets of M̄ (G) of the form{
µ ∈ M̄ (G) : µ (B1) ≤ t1, . . . , µ (Bk) ≤ tk

}
,

for some k ∈ N∗ = N\ {0} , B1, . . . , Bk ∈ B (G) , t1, . . . , tk ∈ R. Note that I is a
π-system (i.e. closed with respect to finite intersections). Let

D =
{
L ∈ M̄ (G) : PΦx (L) is measurable in x

}
,

Observe that D is a Dynkin system on M̄ (G); i.e.

M̄ (G) ∈ D,

L ∈ D ⇒ Lc ∈ D,
and for every nondecreasing sequence {Ln}n∈N of sets in D, we have

lim
n→∞

Ln ∈ D.

Since D contains the π-system I, then D contains σ(I) by the Dynkin’s theo-
rem [11, Theorem 3.2 p.42].

We may mix random measures under the following less stringent conditions.
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Lemma 2.2.27. Random measure mixture. Let (X,X , λX) be a probability
space and let {Φx}x∈X be a family of random measures on a l.c.s.h. space G. If
LΦx (f) is measurable in x for every f ∈ Fc (G), then the mixture of PΦx with
respect to λX, that is λ (dx× dµ) = PΦx (dµ)λX (dx), is a well defined probabil-
ity on X × M̄ (G). The projection of λ on M̄ (G) is the probability distribution
of some random measure, say Φ, whose mean measure is

MΦ (B) = E [ΦX (B)] , B ∈ B (G) (2.2.10)

and Laplace transform of Φ is

LΦ (f) = E [LΦX (f)] , f ∈ F+ (G) , (2.2.11)

where X is a random variable with distribution λX.

Proof. Cf. [52, Lemma 1.7] for the existence of the mixture probability λ (dµ× dx) =
PΦx (dµ)λX (dx). The projection of λ on M̄ (G) is the probability distribution
of some random measure, say Φ; that is

PΦ (dµ) =

∫
X

PΦx (dµ)λX (dx) .

The mean measure of Φ is

MΦ (B) =

∫
M̄(G)

µ (B) PΦ (dµ)

=

∫
X

∫
M̄(G)

µ (B) PΦx (dµ)λX (dx)

=

∫
X
MΦx (B)λX (dx) = E [ΦX (B)] ,

where X
dist.∼ λX. Similarly, the Laplace transform of Φ is

LΦ (f) = E
[
e−Φf

]
=

∫
M̄(G)

e−µfPΦ (dµ)

=

∫
X

∫
M̄(G)

e−µfPΦx (dµ)λX (dx)

=

∫
X
LΦx (f)λX (dx) = E [LΦX (f)] .

Example 2.2.28. Mixed Binomial point process. Let X1, X2, . . . be i.i.d. ran-
dom variables with values in a l.c.s.h. space G. For all n ∈ N, Φn =

∑n
k=1 δXk

is called a Binomial point process. We have shown in Example 1.2.4 that

MΦn (B) = nPX1
(B) , B ∈ B (G)
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and

LΦn (f) =
[
Lf(X1)(1)

]n
, f ∈ F+ (G) .

Let N be a random variable with values in N independent of {Xk}k≥1. By

Lemma 2.2.27, Φ := ΦN =
∑N
k=1 δXk is a random measure called a mixed

Binomial point process with mean measure

MΦ (B) = E [ΦN (B)]

= E [E [ΦN (B) | N ]]

= E [N ×PX1 (B)]

= E [N ]×PX1
(B) , B ∈ B (G) . (2.2.12)

Note that MΦ is locally finite which implies that Φ is almost surely locally finite.
Moreover, the Laplace transform of Φ is

LΦ (f) = E [LΦN (f)]

= E [E [LΦN (f) | N ]]

= E
[[
Lf(X1)(1)

]N]
= GN

(
Lf(X1)(1)

)
, f ∈ F+ (G) , (2.2.13)

where GN (z) = E[zN ] is the generating function of N .

Example 2.2.29. Poisson point process. Let X1, X2, . . . be i.i.d. random vari-
ables with values in a l.c.s.h. space G and N be a Poisson random variable of
mean θ independent of {Xk}k≥1. The generating function of a Poisson random
variable is

GN (z) = eθ(z−1).

Then the Laplace transform of the mixed Binomial point process Φ :=
∑N
k=1 δXk

is

LΦ (f) = GN
(
Lf(X1)(1)

)
= exp

[
θ(Lf(X1)(1)− 1)

]
= exp

[
θ(E

[
e−f(X1)

]
− 1)

]
= exp

[
θ

(∫
G
e−f(x)PX1

(dx)− 1

)]
= exp

[∫
G

(
e−f(x) − 1

)
θPX1 (dx)

]
.

Thus, as expected, Φ is a Poisson point process of intensity measure θPX1 (dx).

Example 2.2.30. Compound process. Let X1, X2, . . . be fixed points in a l.c.s.h
space G and let β1, β2, . . . be independent and identically distributed random
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variables in R+. Then Φ =
∑n
k=1 βkδXk is a random measure on G, with

Laplace transform

E

[
exp

(
−

n∑
k=1

βkf (Xk)

)]
=

n∏
k=1

E [exp (−βkf (Xk))] =

n∏
k=1

Lβ1
(f (Xk))

= exp

(
−

n∑
k=1

log [Lβ1
(f (Xk))]

)

= exp

(∫
G

log [Lβ1
(f (x))]µ (dx)

)
, f ∈ F+ (G) ,

where µ =
∑n
k=1 δXk . Note that for all f ∈ Fc (G), the right-hand side of the

above equation is measurable in µ. Then by Lemma 2.2.27, we can mix with
respect to µ = Φ considered now as a point process on G, thus obtaining a
β-compound of Φ, with Laplace transform

E

[
exp

(∫
G

log [Lβ1 (f (x))] Φ (dx)

)]
= LΦ [log (Lβ1 ◦ f)] , f ∈ F+ (G) .

In the particular case when β1 is Bernoulli with parameter p, we get the thinning
of Φ with retention function p which has the Laplace transform

LΦ

(
− log

[
pe−f + (1− p)

])
= LΦ

(
− log

[
1− p

(
1− e−f

)])
, f ∈ F+ (G) ,

which is a particular case of thinning (cf. Proposition 2.2.6).

2.3 Constructing new models

2.3.1 Cox point processes

A Cox point process (also called a doubly stochastic Poisson point process) may
be viewed as a Poisson point process whose intensity measure is random. It
may be defined formally with the help of Lemma 2.2.27 as follows.

For any µ ∈ M̄ (G), denote by Φµ a Poisson point process of intensity mea-
sure µ. Note that for all f ∈ Fc (G),

LΦµ (f) = exp

(
−
∫
G

(1− e−f(t))µ (dt)

)
is measurable in µ. Then, by Lemma 2.2.27, given a random measure Λ on G,
the mixture ΦΛ with respect to Λ is a point process on G.

Definition 2.3.1. Given a random measure Λ on a l.c.s.h. space G, the mix-
ture ΦΛ with respect to Λ is called a Cox point process (also known as doubly
stochastic Poisson point process) directed by Λ.
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Corollary 2.3.2. Let Φ be a Cox point process directed by a random measure
Λ on a l.c.s.h. space G. Its mean measure is

MΦ (B) = MΛ (B) , B ∈ B (G) . (2.3.1)

Its Laplace transform is

LΦ (f) = LΛ

(
1− e−f

)
, f ∈ F+ (G) . (2.3.2)

Its generating function is

GΦ (v) = LΛ (1− v) , v ∈ V (G) . (2.3.3)

Proof. The mean measure follows from (2.2.10)

MΦ (B) = E [ΦΛ (B)]

= E [E [ΦΛ (B) | Λ]]

= E [Λ (B)] = MΛ (B) , B ∈ B (G) .

The Laplace transform is deduced from (2.2.11)

LΦ (f) = E [LΦΛ
(f)]

= E [E [LΦΛ
(f) | Λ]]

= E

[
exp

(
−
∫
G

[
1− e−f(t)

]
Λ (dt)

)]
= LΛ

(
1− e−f

)
, f ∈ F+ (G) .

The generating function follows from (1.6.9)

GΦ (v) = LΦ (− log v) = LΛ (1− v) , v ∈ V (G) .

Definition 2.3.3. Let Φ be a Cox point process directed by a random measure Λ
on a l.c.s.h. space G. The random measure Λ is called the directing measure of
the Cox point process Φ. In case when the directing measure Λ has an integral
representation Λ(B) =

∫
B
ξ (x) dx, with {ξ (x)}x∈Rd being a locally integrable

and measurable stochastic process called the directing process of the Cox point
process Φ.

Definition 2.3.4. Stationary point processes. A point process Φ on Rd is
called stationary when its distribution is invariant with respect to translations;
i.e., Φ =

∑
k∈Z δXk and StΦ :=

∑
k∈Z δXk−t have the same distribution for all

t ∈ Rd.

Such processes will be studied in details in Chapter 6. In particular, the
above definition will be generalized to random measures in Definition 6.1.2.
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Lemma 2.3.5. Let Φ be a Cox point process on Rd directed by Λ. Then Φ is
stationary iff Λ is so.

Proof. This follows from the fact that for all t ∈ Rd, StΦ is a Cox point process
directed by StΛ.

Example 2.3.6. Mixed Poisson point process. Consider a Cox point process
Φ directed by Λ = Xµ, where X is a nonnegative random variable and µ is a
measure on a l.c.s.h. space G assumed to be locally finite. Then Φ is called a
mixed Poisson point process. Its generating function follows from (2.3.3), for
all v ∈ V (G),

GΦ (v) = LΛ (1− v)

= E

[
exp

(
−X

∫
G

[1− v (t)]µ (dt)

)]
= LX

(∫
G

[1− v (t)]µ (dt)

)
.

(2.3.4)

Example 2.3.7. Mixed Poisson point process leading to negative binomial
distributions. Let Φ be a mixed Poisson point process as in Example 2.3.6; that
is a Cox point process Φ directed by Λ = Xµ. Assume that X has the gamma
probability distribution with shape α and scale λ; that is with Laplace transform

LX (t) = (1 + λt)
−α

.

Then the generating function of Φ follows from (2.3.4): for all v ∈ V (G),

GΦ (v) =

(
1 + λ

∫
G

[1− v (t)]µ (dt)

)−α
. (2.3.5)

In particular, for all B ∈ Bc (G),

GΦ(B) (x) = GΦ (1− (1− x) 1B) = (1 + λµ (B) (1− x))
−α

,

which, compared to (13.A.29), shows that Φ (B) is has a negative binomial prob-

ability distribution with parameters α and ρ = λµ(B)
1+λµ(B) . Thus Φ (B) has the

same probability distribution as the point process in Example 2.3.22. Neverthe-
less the two point processes have different distributions since they have different
generating functions.

Example 2.3.8. Independently marked Cox point process. Let Φ be a Cox
point processes on a l.c.s.h. space G directed by Λ. Let Φ̃ be the corresponding
independently marked point process with marks in some l.c.s.h. space K and with
the mark kernel p̃(·, ·) (cf. Defintion 2.2.18). Then Φ̃ is a Cox point process with
directing measure Λ̃ given by

Λ̃(B) =

∫
B

p̃(x, dz)Λ (dx) , B ∈ B (G×K) .
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Indeed, by Proposition 2.2.20 the Laplace transform of Φ̃ is given by, for all
measurable f : G×K→ R+,

LΦ̃ (f) = LΦ

(
f̃
)
,

where f̃ (x) = − log
[∫

K e
−f(x,z)p̃ (x,dz)

]
. Using (2.3.2) it follows that

LΦ̃ (f) = LΛ

(
1− e−f̃

)
= LΛ

(∫
K

(
1− e−f(·,z)

)
p̃ (·,dz)

)
= E

[
exp

(
−
∫
G×K

(
1− e−f(x,z)

)
p̃ (x, dz) Λ (dx)

)]
= E

[
exp

(
−
∫
G×K

(
1− e−f(x,z)

)
Λ̃(dx× dz)

)]
= LΛ̃

(
1− e−f

)
.

Comparing the above expression with Equation (2.3.2), we recognize the Laplace
transform of a Cox point process with directing measure Λ̃.

2.3.2 Gibbs point processes

A Gibbs process is a point process whose probability distribution has a density
with respect to the probability distribution of a Poisson point process. More
formally:

Definition 2.3.9. Let Φ be a Poisson point process on a l.c.s.h. space G and
let f : M (G) → R̄+ be some measurable function such that E [f (Φ)] = 1. A
point process Φ̃ with probability distribution

PΦ̃ (dµ) = f (µ) PΦ (dµ) (2.3.6)

is called a Gibbs point process with density f with respect to Φ (called weight
process).

Observe that for any measurable function h : M (G)→ R̄+,

E
[
h
(

Φ̃
)]

=

∫
M(G)

h (µ) PΦ̃ (dµ)

=

∫
M(G)

h (µ) f (µ) PΦ (dµ)

= E [h (Φ) f (Φ)] , (2.3.7)

where the second equality follows from (2.3.6).

Remark 2.3.10. For all measurable functions g : M (G) → R̄+ satisfying 0 <
E [g (Φ)] < ∞, let f := g

E[g(Φ)] . Since E [f (Φ)] = 1, we may consider a Gibbs

point process with density f with respect to Φ.
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2.3.3 Cluster point processes

Definition 2.3.11. Let Φ̃ =
∑
k∈Z δ(Xk,Φk) be an independently marked point

process on Rd (cf. Definition 2.2.18) with ground process Φ =
∑
k∈Z δXk and

marks in M
(
Rd
)

with kernel

P (Φk ∈ · | Φ) = p̃ (Xk, ·) .

Let Φ̄ be defined by

Φ̄ (B) =
∑
k∈Z

Φk (B −Xk) , B ∈ B
(
Rd
)

(2.3.8)

and assume that P-almost surely

Φ̄ (B) <∞, B ∈ Bc

(
Rd
)
. (2.3.9)

Then Φ̄ is called a cluster point process on Rd. The process Φ is called the
parent process, whereas the Φk’s are the descendant processes.

The fact that Φ̄ is a point process follows from the fact that a countable sum
of measures is again a measure, from the assumption that Φ̄ is P-almost surely
locally finite, and finally invoking Proposition 1.1.7(iii).

Proposition 2.3.12. The mean measure of the cluster point process Φ̄ defined
by (2.3.8) is

MΦ̄ (B) =

∫
Rd
MΦx (B − x)MΦ (dx) , B ∈ B

(
Rd
)
, (2.3.10)

where, for all x ∈ Rd, Φx is a Point process on Rd with probability distribution
P (Φx ∈ ·) = p̃ (x, ·). Its Laplace transform is

LΦ̄ (f) = LΦ

(
f̄
)
, f ∈ F+

(
Rd
)
, (2.3.11)

where

f̄ (x) = − logLΦx (Sxf) , x ∈ Rd,

where Sxf : t 7→ f (t+ x).
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Proof. The mean measure of Φ̄ is, for B ∈ B
(
Rd
)
,

MΦ̄ (B) = E
[
Φ̄ (B)

]
= E

[∑
k∈Z

Φk (B −Xk)

]

= E

[∫
Rd×M(Rd)

µ (B − x) Φ̃ (dx× dµ)

]

=

∫
Rd×M(Rd)

µ (B − x)MΦ̃ (dx× dµ)

=

∫
Rd×M(Rd)

µ (B − x) p̃ (x, dµ)MΦ (dx)

=

∫
Rd×M(Rd)

E [Φx (B − x)]MΦ (dx) =

∫
Rd
MΦx (B − x)MΦ (dx) ,

where the fourth equality follows from the Campbell averaging theorem 1.2.5,
and the fifth equality is due to Lemma 2.2.19. The Laplace transform of Φ̄ is,
for f ∈ F+

(
Rd
)
,

LΦ̄ (f) = E

[
exp

(
−
∫
Rd
fdΦ̄

)]
= E

[
exp

(
−
∑
k∈Z

∫
Rd
f (x) Φk (dx−Xk)

)]

= E

[
exp

(
−
∑
k∈Z

f̃ (Xk,Φk)

)]
= LΦ̃

(
f̃
)
,

where

f̃ (y, µ) =

∫
Rd
f (x)µ (dx− y) .

It follows from Proposition 2.2.20 that

LΦ̃

(
f̃
)

= LΦ

(
f̄
)
,

where

f̄ (y) = − log

[∫
M(Rd)

e−f̃(y,µ)p̃ (y,dµ)

]

= − log

[∫
M(Rd)

exp

(
−
∫
Rd
f (x)µ (dx− y)

)
p̃ (y,dµ)

]

= − log

[∫
M(Rd)

exp

(
−
∫
Rd
Syfdµ

)
p̃ (y,dµ)

]
= − logLΦy (Syf)



2.3. CONSTRUCTING NEW MODELS 55

Example 2.3.13. Cox cluster point process [64]. Consider a cluster point
process Φ̄ defined by (2.3.8). If the descendant processes Φx are Poisson, then
we say that Φ̄ is a Cox cluster point process. Its Laplace transform is given by
Equation (2.3.11) where

f̄ (x) = − logLΦx (Sxf)

=

∫
Rd

(1− e−Sxf )dMΦx

=

∫
Rd

(1− e−f(u+x))MΦx (du)

=

∫
Rd

(1− e−f(t))MΦx (dt− x) .

General Cox point processes will be defined in Section 2.3.1 below.

Example 2.3.14. Generalized Neyman-Scott process. Consider a cluster point
process Φ̄ defined by (2.3.8). If the parent process Φ is Poisson, then we say that
Φ̄ is a Generalized Neyman-Scott process. Its Laplace transform of Φ̄ follows
from Equation (2.3.11)

LΦ̄ (f) = LΦ

(
f̄
)

= exp

(
−
∫
Rd

(1− e−f̄ )dMΦ

)
= exp

(
−
∫
Rd

[1− LΦx (Sxf)]MΦ (dx)

)
.

I.i.d. cluster point processes

We define now a subclass of cluster point processes where the descendant pro-
cesses are i.i.d. marks.

Definition 2.3.15. Let Φ̃ =
∑
k∈Z δ(Xk,Φk) be an i.i.d. marked point process

on Rd with marks Φk in M
(
Rd
)
, let Φ =

∑
k∈Z δXk be the associated ground

process, and assume that∫
Rd

P (Φ0 (B − x) 6= 0)MΦ (dx) <∞, B ∈ Bc

(
Rd
)
. (2.3.12)

Then Φ̄ defined by

Φ̄ (B) =
∑
k∈Z

Φk (B −Xk) , B ∈ B
(
Rd
)

(2.3.13)

is called an i.i.d. cluster point process on Rd (the fact that Φ̄ is indeed a point
process is proved in Proposition 2.3.16 below).

Proposition 2.3.16. With notations and conditions in Definition 2.3.15 (in
particular Condition (2.3.12)), the following results hold.
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(i) Φ̄ defined by (2.3.13) is a point process.

(ii) Its mean measure is

MΦ̄ (B) =

∫
Rd
MΦ0 (B − x)MΦ (dx) , B ∈ B

(
Rd
)
.

(iii) Its Laplace transform is

LΦ̄ (f) = LΦ

(
f̄
)
, f ∈ F+

(
Rd
)
, (2.3.14)

where
f̄ (x) = − logLΦ0 (Sxf) , x ∈ Rd,

where Sxf : t 7→ f (t+ x).

Proof. (i) In order to simplify the notation, we introduce for all µ =
∑
k∈Z δxk ∈

M
(
Rd
)
,

Φ̄µ (B) =
∑
k∈Z

Φk (B − xk) , B ∈ B
(
Rd
)
,

which may be viewed as a superposition of the point processes {Φk (· − xk)}k∈Z.

It follows from Proposition 2.2.1 that Φ̄µ is a point process on Rd when∑
k∈Z

P (Φk (B − xk) 6= 0) <∞,

for all B ∈ Bc

(
Rd
)
. Thus, if for all B ∈ Bc

(
Rd
)
,∑

k∈Z
P (Φ0 (B − xk) 6= 0) <∞, for PΦ-almost all µ =

∑
k∈Z

δxk , (2.3.15)

then Φ̄µ is a point process on Rd for PΦ-almost all µ. In this case, for all
B ∈ Bc

(
Rd
)
,

P
(
Φ̄ (B) <∞

)
= E

[
P
(
Φ̄ (B) <∞ | Φ

)]
=

∫
M(Rd)

P
(
Φ̄µ (B) <∞

)
PΦ (dµ)

=

∫
M(Rd)

1×PΦ (dµ) = 1,

and therefore Φ̄ is a point process (checking the sigma-additivity property is
straightforward). It remains to show that (2.3.12) implies (2.3.15). For all
µ =

∑
k∈Z δxk ∈M

(
Rd
)
, let

g (µ) :=
∑
k∈Z

P (Φ0 (B − xk) 6= 0) =

∫
Rd

P (Φ0 (B − x) 6= 0)µ (dx) .
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It follows from the Campbell averaging theorem 1.2.5 that∫
g (µ) PΦ (dµ) =

∫
Rd

P (Φ0 (B − x) 6= 0)MΦ (dx) .

Thus (2.3.12) says that the above quantity is finite, which implies that g (µ) is
finite for PΦ-almost all µ, which is precisely (2.3.15). (ii) The mean measure of
the cluster point process is

MΦ̄ (B) = E

[∑
k∈Z

Φk (B −Xk)

]

= E

[
E

[∑
k∈Z

Φk (B −Xk)

∣∣∣∣∣Φ
]]

= E

[∑
k∈Z

E [Φk (B −Xk)|Xk]

]

= E

[∑
k∈Z

MΦ0 (B −Xk)

]

= E

[∫
Rd
MΦ0 (B − x) Φ (dx)

]
=

∫
Rd
MΦ0 (B − x)MΦ (dx) ,

where B ∈ B
(
Rd
)
, and where the last equality follows from the Campbell

averaging theorem 1.2.5. (iii) The Laplace transform of Φ̄ given Φ equals, for
f ∈ F+

(
Rd
)
,

E

[
exp

(
−
∫
Rd
fdΦ̄

)∣∣∣∣Φ] = E

[
exp

(
−
∑
k∈Z

∫
Rd
f (x) Φk (dx−Xk)

)∣∣∣∣∣Φ
]

= E

[ ∏
k∈Z

exp

(
−
∫
Rd
f (x) Φk (dx−Xk)

)∣∣∣∣Φ]
=
∏
k∈Z

E

[
exp

(
−
∫
Rd
f (x) Φk (dx−Xk)

)∣∣∣∣Xk

]
=
∏
k∈Z
LΦk (SXkf) ,

then

LΦ̄ (f) = E

[ ∏
k∈Z
LΦk (SXkf)

]
= E

[
exp

(
−
∑
k∈Z
− logLΦk (SXkf)

)]

= E

[
exp

(
−
∑
k∈Z
− logLΦ0

(SXkf)

)]
= LΦ

(
f̄
)
,

where f̄ (x) = − logLΦ0
(Sxf).



58 CHAPTER 2. BASIC MODELS AND OPERATIONS

Example 2.3.17. Matérn cluster point process‘. Consider an i.i.d. cluster
point process Φ̄ defined by (2.3.13). Assume that the parent process Φ is a ho-
mogeneous Poisson point processon R2 with intensity λ, and that the descendant
process Φ0 is a Poisson point process on R2 with intensity measure

MΦ0
(dy) =

µ

πr2
1B(0,r) (y) dy.

Then the mean measure of the cluster point process Φ̄ is, for B ∈ B
(
R2
)
,

MΦ̄ (B) = λ

∫
R2

MΦ0 (B − x) dx

=
λµ

πr2

∫
R2

(∫
B

1B(0,r) (y − x) dy

)
dx

=
λµ

πr2

∫
B

(∫
R2

1B(0,r) (y − x) dx

)
dy

=
λµ

πr2

∫
B

πr2dy = λµ |B| .

In the particular case of a stationary ground process, we have the following
result.

Example 2.3.18. Stationary i.i.d. cluster process. Let Φ̃ =
∑
k∈Z δ(Xk,Φk) be

an i.i.d. marked point process on Rd with marks Φk in M
(
Rd
)
. Assume that

Φ =
∑
k∈Z δXk is stationary with mean measure λdx for some λ ∈ R+ and that

MΦ0

(
Rd
)
<∞. Then Φ̄ defined by

Φ̄ (B) =
∑
k∈Z

Φk (B −Xk) , B ∈ B
(
Rd
)
,

is a well defined point process. Moreover, it is stationary with mean measure
λMΦ0

(
Rd
)

dx.

Indeed, for all B ∈ Bc

(
Rd
)
,∫

Rd
P (Φ0 (B − x) 6= 0)MΦ (dx) = E

[∫
Rd

1 {Φ0 (B − x) 6= 0}MΦ (dx)

]
≤ E

[∫
Rd

Φ0 (B − x)MΦ (dx)

]
= λE

[∫
Rd

Φ0 (B − x) dx

]
= λE

[∫
Rd

(∫
Rd

1 {s ∈ B − x}Φ0 (ds)

)
dx

]
= λE

[∫
Rd

(∫
Rd

1 {s ∈ B − x} dx

)
Φ0 (ds)

]
= λ |B|E

[∫
Rd

Φ0 (ds)

]
= λ |B|MΦ0

(
Rd
)
<∞.
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Then Condition (2.3.12) is fulfilled. It follows from Proposition 2.3.16 that Φ̄
is a well defined point process and that its mean measure equals

MΦ̄ (B) =

∫
Rd
MΦ0

(B − x)MΦ (dx)

= λ

∫
Rd
MΦ0

(B − x) dx

= λE

[∫
Rd

Φ0 (B − x) dx

]
= λ |B|MΦ0

(
Rd
)
,

where the last equality is proved in the previous computations.
It remains to prove that Φ̄ is stationary. Indeed, let B1, . . . , Bn ∈ B

(
Rd
)

and t ∈ Rd and note that

Φ̄ (Bi + t) =
∑
k∈Z

Φk (Bi − (Xk − t)) , i ∈ {1, . . . , n} .

Observe that Φ′ =
∑
k∈Z δXk−t has the same probability distribution as Φ by the

stationarity of the latter. Then
(
Φ̄(B1 + t), . . . , Φ̄(Bn + t)

)
has the same prob-

ability distribution as
(
Φ̄(B1), . . . , Φ̄(Bn)

)
, which proves that Φ̄ is stationary.

Example 2.3.19. Stationary renewal cluster point process [28]. Let Φ =∑
k∈Z δXk be a stationary point process on R with mean measure λdx for some

λ ∈ R+. Moreover, for each k ∈ Z, assume given an i.i.d. sequence of positive
valued random variables

{
Skn
}
n∈N∗ and an integer-valued random variable Lk

independent of {Skn}n∈N∗ . Assume that
{(
Lk, {Skn}n∈N∗

)}
k∈Z are i.i.d. and let

T k0 = 0, T kn = Sk1 + . . .+ Skn, n ∈ N∗, k ∈ Z

and

Φk =

Lk∑
n=0

δTkn , k ∈ Z.

Assume that E[L0] <∞. Then the cluster point process

Φ̄ =
∑
k∈Z

Ln∑
n=0

δXk+Tkn

has mean measure λE[L0]dx. This process is called a renewal cluster point
process.

Generating function

Lemma 2.3.20. Generating function for cluster point processes. Let Φ̄ be
a cluster point process on Rd with parent process Φ and descendant processes
{Φx}x∈Rd . Its generating function (cf. Definition 1.6.18) is given by

GΦ̄ (v) = GΦ (GΦx (Sxv)) , v ∈ V
(
Rd
)
, (2.3.16)
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(which may be seen as the analogous of (13.A.18) for compound random vari-
ables).

Proof. The Laplace transform of Φ̄ is given by (2.3.11), then its generating
function follows from (1.6.9)

GΦ̄ (v) = LΦ̄ (− log v)

= LΦ (− logLΦx (Sx (− log v)))

= LΦ (− logLΦx (− logSxv))

= GΦ (GΦx (Sxv)) , v ∈ V
(
Rd
)
.

Example 2.3.21. Compound Poisson point process. Let Φ̄ be a cluster point
process on Rd with parent process Φ and descendant processes {Φx}x∈Rd . As-
sume that the parent process Φ is Poisson (Φ̄ is then called a Poisson cluster
point process). It follows from Equations (2.3.16) and (2.1.3) that

GΦ̄ (v) = exp

[
−
∫
Rd

(1− GΦx (Sxv))MΦ (dx)

]
.

Assume moreover that Φx = Zxδ0 where Zx is an integer valued random variable
(Φ̄ is then called a compound Poisson point process) representing the cluster
size, then

GΦx (v) = E

[ ∏
Y ∈Φx

v (Y )

]
= E

[
v (0)

Zx
]

= GZx (v (0)) .

Thus

GΦ̄ (v) = exp

[
−
∫
Rd

(1− GZx (v (x)))MΦ (dx)

]
, v ∈ V

(
Rd
)
. (2.3.17)

Example 2.3.22. Compound Poisson leading to negative binomial distribu-
tion. Let Φ̄ be a compound Poisson point process as in Example 2.3.21 with
Poisson parent process Φ and descendant processes {Φx}x∈Rd with Φx = Zxδ0
where the cluster size Zx has the logarithmic probability distribution with pa-
rameter ρ ∈ (0, 1); that is

P (Zx = n) = − log (1− ρ)
ρn

n
, n ∈ N∗,

or, equivalently,

GZx (y) =
log (1− ρx)

log (1− ρ)
.

If follows from Example 13.A.29 that, for all B ∈ Bc

(
Rd
)
, Φ̄ (B) has the nega-

tive Binomial probability distribution with parameters

α = − MΦ (B)

log (1− ρ)
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and ρ. Then Φ̄ is called a negative Binomial point process. Its generating
function follows from (2.3.17)

GΦ̄ (v) = exp

[
−
∫
Rd

(1− GZx (v (x)))MΦ (dx)

]
= exp

[
−
∫
Rd

(
1− log (1− ρv (x))

log (1− ρ)

)
MΦ (dx)

]
, v ∈ V

(
Rd
)
.

2.3.4 Powers and factorial powers

Given a point process Φ, recall the notation Φn of its n-th power and Φ(n) of
its n-th factorial power (n ∈ N∗).

Lemma 2.3.23. Moments measures and simplicity. Let Φ be a point process
on a l.c.s.h. space G.

(i) If Φ is simple, then MΦ(n) ({(x1, . . . , xn) ∈ Gn : xi = xj for some i 6= j}) =
0.

(ii) Φ is simple iff MΦ(2) ({(x, x) : x ∈ G}) = 0.

(iii) If Φ is simple, then the restriction of MΦn to the set

G(n) = {(x1, . . . , xn) ∈ Gn : xi 6= xj for any i 6= j}

is equal to MΦ(n) .

Proof. (i) Let

An = {(x1, . . . , xn) ∈ Gn : xi = xj for some i 6= j} .

Since Φ is simple, then Φ =
∑
j∈Z δXj where the Xj ’s are almost surely pairwise

distinct. Therefore,

MΦ(n) (An) = E
[
Φ(n) (An)

]
= E

 ∑
(j1,...,jn)∈Z(n)

1 {(Xj1 , . . . , Xjn) ∈ An}

 = 0,

where Z(n) = {(j1, . . . , jn) ∈ Zn : jk 6= jl, for any l 6= k}.. (ii) Necessity follows
from (i). We now prove sufficiency. Let Φ be a point process on G such that
MΦ(2) ({(x, x) : x ∈ G}) = 0. We have to prove the simplicity condition (1.6.1);
or, equivalently,

P (∃x ∈ G : Φ({x}) ≥ 2) = 0.
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Indeed,

P (∃x ∈ G : Φ({x}) ≥ 2) = P (∃x ∈ G : (Φ− δx) ({x}) ≥ 1)

= E [1 {∃x ∈ G : (Φ− δx) ({x}) ≥ 1}]

≤ E

[∫
G

1 {(Φ− δx) ({x}) ≥ 1} Φ (dx)

]
≤ E

[∫
G

(Φ− δx) ({x}) Φ (dx)

]
= E

[∫
G2

1 {x = y} (Φ− δx) (dy) Φ (dx)

]
= E

[∫
G2

1 {x = y} (dy) Φ(2) (dx× dy)

]
= MΦ(2) ({(x, x) : x ∈ G}) = 0,

where the last but one equality follows from (14.E.7) (iii) Since Φ is simple, then
Φ =

∑
j∈Z δXj where the Xj ’s are almost surely pairwise distinct. Thus

Φ(n) =
∑

(j1,...,jn)∈Z(n)

δ(Xj1 ,...,Xjn ) =
∑

(Xj1 ,...,Xjn)∈G(n)

δ(Xj1 ,...,Xjn ),

and

Φn =
∑

(j1,...,jn)∈Zn
δ(Xj1 ,...,Xjn ).

For any B ∈ B (Gn) such that B ⊂ G(n), we have

Φn (B) =
∑

(j1,...,jn)∈Zn
1 {(Xj1 , . . . , Xjn) ∈ B}

=
∑

(Xj1 ,...,Xjn)∈G(n)

1 {(Xj1 , . . . , Xjn) ∈ B} = Φ(n) (B) .

Proposition 2.3.24. Factorial moment measures of thinning processes. Let
Φ be a point process on a l.c.s.h. space G, p : G → [0, 1] be some measurable
function, and let Φ̃ be the thinning of Φ with retention function p. Then

MΦ̃(n) (B) =

∫
B

p (x1) . . . p (xn)MΦ(n) (dx1 × . . .× dxn) , B ∈ B (Gn) .

Proof. Let Φ =
∑
k∈N δXk . Recall that Φ̃ is defined as

Φ̃ =
∑
k∈N

1 {Uk ≤ p (Xk)} δXk ,
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where U0, U1, . . . is a sequence of i.i.d. random variables independent of Φ,
uniformly distributed in [0, 1]. Then for any B ∈ B (Gn),

Φ̃(n) (B) =
∑

(j1,...,jn)∈Z(n)

1 {Uj1 ≤ p (Xj1) , . . . , Ujn ≤ p (Xjn)} δ(Xj1 ,...,Xjn ).

Thus

E
[
Φ̃(n) (B)

]
= E

[
E
[
Φ̃(n) (B) | Φ

]]
= E

 ∑
(j1,...,jn)∈Z(n)

p (Xj1) . . . p (Xjn) 1 {(Xj1 , . . . , Xjn) ∈ B}


= E

[∫
B

p (x1) . . . p (xn) Φ(n) (dx1 × . . .× dxn)

]
=

∫
B

p (x1) . . . p (xn)MΦ(n) (dx1 × . . .× dxn) ,

where the last equality is due to the Campbell averaging formula.

Proposition 2.3.25. Poisson factorial moment measures. For a Poisson point
process Φ on a l.c.s.h. space G,

MΦ(n) = (MΦ)
n
, (2.3.18)

that is the n-th factorial moment measure equals the n-th power of the mean
measure.

Proof. For any B ∈ Bc (G),

MΦ(n) (Bn) = E
[
Φ(n) (Bn)

]
= E

[
Φ (B) (Φ (B)− 1) . . . (Φ (B)− n+ 1)

+
]

= g(n)(1),

where g is the generation function of Φ (B); that is g (z) = E
[
zΦ(B)

]
. Since

Φ (B) is a Poisson random variable g (z) = e−MΦ(B)(1−z), we may continue the
above equalities as follows

MΦ(n) (Bn) = [MΦ (B)]
n

= (MΦ)
n

(Bn) .

Consider now pairwise disjoint sets B1, . . . , Bk ∈ B (G), and n, n1, . . . , nk ∈ N
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such that n1 + · · ·+ nk = n. Writing Φ =
∑
j δXj , then

MΦ(n) (Bn1
1 × . . .×Bnkk )

= E
[
Φ(n) (Bn1

1 × . . .×Bnkk )
]

= E

 ∑
(j1,...,jn)∈Z(n)

1
{
Xj1 , . . . , Xjn1

∈ Bn1
1

}
. . .1

{
Xjn−nk+1

, . . . , Xjn ∈ Bnkk
}

= E

 ∑
(j1,...,jn1)∈Z(n1)

1
{
Xj1 , . . . , Xjn1

∈ Bn1
1

}
. . .

∑
(jn−nk+1,...,jn)∈Z(nk)

1
{
Xjn−nk+1

, . . . , Xjn ∈ Bnkk
}

= E

[
k∏
i=1

Φ(ni) (Bnii )

]

=

k∏
i=1

E
[
Φ(ni) (Bnii )

]
=

k∏
i=1

(MΦ)
ni (Bnii ) = (MΦ)

n
(Bn1

1 × . . .×Bnkk ) .

Recall that the product measure (MΦ)
n

is characterized by its value on rectan-
gles (i.e., sets of the forms A1 × . . .×Ak); cf. [44, Theorem 35.B]. Then

MΦ(n) = (MΦ)
n
.

Example 2.3.26. Let Φ be a Poisson point process on Rd, then

MΦ2 (A×B) = MΦ(2) (A×B) +MΦ (A ∩B)

= (MΦ)
2

(A×B) +MΦ (A ∩B)

= MΦ (A)MΦ (B) +MΦ (A ∩B) ,

where the first equality is due to (14.E.5), the second one follows from Propo-
sition 2.3.25, and the third equality is due to (14.E.2). For instance, if Φ is a
homogeneous Poisson point process with intensity λ, then

MΦ2 (A×B) = λ2 |A| |B|+ λ |A ∩B| ,

where the first term is proportional to the Lebesgue measure on Rd×Rd, whereas
the second term corresponds to a positive mass on the diagonal of Rd × Rd.

Example 2.3.27. Cox point process moment measures. The n-th factorial
moment measure of a Cox point process Φ on a l.c.s.h. space G equals the n-th
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moment measure of the directing measure Λ. Indeed, for B ∈ B (G),

MΦ(n) (B) = E
[
Φ(n) (B)

]
= E

[
E
[
Φ

(n)
Λ (B) | Λ

]]
= E [Λn (B)] = MΛn (B) ,

where the third equality follows from Proposition 2.3.25. If follows from Equa-
tion (1.6.11) that

Var (Φ (B)) = MΦ(2) (B ×B)−MΦ (B)
2

+MΦ (B)

= MΛ2 (B ×B)−MΛ (B)
2

+MΛ (B)

= E
[
Λ (B)

2
]
−E [Λ (B)]

2
+MΛ (B)

= Var (Λ (B)) +MΛ (B) ≥MΛ (B) .

Note that for a Poisson point process Φ̃ with intensity measure MΦ̃ (B) =

MΛ (B), we have Var
(

Φ̃ (B)
)

= MΦ̃ (B). We deduce from the above inequality

that Var (Φ (B)) ≥ Var
(

Φ̃ (B)
)

; thus a Cox point process is overdispersed (i.e.,

has greater variability) than a Poisson point process with the same mean mea-
sure.

It follows from (14.E.5) that for all A,B ∈ B (G),

MΦ2 (A×B) = MΦ(2) (A×B) +MΦ (A ∩B)

= MΛ2 (A×B) +MΛ (A ∩B) . (2.3.19)

In particular, if A and B are disjoint, then

MΦ2 (A×B) = MΦ(2) (A×B) +MΦ (A ∩B) = MΛ2 (A×B) .

Thus a Cox point process does not have in general the independence property.

2.4 Shot-noise

Definition 2.4.1. Let Φ be a random measure on a l.c.s.h. space G, k ∈ N∗
and f : G→ C̄k be a measurable function which is either real nonnegative or in
L1
C̄k (MΦ,G), then

Φ (f) =

∫
G
f (x) Φ (dx)

is called a cumulative shot-noise.

By Theorem 1.2.5, a cumulative shot-noise is a well defined random variable
and

E [Φ (f)] =

∫
G
f (x)MΦ (dx) .



66 CHAPTER 2. BASIC MODELS AND OPERATIONS

Definition 2.4.2. Let Φ be a point process on a l.c.s.h. space G, k ∈ N∗ and
f : G→ R̄k be a measurable function, the extremal shot-noise is defined by

V (f) := sup
X∈Φ

f (X)

coordinatewise.

2.4.1 Laplace transform

Proposition 2.4.3. Cumulative shot-noise Laplace transform. Let Φ be a ran-
dom measure on a l.c.s.h. space G and f : G → R̄k+ be measurable, then the
Laplace transform of the cumulative shot-noise Φ (f) =

∑
X∈Φ f (X) is given

LΦ(f) (t) = LΦ (tf) , t ∈ Rk+,

where the inner product of two vectors u, v ∈ Rk is denoted by uv. If Φ is a
Poisson point process, then

LΦ(f) (t) = exp

[
−
∫
G

(
1− e−tf(x)

)
MΦ (dx)

]
, t ∈ Rk+.

If moreover k = 1, then

P (Φ (f) = 0) = exp

(
−
∫
G

1 {f (x) > 0}MΦ (dx)

)
.

Proof. By the linearity of the mapping f 7→ Φ (f), we get

E
[
e−tΦ(f)

]
= E

[
e−Φ(tf(x))

]
= LΦ (tf) .

If Φ is a Poisson point process, then the expression (2.1.1) of its Laplace trans-
form shows the expression of LΦ(f) (t). Assume moreover that k = 1. Noting
that for all nonnegative random variables X,

P (X = 0) = lim
t↑∞

E
[
e−tX

]
,

we get

P (Φ (f) = 0) = lim
t↑∞

E
[
e−tΦ(f)

]
= exp

{
−
∫
G

(
1− lim

t↑∞
E
[
e−tf(x)

])
MΦ (dx)

}
= exp

(
−
∫
G

(1− 1 {f (x) = 0})MΦ (dx)

)
= exp

(
−
∫
G

1 {f (x) > 0}MΦ (dx)

)
.
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Proposition 2.4.4. Extremal shot-noise distribution. Let Φ be a point process
on a l.c.s.h. space G and let f : G → R̄k be measurable, then the cumulative
distribution function of the extremal shot-noise V (f) = supX∈Φ f (X) is given
by

P (Vj (f) ≤ uj ,∀j = 1, . . . , k) = LΦ

(
f̃
)
,

where

f̃ (x) = − log

(
k∏
j=1

1 {fj (x) ≤ uj}
)
. (2.4.1)

In this relation, we adopt the convention exp(−∞) = 0. If Φ is Poisson with
intensity measure Λ, then

P (Vj (f) ≤ uj ,∀j = 1, . . . , k) = exp

[
−
∫
G

(
1−

k∏
j=1

1 {fj (x) ≤ uj}
)

Λ (dx)

]
.

In the particular case k = 1,

P (V (f) ≤ u) = exp

[
−
∫
G

1 {f (x) > u}Λ (dx)

]
.

Proof.

P (Vj (f) ≤ uj ,∀j = 1, . . . , k) = E [1 {Vj (f) ≤ uj ,∀j = 1, . . . , k}]

= E

[
k∏
j=1

1 {Vj (f) ≤ uj}
]

= E

[
k∏
j=1

1 {f (X) ≤ uj ,∀X ∈ Φ}
]

= E

[
k∏
j=1

∏
X∈Φ

1 {fj (X) ≤ uj}
]

= E

[ ∏
X∈Φ

k∏
j=1

1 {fj (X) ≤ uj}
]

= E

[
exp

∑
X∈Φ

log

(
k∏
j=1

1 {fj (X) ≤ uj}
)]

= LΦ

(
f̃
)
.

The result for Poisson follows from the expression of its Laplace transform.

Proposition 2.4.5. Joint probability distribution of extremal and cumulative
shot-noise. Let Φ be a point process on a l.c.s.h. space G and f : G → R̄k+
be measurable, then the joint probability distribution of the extremal shot-noise
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V (f) = supX∈Φ f (X) and the additive noise Φ (f) =
∑
X∈Φ f (X) is given by,

for all u, z ∈ Rk+,

E
[
1 {Vj (f) ≤ uj ,∀j = 1, . . . , k} e−zΦ(f)

]
= LΦ

(
f̃ − zf

)
,

where f̃ is given by (2.4.1). If Φ is Poisson with intensity measure Λ, then

E
[
1 {Vj (f) ≤ uj ,∀j = 1, . . . , k} e−zΦ(f)

]
= exp

[
−
∫
G

(
1− e−zf(x)

k∏
j=1

1 {fj (x) ≤ uj}
)

Λ (dx)

]
.

Proof. In the same lines as the proof of Proposition 2.4.4 we have

E
[
1 {Vj (f) ≤ uj ,∀j = 1, . . . , k} e−zΦ(f)

]
= E

[
e−zΦ(f)

k∏
j=1

1 {Vj (f) ≤ uj}
]

= E
[
e−zΦ(f)e−Φ(f̃)

]
= LΦ

(
f̃ − zf

)
.

The result for Poisson follows from the expression of its Laplace transform.

2.4.2 Second order moments

Case of Poisson shot-noise

Proposition 2.4.6. Cumulative shot-noise covariance. Let Φ be a point process
on a l.c.s.h. space G with mean measure Λ. Then for all measurable functions
f : G→ C̄ which is either nonnegative (i.e., with values in R̄+) or in L1

C̄ (Λ,G),
the shot-noise Φ (f) is a well defined random variable, and has expectation

E [Φ (f)] = Λ (f) .

Assume now that Φ is Poisson. Then for all measurable functions f, g : G →
R̄+,

E [Φ (f) Φ (g)] = Λ(fg) + Λ (f) Λ (g) . (2.4.2)

Moreover, for all functions f, g ∈ L1
C̄ (Λ,G) ∩ L2

C̄ (Λ,G),

cov (Φ (f) ,Φ (g)) = Λ(fg∗), (2.4.3)

where cov (X,Y ) = E [XY ∗] − E [X] E [Y ∗] is the covariance of two complex-
valued random variables X,Y .

Proof. The first part follows from the Campbell averaging theorem 1.2.5. As-
suming now that Φ is Poisson. We will show (2.4.2) for all measurable functions
f, g : G → R̄+. We first show the above result for simple functions and then
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invoke the monotone convergence theorem for the general case. Let f and g be
two simple functions which may be written, without loss of generality, as

f =

n∑
i=1

ai1Bi , g =

n∑
j=1

bj1Bj ,

where ai, bi ≥ 0 and the Bi ∈ B (G) are pairwise disjoint. Since when i 6= j, the
random variables Φ(Bi) and Φ(Bj) are independent, we get

E[Φ(f)Φ(g)] =

n∑
i,j=1

aibjE[Φ(Bi)Φ(Bj)]

=

n∑
i,j=1
i 6=j

aibjE[Φ(Bi)Φ(Bj)] +

n∑
j=1

ajbjE[Φ(Bj)
2]

=

n∑
i,j=1
i 6=j

aibjE[Φ(Bi)]E[Φ(Bj)] +

n∑
j=1

ajbjE[Φ(Bj)
2]

=

n∑
i,j=1
i 6=j

aibjΛ(Bi)Λ(Bj) +

k∑
j=1

ajbj [Λ(Bj) + Λ(Bj)
2]

=

n∑
i,j=1

aibjΛ(Bi)Λ(Bj) +

k∑
j=1

ajbjΛ(Bj) = Λ(f)Λ(g) + Λ(fg),

where, for the fourth equality, we used the fact that a Poisson random variable
has equal mean and variance. For all measurable functions f, g : G → R̄+,
there exist nondecreasing sequences of simple functions {fn}n∈N and {gn}n∈N
in F+ (G) such that fn ↑ f and gn ↑ g as n→∞ pointwise. We have

E[Φ(fn)Φ(gn)] = Λ(fn)Λ(gn) + Λ(fngn).

Letting n → ∞ in the above equality and invoking the monotone convergence
theorem proves (2.4.2). We deduce that, for all f, g ∈ L1

R̄+
(Λ,G).

cov (Φ (f) ,Φ (g)) = Λ(fg). (2.4.4)

Let f, g ∈ L1
R̄ (Λ,G) ∩ L2

R̄ (Λ,G). We decompose each of them into positive and
negative parts; that is f = f+ − f− and g = g+ − g− where f+, f−, g+, g− are
nonnegative. Using (2.4.4) we get

E
[
Φ(f±)Φ(g±)

]
= Λ(f±g±) <∞

by the Cauchy-Schwarz inequality (since f± and g± are square-integrable with
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respect to Λ). Moreover,

E[Φ(f)Φ(g)] = E
[(

Φ(f+)− Φ(f−)
) (

Φ(g+)− Φ(g−)
)]

= E
[
Φ(f+)Φ(g+) + Φ(f−)Φ(g−)− Φ(f+)Φ(g−)− Φ(f−)Φ(g+)

]
=
[
Λ(f+g+) + Λ(f+)Λ(g+)

]
+
[
Λ(f−g−) + Λ(f−)Λ(g−)

]
−
[
Λ(f+g−) + Λ(f+)Λ(g−)

]
−
[
Λ(f−g+) + Λ(f−)Λ(g+)

]
= Λ(f)Λ(g) + Λ(fg),

which gives the announced result. The complex case follows from the real case
by similar manipulations.

Example 2.4.7. Shot-noise with marks. Let G and K be two l.c.s.h. spaces and
Φ̃ =

∑
n∈Z δ(Xn,Zn) an independently marked point process on G×K with kernel

p̃ (x,dz) (cf. Definition 2.2.18) and ground process Φ =
∑
n∈Z δXn . Given some

measurable function f : G × K → C̄, we aim to study the properties of the
shot-noise

Φ̃ (f) =

∫
G×K

f (x, z) Φ̃ (dx× dz) =
∑
n∈Z

f (Xn, Zn)

called a cumulative shot-noise with marks. Note first that, by Lemma 2.2.19,
the mean measure of Φ̃ is given by

MΦ̃(dx× dz) = p̃(x, dz)MΦ (dx) .

(i) If f is either nonnegative (i.e., with values in R̄+) or in L1
C̄ (MΦ̃,G×K),

the shot-noise Φ̃ (f) is a well defined random variable, and has expectation

E
[
Φ̃ (f)

]
=

∫
Rd×K

f (x, z) p̃(x, dz)MΦ (dx) =

∫
Rd

E [f (x, Z (x))]MΦ (dx) ,

where the first equality follows from theorem 1.2.5 and for the second equal-
ity we introduce a stochastic process {Z (x)}x∈G with values in K such that

P (Z (x) ∈ K) = p̃ (x,K) , K ∈ B (K) .

(ii) If the ground process Φ is Poisson, then it follows from Proposition 2.4.6
that for all functions f, g : G×K→ C̄ is integrable and square integrable
with respect to MΦ̃,

cov(Φ̃ (f) , Φ̃ (g)) = MΦ̃(fg∗)

=

∫
Rd×K

f (x, z) g∗ (x, z) p̃(x, dz)MΦ (dx)

=

∫
Rd

E [f (x, Z (x)) g∗ (x, Z (x))]MΦ (dx) .

Moreover, the above equality holds for all functions f, g : G × K → R̄+

integrable with respect to MΦ̃.
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(iii) If the ground process Φ is Poisson, then it follow from Proposition 2.4.3
that for all measurable functions f : G×K→ R̄+,

E
[
e−θΦ̃(f)

]
= exp

[
−
∫
G

(
1−E

[
e−θf(x,Z(x))

])
MΦ (dx)

]
, θ ∈ R+

and

P
(

Φ̃ (f) = 0
)

= exp

[
−
∫
G

P (f (x, Z (x)) > 0)MΦ (dx)

]
.

Example 2.4.8. Random filtering. Let K be a l.c.s.h. space and Φ̃ =
∑
n∈Z δ(Xn,Zn)

an independently marked point process on Rd×K with kernel p̃ (x, dz) (cf. Def-
inition 2.2.18) with ground process Φ =

∑
n∈Z δXn . Given some measurable

function h : Rd ×K→ C̄, we aim to study

Y (t) =

∫
Rd×K

h (t− x, z) Φ̃ (dx× dz) =
∑
n∈Z

h (t−Xn, Zn) , t ∈ Rd (2.4.5)

called the random filtering of the point process Φ with impulse response h. Given
t ∈ Rd, letting f (x, z) = h (t− x, z) , x ∈ Rd, z ∈ K, we get

Y (t) =
∑
n∈Z

f (Xn, Zn) = Φ̃ (f) .

By arguments similar to those used in Example 2.4.7, we have:

(i) Let h : Rd ×K→ R̄ be a measurable function which is either nonnegative
or such that∫

Rd
E [|h (t− x, Z (x))|]MΦ (dx) <∞, t ∈ Rd, (2.4.6)

where {Z (x)}x∈G is a stochastic process with values in K such that

P (Z (x) ∈ K) = p̃ (x,K) , K ∈ B (K) .

Then the random filtering Y (t) given by (2.4.5) is a well defined random
variable, and has expectation

E [Y (t)] =

∫
Rd

E [h (t− x, Z (x))]MΦ (dx) , t ∈ Rd.

(ii) Assume that the ground process Φ is Poisson. For any measurable function
h : Rd ×K→ C̄ satisfying (2.4.6) and∫

Rd
E
[
|h (t− x, Z (x))|2

]
MΦ (dx) <∞, t ∈ Rd,
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we have

cov (Y (t) , Y (t+ τ)) =

∫
Rd

E [h (t− x, Z (x))h∗ (t+ τ − x, Z (x))]MΦ (dx) ,

for all t, τ ∈ Rd. Moreover, the above equality holds for all measurable
functions h : Rd ×K→ R̄+ satisfying (2.4.6).

(iii) Assume that the ground process Φ is Poisson. Then for all measurable
functions h : Rd ×K→ R̄+,

E
[
e−θY (t)

]
= exp

(
−
∫
Rd

(1−E
[
e−θh(t−x,Z(x))

]
)MΦ (dx)

)
, θ ∈ R+

(2.4.7)
and

P (Y (t) = 0) = exp

(
−
∫
Rd

P (h (t− x, Z (x)) > 0)MΦ (dx)

)
.

General case

Definition 2.4.9. Let Φ be a random measure on a l.c.s.h. space G. We define
L2

Φ as the set of measurable functions f : G→ C̄ such that

E[Φ(|f |)2] <∞.

Example 2.4.10. L2
Φ for Poisson. Let Φ be a Poisson point process on a l.c.s.h.

space G with intensity measure Λ. For any measurable f : G → C̄, we deduce
from (2.4.2) that

E[Φ(|f |)2] = Λ(|f |2) + Λ(|f |)2.

Therefore,
L2

Φ = L1
C̄ (Λ,G) ∩ L2

C̄ (Λ,G) .

Lemma 2.4.11. For any random measure Φ on a l.c.s.h. space G, L2
Φ ⊂

L1
C̄ (MΦ,G). In particular, for all f ∈ L2

Φ, the shot-noise Φ (f) is well defined.
If Φ is a point process, then

L2
Φ ⊂ L1

C̄ (MΦ,G) ∩ L2
C̄ (MΦ,G) .

Proof. For any f ∈ L2
Φ, using (13.A.4) we deduce that E[Φ(|f |)] < ∞ and

therefore, by Theorem 1.2.5,
∫
|f |dMΦ < ∞; i.e., f ∈ L1

C̄ (MΦ,G), and the
shot-noise Φ (f) is well defined. Assume now that Φ is a point process. Then

Φ(|f |2) =
∑
n∈Z
|f (Xn)|2 ≤

(∑
n∈Z
|f (Xn)|

)2

= Φ(|f |)2.

Thus for all f ∈ L2
Φ, E

[
Φ(|f |2)

]
≤ E[Φ(|f |)2] <∞, and since by Theorem 1.2.5

E
[
Φ(|f |2)

]
= MΦ

(
|f |2

)
, it follows that f ∈ L2

C̄ (MΦ,G).
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Example 2.4.12. L2
Φ for the stochastic integral . Let {λ (x)}x∈Rd be a non-

negative measurable stochastic process assumed wide sense stationary; i.e., for

all x, t ∈ Rd, E
[
|λ (x)|2

]
<∞, E [λ (x)] = E [λ (0)] and cov (λ (x+ t) , λ (x)) =

cov (λ (t) , λ (0)). Assume moreover that, for almost all ω ∈ Ω, the function
x 7→ λ (x, ω) is locally integrable. Consider the stochastic integral

Λ (B) =

∫
B

λ (x) dx, B ∈ B
(
Rd
)
.

It follows from Proposition 1.4.1 that Λ is a random measure on Rd, and from
Proposition 1.4.2 that its mean measure equals

E [Λ (B)] =

∫
B

E [λ (x)] dx = λ`d (B) ,

where λ = E [λ (0)] and `d is the Lebesgue measure on Rd. Then, by Theo-
rem 1.2.5, for all f ∈ L1

C̄
(
`d,Rd

)
, the shot-noise Λ (|f |) is well defined. More-

over,

E[Λ(|f |)2] = E

[(∫
Rd
|f (x)|λ (x) dx

)2
]

= E

[∫
Rd
|f (x)| |f (y)|λ (x)λ (y) dxdy

]
=

∫
Rd
|f (x)| |f (y)|E [λ (x)λ (y)] dxdy

=

∫
Rd
|f (x)| |f (y)| cov (λ (x) , λ (y)) dxdy + λ2

∫
Rd
|f (x)| |f (y)|dxdy

=

∫
Rd
|f (x)| |f (y)|Γλ (x− y) dxdy + λ2

∫
Rd
|f (x)| |f (y)|dxdy,

where Γλ (t) = cov (λ (x+ t) , λ (x)) is the autocovariance function of {λ (x)}x∈Rd .
By the Cauchy-Schwarz inequality,

cov (λ (x+ t) , λ (x)) ≤ var (λ (x+ t))
1/2

var (λ (x))
1/2

= Γλ (0) <∞.
Then

E[Λ(|f |)2] ≤
(
Γλ (0) + λ2

)(∫
Rd
|f (x)|dx

)(∫
Rd
|g (y)|dy

)
<∞.

Thus L1
C̄
(
`d,Rd

)
⊂ L2

Λ. On the other hand, by lemma 2.4.11 L2
Λ ⊂ L1

C̄
(
`d,Rd

)
,

therefore
L2

Λ = L1
C̄
(
`d,Rd

)
.

Proposition 2.4.13. Let Φ be a random measure on a l.c.s.h. space G. Then
for all measurable functions f, g : G → C̄ which are either nonnegative (i.e.,
with values in R̄+) or in L2

Φ,

E
[
Φ (f) Φ (g)

∗]
=

∫
G2

f (x) g (y)
∗
MΦ2 (dx× dy) , (2.4.8)
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where Φ2 is the square of the random measure Φ and z∗ is the complex-conjugate
of z ∈ C̄.

Proof. For any nonnegative measurable functions f, g : G→ R̄,

E [Φ (f) Φ (g)] = E

[∫
G2

f (x) g (y) Φ (dx) Φ (dy)

]
= E

[∫
G2

f (x) g (y) Φ2 (dx× dy)

]
=

∫
G2

f (x) g (y)MΦ2 (dx× dy) ,

where the last equality follows from the Campbell averaging theorem 1.2.5 ap-
plied to the random measure Φ2. Let now f, g ∈ L2

Φ. By the above equality∫
G2

|f (x)| |g (y)|MΦ2 (dx× dy) = E [Φ (|f |) Φ (|g|)]

≤ E
[
Φ (|f |)2

]1/2
E
[
Φ (|g|)2

]1/2
<∞,

where the first inequality follows from the Cauchy-Schwarz inequality. Then the
function G2 → C̄; (x, y) 7→ f (x) g∗ (y) is integrable with respect to MΦ2 . Thus,
again by Theorem 1.2.5 applied to Φ2,∫

G2

f (x) g∗ (y)MΦ2 (dx× dy) = E

[∫
G2

f (x) g (y)
∗

Φ2 (dx× dy)

]
= E

[∫
G2

f (x) g (y)
∗

Φ (dx) Φ (dy)

]
= E

[
Φ (f) Φ (g)

∗]
.

2.4.3 U-statistics

Definition 2.4.14. Let Φ be a random measure on a l.c.s.h. space G, k, n ∈ N∗
and let f : Gn → C̄k be a measurable function which is either real nonnegative
or in L1

C̄k (MΦ(n) ,Gn), then

Φ(n) (f) =

∫
Gn
f (x) Φ(n) (dx)

is called U-statistics of order n.

Observe that a U-statistics of order n is indeed a cumulative shot-noise
with respect to the n-th factorial power of Φ. Then all the previous results
for shot-noise apply for the U-statistics. In particular, by Theorem 1.2.5, a
U-statistics is well defined random variable with expectation E

[
Φ(n) (f)

]
=∫

Gn f (x)MΦ(n) (dx).
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2.5 Sigma-finite random measures

It is sometimes useful to consider random measures which are not necessarily
locally finite, but more generally σ-finite.

Definition 2.5.1. Let M̃ (G) be the space of σ-finite measures on a l.c.s.h.
space G and M̃ (G) be the σ-algebra on M̃ (G) generated by the mappings µ 7→
µ (B) , B ∈ B (G). A random measure on (G,B (G)) is a measurable mapping
Φ : Ω → M̃ (G) which is uniformly σ-finite; i.e., there is a countable family of
sets B1, B2, . . . ∈ B (G) covering G such that, for all n ∈ N∗, Φ (Bn) < ∞ a.s.
A point process is a random measure such that Φ (B) ∈ N̄ for all B ∈ B (G).

Several concepts and results established earlier in the locally finite case,
extend to the present σ-finite case; for example the measurability results in
Lemma 1.1.5 and Proposition 1.1.7, the mean measure, void measure and Laplace
transform in Definition 1.2.1, the distribution characterization by the finite-
dimensional distributions in Lemma 1.1.12 and by the Laplace transform in
Corollary 1.2.2, and also the Campbell’s averaging theorem 1.2.5.

The definition of a Poisson point processmay be extended as follows.

Definition 2.5.2. Let Λ be a σ-finite measure on a l.c.s.h. space G. A point
process Φ is said to be Poisson with intensity measure Λ if

(i) for all pairwise disjoint sets B1, . . . , Bk ∈ B (G), the random variables

Φ (B1) , . . . ,Φ (Bk)

are independent;

(ii) and for all B ∈ B (G),

P(Φ(B) = n) = e−Λ(B) Λ(B)n

n!
, n ∈ N,

with the convention ∞ne−∞ := 0 for all n ∈ N.

The Laplace transform of a Poisson point process is given by Proposition 2.1.4.
Moreover, we have the following characterization:

Proposition 2.5.3. Let Λ be a σ-finite measure on a l.c.s.h. space G. A point
process Φ is Poisson with intensity measure Λ iff

LΦ (f) = E

[
exp

(
−
∫
G
fdΦ

)]
= exp

(
−
∫
G

(1− e−f )dΛ

)
,

for all f ∈ F+ (G).

We have also the following superposition result extending Corollary 2.2.3.

Proposition 2.5.4. Let Φ0,Φ1, . . . be a sequence of independent Poisson point
processes on a l.c.s.h. space G with σ-finite intensity measures Λ0,Λ1, . . .. If
the measure Λ =

∑
k∈N Λk is σ-finite, then Φ =

∑
k∈N Φk is Poisson.
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Proof. The proof follows the same lines as the sufficiency part of Corollary 2.2.3.

The above proposition allows one to construct a Poisson point process with
given σ-finite intensity measure Λ.

Proposition 2.5.5. Given a σ-finite measure Λ on a l.c.s.h. space G, there
exists a Poisson point process on G with intensity measure Λ.

Proof. Construction of a Poisson point process on G. Let B0, B1, . . . ∈ B (G) be
a countable partition of G such that Λ (Bk) <∞ for all k ∈ N. For any k ∈ N, let
Φk be a Poisson point processes on G with intensity measures Λk (·) = Λ (· ∩Bk)
(which may be constructed as in Proposition 2.1.6). Then Proposition 2.5.4
shows that Φ =

∑
k∈N Φk is Poisson with intensity measure Λ =

∑
k∈N Λk.

Remark 2.5.6. Intensity measure of a Poisson point process. If a Poisson
point process with σ-finite intensity measure Λ is considered in the remaing part
of the book, this will be explicitely stated. Otherwise, the intensity measure of a
Poisson point process is assumed implicitely to be locally finite.

2.6 Further examples

2.6.1 For Section 2.1

Example 2.6.1. Distance to the nearest point of a Poisson point process. Let
Φ be a homogeneous Poisson point process on Rd with intensity λ. For a given
x ∈ Rd, let R = infX∈Φ |X − x|. Note that

P (R ≥ r) = P (Φ (B (x, r)) = 0) = e−λκd r
d

,

where B (x, r) =
{
y ∈ Rd : |y − x| < r

}
and κd is the volume of the unit ball in

Rd. Note first that R is almost surely finite since

P (R =∞) = P

( ⋂
n∈N
{R ≥ n}

)
= lim
n→∞

e−λκd n
d

= 0,

where the first equality follows from the continuity from above of measures [44,
Theorem E p.38]. Note moreover that for all ω ∈ Ω, the measure Φ (ω) is locally
finite, then the number of points within B (x, 2R (ω)) is finite and therefore the
infimum infX∈Φ |X − x| is attained; that is R = minX∈Φ |X − x|. Moreover,

E [R] =

∫ ∞
0

P (R ≥ r) dr =

∫ ∞
0

e−λκd r
d

dr =
Γ (1/d)

d (λκd)
1/d

.

In the particular case d = 2, we get E [R] = 1
2
√
λ

.
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Example 2.6.2. Inter-events of Poisson point processes. Consider a homoge-
neous Poisson point process Φ on R with intensity λ. By Proposition 2.1.9, the
points Tk of Φ are disjoint. We may number them in the increasing order and
in such a way that T0 ≤ 0 < T1. Consider the following inter-event random
variables

Rk =

 T1, if k = 1
−T0, if k = 0
Tk − Tk−1, if k ∈ Z\ {0, 1}

illustrated in Figure 2.1. We aim to show that {Rk}k∈Z are i.i.d. random
variables exponentially distributed with parameter λ. First, observe that

P (R1 > t) = P (T1 > t) = P (Φ ((0, t]) = 0) = e−λt,

then R1 has an exponential distribution with parameter λ. Moreover, using
the strong Markov property of Poisson point processes on R+; see, e.g., [19,
Theorem 1.1 p.370] (which will be generalized in Section 12.1 below), we get

P (Rk > t | R1, . . . , Rk−1) = P (Tk − Tk−1 > t | T1, . . . , Tk−1)

= P (Tk − Tk−1 > t | Tk−1)

= P (Φ ((Tk−1, Tk−1 + t]) = 0 | Tk−1) = e−λt,

which shows that {Rk}k≥1 are independent exponential random variables with
parameter λ. Following the same lines as above, we may prove that {Rk}k≤0

are independent exponential random variables with parameter λ. By the inde-
pendence of Φ

(
R∗+
)

and Φ (R−) we get the announced result.

RT1 T2 T3T0T−1

R−1 R1 R2R0 R3

0T−2

R−2

Figure 2.1: Homogeneous Poisson point process on R

2.6.2 For Section 2.2

Example 2.6.3. Choosing uniformly an atom of a point process. Let G be
a l.c.s.h. space and Φ̃ =

∑
k∈N δ(Xk,Zk) be an i.i.d. marked point process on

G × R such that the mark distribution F has a density. Let Φ =
∑
k∈N δXk be

the associated ground process assumed simple and finite. Let K = K (ω) be the
index of the minimal mark ZK = mink∈N {Zk}. Then, given Φ, XK is uniformly
distributed among the set of atoms of Φ.
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Indeed, for any j ∈ N,

P (XK = Xj | Φ,Φ (G) ≥ j) = P (ZK = Zj | Φ,Φ (G) ≥ j)
= P (Zj ≤ Zk,∀k ∈ N\ {j} | Φ,Φ (G) ≥ j)

=

∫
R

P (z ≤ Zk,∀k ∈ N\ {j} | Φ,Φ (G) ≥ j)F (dz)

=

∫
R

(1− F (z))
Φ(G)−1

F (dz)

=

[
(1− F (z))

Φ(G)

Φ (G)

]+∞

−∞
=

1

Φ (G)
.

Example 2.6.4. I.i.d. marks from sequence of nested partitions. Let G be a
l.c.s.h. space. We will give a particular way of constructing the marks {Zk}k∈N
of an i.i.d. marked point process Φ̃ =

∑
k∈N δ(Xk,Zk) on G×R with a given mark

distribution F . We assume that the associated ground process Φ =
∑
k∈N δXk

is simple. Let Kn = {Kn,j}j∈N (n ∈ N) be a sequence of nested partitions of

G as in Lemma 1.6.3. Let {Yn,j}n,j∈N be a sequence of i.i.d. random variables
with common distribution F independent of Φ. Given the ground point process
Φ =

∑
k∈N δXk , for each k ∈ N, let n (Xk,Φ) be the smallest index n ∈ N such

that Xk is the only atom of Φ in some Kn,j. We may then take

Zk := Yn(Xk,Φ),j(Xk,Φ), k ∈ N.

Indeed, for all k ∈ N and B ∈ B (G) ,

P (Zk ∈ B | Φ) = P(Yn(Xk,Φ),j(Xk,Φ) ∈ B | Φ)

=
∑
n,j∈N

P(Yn,j ∈ B | Φ, n (Xk,Φ) = n, j (Xk,Φ) = j)

P(n (Xk,Φ) = n, j (Xk,Φ) = j | Φ)

=
∑
n,j∈N

F (B)P(n (Xk,Φ) = n, j (Xk,Φ) = j | Φ) = F (B).

We may prove along the same lines as above that, for any k 6= l ∈ N and
B,C ∈ B (G),

P (Zk ∈ B,Zl ∈ C | Φ) = F (B)F (C),

which shows that, given Φ, {Zk}k∈N is an i.i.d. sequence of random variables
with common distribution F .

Example 2.6.5. Poisson-Monte Carlo integration. Continuing Exercise 1.7.4,
we may write (1.7.1) as follows

lim
n→∞

1

n

∫
B

f

n∑
j=1

dΦn =

∫
B

fdx.
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If we take Φ as a homogeneous Poisson point process on Rd with intensity 1,
then, by Corollary 2.2.3,

∑n
j=1 Φn is a homogeneous Poisson point process with

intensity n. Thus one may simulate a Poisson point process Φ̃n with sufficiently
high intensity n, and estimate the integral

∫
B
fdx by 1

n

∫
B
fdΦ̃n.

Example 2.6.6. Jittering. Let Φ =
∑
k∈Z δ(Tk,Zk) be a point process on Rd×Rd

and let g be the function defined on Rd×Rd by g (t, z) = t+ z. Then the image
of Φ by g is Φ̃ = Φ ◦ g−1 =

∑
k∈Z δTk+Zk whose atom T̃k = Tk +Zk may be seen

as a random displacement ( jittering) of Tk as illustrated in Figure 2.2.

Zk+2

T̃k+2

Zk Zk+1

Tk
Tk+1

T̃k

Tk+2

T̃k+1

Φ

Φ̃

Figure 2.2: Jittered point process

Example 2.6.7. Thinning from marking. Let G be a l.c.s.h. space, p : G →
[0, 1] be some measurable function, and Φ̂ =

∑
k∈N δ(Tk,Zk) be an independently

marked point process on G× {0, 1}, such that

P(Zk = 1 | Φ) = p (Tk) , P(Zk = 0 | Φ) = 1− p (Tk) ,

then
Φ̃ =

∑
k∈N

ZkδTk

is the thinning of the point process Φ =
∑
k∈N δTk . Observe that Φ̃ (·) can be

seen as Φ̂(· × {1}).

Example 2.6.8. Cf. [15, Lemma 1]. Propagation loss in wireless networks.
Consider a wireless network composed of base stations whose locations are mod-
elled by a homogeneous Poisson point process on R2, say Φ =

∑
n∈N δXn , of

intensity λ. Consider a user located at 0. The propagation loss Yn between the
base station located at Xn and the user comprises firstly a deterministic term
due to the distance denoted by l (|Xn|) where

l (r) = (Kr)
β
, r ∈ R+

for two given constants K ∈ R∗+ and β > 2. Moreover, the propagation loss Yn
comprises a random term called fading and denoted by Zn; that is

Yn =
l (|Xn|)
Zn

.



80 CHAPTER 2. BASIC MODELS AND OPERATIONS

The fading random variables Z0, Z1, . . . are i.i.d. marks for Φ; i.e., the point
process

∑
n∈N δ(Xn,Zn) is an i.i.d. marked point process associated to Φ in the

sense of Definition 2.2.18.
The point process Φ̃ =

∑
n∈N δYn may be viewed as an independent displace-

ment of the point process Φ =
∑
n∈N δXn by the probability kernel

p(x,B) = P

(
l (|x|)
Z
∈ B

)
, x ∈ R2, B ∈ B (R+) ,

where Z = Z0. Assume that E
[
Z

2
β

]
<∞. By the displacement theorem 2.2.17,

the point process Φ̃ is Poisson on R+ with intensity measure

MΦ̃ ([0, u)) =

∫
R2

p (x, [0, u))λdx

= λ

∫
R2

P

(
l (|x|)
Z
∈ [0, u)

)
dx

= λ

∫
R2×R+

1

{
l (|x|)
z

< u

}
dxPZ (dz)

= λ

∫
R+

π (zu)
2
β

K2
PZ (dz) = au

2
β , (2.6.1)

where
a = πλK−2E

[
Z

2
β

]
. (2.6.2)

We may then deduce the probability distribution of the lowest propagation loss
Y = infn∈N Yn,

P (Y ≥ u) = P (Yn ≥ u,∀n ∈ N)

= P
(

Φ̃ ([0, u)) = 0
)

= e−MΦ̃([0,u)) = e−au
2
β
. (2.6.3)

On the other hand, it follows from (2.6.1) that the number of points of the
point process {Yn}n∈N is almost surely finite in any finite interval. Thus the
infimum Y = infn∈N Yn is almost surely achieved for some base station; i.e.,
Y = minn∈N Yn. Thus it may be interpreted as the propagation loss with the
serving base station; i.e., the one with strongest received power.

Example 2.6.9. Arrival process in time and space. We consider users arriving
to a network where each user arrives at a some time instant to some location
in Rd. We will describe the arrival process as a point process on R×Rd. Given
a locally finite measure Λ on Rd, assume that for each B ∈ Bc

(
Rd
)
,

(i) users arrival times to B is a homogeneous Poisson process
∑
n∈Z δTn on

R with intensity Λ (B);
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(ii) the position Xn of the arrival at time Tn is picked at random in B inde-
pendently of any thing else according to Λ (dx) /Λ (B).

We define, for each B ∈ Bc

(
Rd
)
, the arrival process to B as the marked point

process
∑
n∈Z δ(Tn,Xn) which is, by Theorem 2.2.21, a Poisson point process on

R×B with intensity measure

Λ (B) dt
Λ (dx)

Λ (B)
= dt× Λ (dx) .

Then, we define the arrival process to the whole network as the Poisson point
process on R× Rd with intensity measure dt× Λ (dx). Proposition 2.2.4 shows
that such a process exists.

In the particular case when the measure Λ has a density; i.e., Λ (dx) = λdx,
then the arrival process is a homogeneous Poisson point process on R×Rd with
intensity λ.

Example 2.6.10. Space-time arrival process. The arrival process described in
Example 2.6.9 may be described alternatively as follows. Given a locally finite
measure Λ on Rd, assume that within each time interval I ∈ Bc (R),

(i) users arrival locations is a homogeneous Poisson process Φ =
∑
n∈Z δXn

on Rd with intensity measure Λ (dx)× ` (I) where ` is the Lebesgue mea-
sure;

(ii) the arrival times {Tn}n∈Z are i.i.d. marks of Φ with the uniform distribu-
tion on I.

Following the same lines as in Example 2.6.9, we may construct a marked
point process Φ̃ =

∑
n∈Z δ(Xn,Tn) which is a Poisson point process on Rd × R

with intensity measure Λ (dx)×dt. Such a process is called a space-time arrival
process.

2.6.3 For Section 2.4

Example 2.6.11. Interference in wireless networks. Consider the model of
wireless networks described in Example 2.6.8. Assuming that each base station
transmits a power equal to 1, the interference, defined as the total power received
by the user from all the base stations in the network, equals

I =
∑
n∈N

1

Yn
=

∫
R+

1

u
Φ̃ (du) = Φ̃ (f) ,
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where f(u) = 1
u . This is a cumulative shot-noise whose Laplace transform is

deduced from Proposition 2.4.3

LI (t) = exp

[
−
∫
R+

(
1− e−tf(u)

)
MΦ̃ (du)

]

= exp

[
− 2

β
a

∫ ∞
0

(
1− e− t

u

)
u

2
β−1du

]
= exp

[
− 2

β
at

2
β

∫ ∞
0

(
1− e−v

)
v−1− 2

β dv

]
, (2.6.4)

where the second equality is due to (2.6.1). For the third one, we make the
change of variable v = t

u and a is given by (2.6.2). Integrating by parts, we get∫ ∞
0

(
1− e−v

)
v−1− 2

β dv =

[(
1− e−v

)(−β
2
v−

2
β

)]∞
0

−
∫ ∞

0

e−v
(−β

2
v−

2
β

)
dv

=
β

2

∫ ∞
0

e−vv−
2
β dv =

β

2
Γ

(
1− 2

β

)
.

Thus

LI (t) = exp

[
−aΓ

(
1− 2

β

)
t

2
β

]
. (2.6.5)

In particular, it follows from Lemma 13.C.9 that

P (I = 0) = 0. (2.6.6)

Joint probability distribution of propagation loss and interference in wireless
networks. Letting Y = infn∈N Yn, we deduce from Proposition 2.4.5 that

E
[
1 {Y ≥ s} e−tI

]
= E

[
1

{
1

Y
≤ 1

s

}
e−tΦ(f)

]
= exp

[
−
∫
R+

(
1− e− t

u 1

{
1

u
≤ 1

s

})
MΦ̃ (du)

]

= exp

[
− 2

β
a

∫ ∞
s

(
1− e− t

u

)
u

2
β−1du− 2

β
a

∫ s

0

u
2
β−1du

]
= exp

[
− 2

β
at

2
β

∫ t
s

0

(
1− e−v

)
v−1− 2

β dv − as 2
β

]
,

where the last equality is obtained by the change of variable v = t
u . Note that∫ t

s

0

(
1− e−v

)
v−1− 2

β dv =

∫ ∞
0

(
1− e−v

)
v−1− 2

β dv −
∫ ∞
t
s

(
1− e−v

)
v−1− 2

β dv

=
β

2
Γ

(
1− 2

β

)
−
∫ ∞
t
s

(
1− e−v

)
v−1− 2

β dv
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and ∫ ∞
t
s

(
1− e−v

)
v−1− 2

β dv = −
∫ ∞
t
s

v−1− 2
β dv −

∫ ∞
t
s

e−vv−1− 2
β dv

= −β
2

(
t

s

)− 2
β

− Γ

(
− 2

β
,
t

s

)
,

where Γ (α, x) =
∫∞
x
e−vva−1dv, α ∈ R∗−, x ∈ R∗+ is the upper incomplete gamma

function. Then

E
[
1 {Y ≥ s} e−tI

]
= exp

[
− 2

β
at

2
β

{
β

2
Γ

(
1− 2

β

)
+ Γ

(
− 2

β
,
t

s

)}]
.

Example 2.6.12. Illustration of Theorem 2.2.21 for wireless networks. We
shall retrieve the results already obtained in Examples 2.6.8 and 2.6.11 us-
ing Theorem 2.2.21. Recall that the fading random variables {Zn}n∈N are
i.i.d. marks of the process of base station locations Φ =

∑
n∈N δXn . By Theo-

rem 2.2.21, the marked point process

Φ̃ =
∑
n∈N

δ(Xn,Zn)

is Poisson with intensity

Λ̃ (dx× dz) = FZ (dz)λdx.

Letting f(x, z) = z
l(|x|) and V := supn∈N f (Xn, Zn), we deduce from Propo-

sition 2.4.4 that

P (V ≤ u) = exp

[
−
∫
R2×R+

1 {f(x, z) > u} Λ̃ (dx× dz)

]

= exp

[
−
∫
R2×R+

1

{
z

l (|x|) > u

}
FZ (dz)λdx

]

= exp

[
−λ
∫
R+

[∫
R2

1

{
z

(K |x|)β
> u

}
dx

]
FZ (dz)

]

= exp

[
−λ
∫
R+

[∫
R2

1

{
|x| < 1

K

( z
u

) 1
β

}
dx

]
FZ (dz)

]

= exp

[
−λ
∫
R+

π

K2u
2
β

z
2
β FZ (dz)

]
= e−au

− 2
β
,

where a = λπK−2E
[
Z

2
β

]
. Noting that V = 1/Y where Y = infn∈N Yn we check

that the above result is consistent with (2.6.3). The probability distribution of
V is called a Fréchet probability distribution with shape parameter 2

β and scale

parameter a
β
2 .
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Assuming that each base station transmits a power equal to 1, the total power
received by the user from all the base stations in the network equals∑

n∈N

1

Yn
=
∑
n∈N

Zn
l (|Xn|)

=
∑
n∈N

f(Xn, Zn)

=

∫
R2×R+

f(x, z)Φ̃ (dx× dz) = Φ̃ (f)

which is a cumulative shot-noise. We deduce from Proposition 2.4.3 that the
Laplace transform of the total received power is given by, for all t ∈ R+,

LΦ̃(f) (t) = exp

[
−
∫
R2×R+

(
1− e−tf(x,z)

)
Λ̃ (dx× dz)

]

= exp

[
−
∫
R2×R+

(
1− e− tz

l(|x|)

)
FZ (dz)λdx

]

= exp

[
−2πλ

∫
R+

[∫
R+

(
1− e− tz

l(r)

)
FZ (dz)

]
rdr

]

= exp

[
−2πλ

∫
R+

[
1− LZ

(
t

l (r)

)]
rdr

]
,

where LZ (u) = E
[
e−uZ

]
is the Laplace transform of the fading random variable

Z. For l (r) = (Kr)
β

, we continue the last but one equality by making the change
of variable v = tz

l(r)

LΦ̃(f) (t) = exp

[
− 2

β
πλK−2E

[
Z

2
β

]
t

2
β

∫
R+

(
1− e−v

)
v−

1
β−2dv

]

= exp

[
− 2

β
at

2
β

∫ ∞
0

(
1− e−v

)
v−1− 2

β dv

]
which is the same result as (2.6.4).

Example 2.6.13. Poisson shot-noise with marks. Let Φ =
∑
n∈Z δXn be a

Poisson point process on Rd of intensity λ, and let {Zn}n∈Z be a i.i.d. sequence

of nonnegative random variables and independent of Φ. For any B ∈ Bc

(
Rd
)
,

let
Φ̄ (B) =

∑
n∈Z

Zn1 {Xn ∈ B} .

We will show that, for any θ ∈ R+,

E
[
e−θΦ̄(B)

]
= exp [− (1− LZ0 (θ))MΦ(B)] .
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Indeed, letting Φ̃ =
∑
n∈Z δ(Xn,Zn) and f (x, z) = z1 {x ∈ B}, then Φ̄ (B) =∑

n∈Z f (Xn, Zn) = Φ̃ (f). Thus it follows from Example 2.4.7(iii) that

E
[
e−θΦ̄(B)

]
= E

[
e−θΦ̃(f)

]
= exp

[
−
∫
G

(
1−E

[
e−θZ01{x∈B}

])
MΦ (dx)

]
= exp

[
−
∫
B

(
1−E

[
e−θZ0

])
MΦ (dx)

]
= exp [− (1− LZ0

(θ))MΦ(B)] .

Example 2.6.14. Wide-sense stationarity. Consider the random filtering Y (t)
defined in Example 2.4.8. Besides the assumptions of Example 2.4.8(ii), assume
that Φ is homogeneous Poisson point process on Rd with intensity λ and that
the marks {Zn}n∈Z are independent of the ground process Φ. Then

E [Y (t)] = λ

∫
Rd

E [h (t− x, Z0)] dx = λ

∫
Rd

E [h (x, Z0)] dx, t ∈ Rd

and

cov (Y (t) , Y (t+ τ)) = λ

∫
Rd

E [h (x, Z0)h∗ (x+ τ, Z0)] dx, t, τ ∈ Rd.

Note that the above two quantities don’t depend on the parameter t. Thus
{Y (t)}t∈Rd is a wide-sense stationary stochastic process [18, §B1.2.2].

Example 2.6.15. Exponential shot-noise. Consider the random filtering Y (t)
defined in Example 2.4.8. Assume that the ground process Φ is Poisson on
R+ and that the marks {Zn}n∈Z are independent of Φ and are integrable; i.e.,
E [|Zn|] <∞. Let

h(t, z) = ze−αt1{t≥0}, t, z ∈ R,

where α is a given positive number, then the random filtering (2.4.5) equals

Y (t) =
∑
n∈Z

h (t−Xn, Zn) =
∑
n∈Z

Zne
−α(t−Xn).

The left hand side of Condition (2.4.6) writes E [|Z0|] e−αt
∫ t

0
eαxMΦ (dx) which

is finite since the intensity measure of a Poisson point process is locally finite by
definition. Then the Laplace transform of Y (t) follows from (2.4.7), for θ ∈ R+,

E
[
e−θY (t)

]
= exp

(
−
∫ t

0

(1−E
[
e−θZ0h(t−x)

]
)MΦ (dx)

)
= exp

(
−
∫ t

0

(1− LZ0

(
θe−α(t−x)

)
)MΦ (dx)

)
.
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Example 2.6.16. Shot-noise Cox point process. Let Φ be a point process on
Rd with mean measure λdt and h : Rd → R+ be a measurable function such that

ρ :=

∫
Rd
h (t) dt <∞.

A Cox point process Φ̄ on Rd directed by the random measure Λ (dt) = λ (t) dt
where

λ (t) =

∫
Rd
h (t− x) Φ (dx) =

∑
X∈Φ

h (t−X) (2.6.7)

is called a shot-noise Cox point process. This may be interpreted by saying
that, conditionally to Φ, each point X of Φ generates descendants according to
a Poisson point process of intensity measure h (t−X) dt.

It follows from (2.3.1) that the mean measure of Φ̄ is

MΦ̄ (dt) = E [Λ (dt)]

= E [λ (t)] dt

=

[∫
Rd
h (t− x)MΦ (dx)

]
dt

=

[∫
Rd
h (t− x)λdx

]
dt = ρλdt, (2.6.8)

where the third equality follows from the Campbell averaging theorem 1.2.5.
It follows from (2.3.2) that the Laplace transform of Φ̄ equals, for f ∈ F+ (G),

LΦ̄ (f) = E

[
exp

(
−
∫
Rd

(1− e−f(t))λ (t) dt

)]
= E

[
exp

(
−
∫
Rd

(1− e−f(t))

∫
Rd
h (t− x) Φ (dx) dt

)]
= E

[
exp

(
−
∫
Rd

[∫
Rd

(1− e−f(t))h (t− x) dt

]
Φ (dx)

)]
= LΦ

(
f̄
)
,

where f̄ (x) =
∫
Rd(1− e−f(t))h (t− x) dt, x ∈ Rd.

Note that the above Laplace transform equals that obtained in Example 2.3.13
for a Cox cluster point process if the descendant process mean measure equals
h (t) dt. This may be justified by the interpretation we gave just after Equa-
tion (2.6.7). Consequently, a Cox cluster point process is sometimes called a
generalized shot-noise Cox point process.

Example 2.6.17. Spatial Hawkes process. Let Φ0 be a point process on Rd
with mean measure λ0dt called the ancestors process and h : Rd → R+ be a
measurable function such that

ρ :=

∫
Rd
h (t) dt <∞.
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The spatial Hawkes process is constructed recursively (in terms of branching)
as follows

Φ =
∑
n≥0

Φn,

such that Φn is a Cox point process on Rd directed by the random measure
Λn (dt) = λn (t) dt where

λn (t) =

∫
Rd
h (t− x) Φn−1 (dx) =

∑
X∈Φn−1

h (t−X) .

As in Example 2.6.16, this may be interpreted by saying that, conditionally to
Φn−1, each point X of Φn−1 generates descendants according to a Poisson point
process of intensity measure h (t−X) dt (the function h is called the fertility
rate function).

Note that Φ1 is a shot-noise Cox point process as defined in Example 2.6.16).
Then its mean measure is given by Equation (2.6.8); that is MΦ1

(dt) = ρλ0dt.
Hence we may show by induction that Φn is a shot-noise Cox point process
with mean measure MΦn (dt) = ρnλ0dt. If ρ < 1, then

∑
n≥0 ρ

n < ∞ and by
Corollary 2.2.2, Φ =

∑
n≥0 Φn is a well defined point process with mean measure

MΦ (dt) =
∑
n≥0

ρnλ0dt =
λ0

1− ρdt.

2.7 Exercises

2.7.1 For Section 2.1

Exercise 2.7.1. Conditional distribution of points of Poisson point process.
Let Φ be a Poisson point process on a l.c.s.h space G with intensity measure Λ.

Consider pairwise disjoint sets B1, . . . , Bk ∈ B (G), and let B =
k⋃
j=1

Bj. Show

that

P (Φ(B1) = n1, . . . ,Φ(Bk) = nk | Φ(B) = n) =
n!

n1! · · ·nk!

1

Λ(B)n

k∏
j=1

Λ(Bj)
nj ,

for all n, n1, . . . , nk ∈ N such that n1 + · · · + nk = n. In words, condition-
ally to Φ(B) = n, the random vector (Φ(B1), . . . ,Φ(Bk)) has a multinomial
distribution.

Solution 2.7.1. Let n1, . . . , nk be nonnegative integers such that n1+· · ·+nk =
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n. Then

P(Φ(B1) = n1, . . . ,Φ(Bk) = nk | Φ(B) = n)

=
P(Φ(B1) = n1, . . . ,Φ(Bk) = nk,Φ(B) = n)

P(Φ(B) = n)

=
P(Φ(B1) = n1, . . . ,Φ(Bk) = nk)

P(Φ(B) = n)

=
P(Φ(B1) = n1) · · ·P(Φ(Bk) = nk)

P(Φ(B) = n)

= e−Λ(B1) Λ(B1)n1

n1!
. . . e−Λ(Bk) Λ(Bk)nk

nk!

/[
Λ(B)n

e−Λ(B)

n!

]
=

n!

n1! · · ·nk!

1

Λ(B)n

k∏
j=1

Λ(Bj)
nj .

Exercise 2.7.2. Construction of an inhomogeneous Poisson point process on
R. Let λ : R→ R+ some measurable function and Ψ be a homogeneous Poisson
point process on R2 with unit intensity. Consider the point process on R whose
atoms are the projections on the abscissa axis of the atoms of Ψ located in
{(x, y) ∈ R2 : 0 ≤ y ≤ λ (x)}. Show that Φ is a Poisson point process on R with
intensity measure Λ (dx) = λ (x) dx.

Solution 2.7.2. Indeed, for B ∈ B (R), we have Φ(B) = Ψ({(x, y) : x ∈
B, 0 ≤ y ≤ λ (x)}). Observe that for pairwise disjoint B1, . . . , Bk ∈ B (R),
{(x, y) : x ∈ B1, 0 ≤ y ≤ λ (x)}, . . . , {(x, y) : x ∈ Bk, 0 ≤ y ≤ λ (x)} are
pairwise disjoint. Then Φ(B1), . . . ,Φ(Bk) are independent. Moreover,

∫
R2

1{(x,y):x∈B,0≤y≤λ(x)}dxdy =

∫
B

(∫ λ(x)

0

dy

)
dx

=

∫
B

λ (x) dx = Λ(B).

Thus

Φ(B) = Ψ({(x, y) : x ∈ B, 0 ≤ y ≤ λ (x)})
dist.∼ P

(∫
R2

1{(x,y):x∈B,0≤y≤λ(x)}dxdy

)
= P(Λ(B)),

where P (α) is the Poisson distribution of mean α.

Exercise 2.7.3. Poisson point process in a random interval. Let Φ be a ho-
mogeneous Poisson point process of intensity λ on R and Z1, Z2 be two real
random variables independent of Φ such that Z1 ≤ Z2. Compute the probability
distribution of Φ ((Z1, Z2]).
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Solution 2.7.3. For n ∈ N,

P (Φ ((Z1, Z2]) = n) = E [1 {Φ ((Z1, Z2]) = n}]
= E [E [1 {Φ ((Z1, Z2]) = n} | Z1, Z2]]

= E

[
e−λ(Z2−Z1) [λ (Z2 − Z1)]

n

n!

]
=
λn

n!
E
[
e−λ(Z2−Z1) (Z2 − Z1)

n
]
.

Exercise 2.7.4. Two Poisson point processes. Let Φ1 and Φ2 be two indepen-
dent Poisson point processes on Rd of intensity measures Λ1 and Λ2 respectively.
Calculate the mean number of points of Φ1 which are at least at distance r of
any point of Φ2. Show that if Φ2 is homogeneous of intensity λ2, then this mean
number equals e−λ2πr

2

Λ1

(
Rd
)
.

Solution 2.7.4. The mean number of atoms of Φ1 which are at least at distance
r of any point of Φ2 equals

E

[ ∑
X∈Φ1

1 {Φ2 (B (X, r)) = 0}
]

= E

[
E

[ ∑
X∈Φ1

1 {Φ2 (B (X, r)) = 0}
∣∣∣∣∣Φ1

]]

= E

[ ∑
X∈Φ1

P (Φ2 (B (X, r)) = 0 | Φ1)

]

= E

[ ∑
X∈Φ1

e−Λ2(B(X,r))

]

= E

[∫
Rd
e−Λ2(B(x,r))Φ1 (dx)

]
=

∫
Rd
e−Λ2(B(x,r))Λ1 (dx) ,

where the last equality follows from Theorem 1.2.5. If Φ2 is homogeneous of
intensity λ2, then

E

[ ∑
X∈Φ1

1 {Φ2 (B (X, r)) = 0}
]

= e−λ2πr
2

Λ1

(
Rd
)
.

2.7.2 For Section 2.2

Exercise 2.7.5. Counting points falling in a shape. Points fall at some times
constituting a Poisson point process Φ =

∑
n∈Z δTn on R with intensity measure

Λ. Their locations are i.i.d marks {Zn}n∈Z in R2. For each t ∈ R, let S (t) be
a measurable subset of R2. Show that

Φ̄ =
∑
n∈Z

δTn1 {Zn ∈ S (Tn)}
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is a Poisson point process with intensity measure. (We may see S (t) as a
moving shape collecting the points falling in it.)

Solution 2.7.5. The point process Φ̃ =
∑
n∈Z δ(Tn,Zn) is Poisson with intensity

measure MΦ̃ (dt× dz) = Λ (dt) PZ (dz). Then Φ̄ is an independent displace-

ment of Φ̃ through the kernel

p ((t, z) , B) = 1 {t ∈ B} 1 {z ∈ S (t)} , t ∈ R, z ∈ R2, B ∈ B (G) .

If follows from the displacement theorem 2.2.17 that Φ̄ is a Poisson point process
with intensity measure

MΦ̄ (dt) =

∫
1 {z ∈ S (t)}PZ (dz) Λ (dt) = P (Z ∈ S (t)) Λ (dt) .

Exercise 2.7.6. Lightning strikes. Lightning strikes at some times constituting
a homogeneous Poisson point process Φ =

∑
n≥1 δTn on R+ with intensity λ.

Lightning strokes are modelled as discs with centers {Zn}n≥1 and radii {Rn}n≥1

which are i.i.d. marks of Φ. A tree is modelled by a disc centered at the origin of
radius a. Show that the first time τ the tree is hit by lightning is an exponential
random variable of parameter λP (|Z1| −R1 ≤ a).

Solution 2.7.6. The point process counting the lightning hitting the tree

Φ̄ =
∑
n≥1

δTn1 {|Zn| −Rn ≤ a}

is a thinning of Φ. Thus Φ̄ is a homogeneous Poisson point process of intensity

λ̂ = λP (|Z1| −R1 ≤ a) .

Then τ is an exponential random variable of parameter λ̂ = λP (|Z1| −R1 ≤ a).

Exercise 2.7.7. Antipersonnel mines. Antipersonnel mines are placed as a
homogeneous Poisson point process centered at the origin. Someone walking
straightly away from the origin is injured if he is at a distance lower than a
from a mine. What is the probability that he is injured before reaching a dis-
tance x. Conditionally to this event, what is the mean distance he remained
safe.

Solution 2.7.7. Until distance x from the origin, the number of harmful mines
is a Poisson random variable of mean λ

(
πa2 + 2ax

)
. Then the harmful mines

constitute a Poisson point process Φ on R+ with intensity measure Λ ([0, x]) =
λ
(
πa2 + 2ax

)
. The probability that the person is injured before reaching a dis-

tance R equals

P (Φ ([0, x]) ≥ 1) = 1− e−Λ([0,x]) = 1− e−λπa2

e−2λax.
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The distance along which the person remains safe is the first point X1 of Φ. For
any u ∈ [0, x], we have

P (X1 ≤ u | Φ ([0, x]) ≥ 1) = P (Φ ([0, u]) ≥ 1 | Φ ([0, x]) ≥ 1)

=
P (Φ ([0, u]) ≥ 1)

P (Φ ([0, x]) ≥ 1)

=
1− e−λπa2

e−2λau

1− e−λπa2e−2λax
.

Then

E [X1 | Φ ([0, x]) ≥ 1] =

∫ x

0

P (X1 > u | Φ ([0, x]) ≥ 1) du

= x−
∫ x

0

P (X1 ≤ u | Φ ([0, x]) ≥ 1) du

= x− x− e−λπa2 ∫ x
0
e−2λaudu

1− e−λπa2e−2λax

= x− x− e−λπa2 1−e−2λax

2λa

1− e−λπa2e−2λax
.

Exercise 2.7.8. Obstacles obstructing communication. Let Φ =
∑
n∈Z δXn be

a point process on R2 and let {Zn}n∈Z be i.i.d. marks of Φ where each Zn is
a random geometric shape. Two fixed points A and B in R2 communicate if
the line segment [A,B] does not intersect any of the obstacles Xn + Zn, n ∈ Z.
Calculate the probability that A and B communicate. Show that this probability
equals

exp
(
−λ
(
2 |AB|E [R1] + πE

[
R2

1

]))
when Φ is homogeneous of intensity λ and Z1 is a disc of random radius R1

centered at the origin.

Solution 2.7.8. Let I = [A,B] and Λ be the mean measure of Φ. Consider the
point process

Φ′ =
∑
n∈Z

δXn1 {(Xn + Zn) ∩ I 6= ∅}

counting the shapes intersecting the line segment I. It is a thinning of Φ, the
probability of keeping the point at x being

p (x) = P ((x+ Z1) ∩ I 6= ∅) = P
(
x ∈ I + Ž1

)
,

where Ž1 = {−t : t ∈ Z1}. By Corollary 2.2.7, Φ′ is a Poisson point process
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with intensity measure Λ′ (dx) = p (x) Λ (dx), then

P (A and B communicate) = P
(
Φ′
(
R2
)

= 0
)

= e−Λ′(R2)

= exp

(
−
∫
R2

p (x) Λ (dx)

)
= exp

(
−E

[∫
R2

1
{
x ∈ I + Ž1

}
Λ (dx)

])
= exp

(
−E

[
Λ
(
I + Ž1

)])
.

If Φ is homogeneous of intensity λ and the shape is a disc of center 0 and random
radius R1, then

E
[
Λ
(
I + Ž1

)]
= λE

[∣∣I + Ž1

∣∣]
= λE [|I + Z1|]
= λE

[
2 |I|R1 + πR2

1

]
= λ

(
2 |I|E [R1] + πE

[
R2

1

])
,

where the third equality follows from the fact that I + Z1 may be obtained by
translating Z1 along the segment I which gives a rectangle of length |I| and width
2R1 and two half discs of radius R1.

Exercise 2.7.9. Policemen catching thieves. We consider policemen and thieves
arriving to some location and remaining there for some duration. The arrival
times of thieves (resp. policemen) is a homogeneous Poisson point process on R
of intensities λ (resp. λ′). The sojourn durations of thieves (resp. policemen)
are i.i.d. marks of their arrival process of probability distribution Q (resp. Q′).
The arrivals and sojourns of policemen are independent from those of thieves.
Sow that the mean number of thieves caught (i.e., meeting a policeman) per unit
time equals

λ
(

1−E
[
e−λ

′Z
]
e−λ

′E[Z′]
)
,

where Z and Z ′ are random variables with respective distributions Q and Q′.

Solution 2.7.9. Let Φ =
∑
n∈Z δTn be the thieves arrival process and consider

the process counting the thieves meeting a policeman

Φ̃ =
∑
n∈Z

δTn1 {thief n is caught}

which is a thinning of Φ; the probability of keeping the n-th point being

p = P (thief n is caught)

which does not depend on n since, by stationarity, all the thieves have the same
probability to be caught. The mean number of thieves caught per unit time is
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precisely the intensity of the process Φ̃

E
[
Φ̃ ([0, t])

]
t

= E
[
Φ̃ ([0, 1])

]
= λp,

where the last equality follows from Proposition 2.2.6.
It remains to compute p. By stationarity, we may consider without loss of

generality that a thief arrives at time 0 and remains for a random duration Z.
Let Φ′ =

∑
k∈Z δT ′k be the policemen arrival process and Z ′k the sojourn duration

of the policeman arriving at T ′k. The thief may be caught either by a policeman
arriving at time T ′k ∈ [0, Z], or by a policeman arriving at time T ′k < 0 such
that T ′k + Z ′k > 0. Let

Φ′1 =
∑
k∈Z

δT ′k1 {T ′k ∈ [0, Z]}

be the process counting the policemen arriving at time T ′k ∈ [0, Z]. Given Z, Φ′1
is a Poisson point process with intensity measure

Λ′1 (dt) = λ′1 {t ∈ [0, Z]} .

Then
P (Φ′1 (R) = 0 | Z) = e−λ

′Z .

On the other hand, let

Φ′2 =
∑
k∈Z

δT ′k1 {−Z ′k < T ′k < 0}

be the process counting the policemen arriving at time T ′k < 0 such that T ′k+Z ′k >
0. It is a thinning of Φ′, thus its a Poisson point process with intensity

Λ′2 (dt) = λ′1 {t < 0}P (−Z ′ < t)

= λ′1 {t < 0}P (Z ′ > −t) ,

where Z ′ is a random variable with probability distribution Q′. Then

P (Φ′2 (R) = 0) = exp

[
−λ′

∫ 0

−∞
P (Z ′ > −t) dt

]
= exp

[
−λ′

∫ ∞
0

P (Z ′ > s) ds

]
= e−λ

′E[Z′].

Thus

p = 1−E [P (Φ′1 (R) = 0,Φ′2 (R) = 0 | Z)]

= 1−E
[
e−λ

′Ze−λ
′E[Z′]

]
= 1−E

[
e−λ

′Z
]
e−λ

′E[Z′].

Therefore the mean number of thieves caught per unit time is

λp = λ
(

1−E
[
e−λ

′Z
]
e−λ

′E[Z′]
)
.
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Exercise 2.7.10. Road traffic. Let Φ =
∑
n∈Z δXn be a homogeneous point

process on R with intensity λ representing the initial positions of vehicles and
let {Zn}n∈Z be i.i.d. marks of Φ where Zn is real-valued random variable rep-
resenting the n-th vehicle’s speed. Therefore the position of the n-th vehicle at
time t ≥ 0 is Xn (t) = Xn + tZn.

1. Show that, for given t ≥ 0, Φ′ =
∑
n∈Z δXn(t) is a homogeneous Poisson

point process on R with intensity λ.

2. Let τn be the time at which the n-th vehicle passes through the origin.
Show that Φ̄ =

∑
n∈Z δτn is a homogeneous Poisson point process on R+

with intensity λE [|Z1|].

Solution 2.7.10. By Theorem 2.2.21, Φ̃ =
∑
n∈Z δ(Xn,Zn) is a Poisson point

process on R2 with intensity measure Λ̃ (dx,dz) = λdxPZ1
(dz).

1. Let Yn := Xn + tZn then Φ′ =
∑
n∈Z δYn may be seen as an independent

displacement of Φ̃ with respect to the kernel

P
(
Yn ∈ B | Φ̃

)
= 1 {Xn + tZn ∈ B} , B ∈ B (G) .

By the displacement theorem 2.2.17, Φ′ is a Poisson point process on R
with intensity measure

Λ′ (B) =

∫
R2

1 {x+ tz ∈ B} Λ̃ (dx, dz)

= λ

∫
R

(∫
R

1 {x ∈ B − tz} dx

)
PZ1 (dz)

= λ

∫
R
|B − tz|PZ1

(dz)

= λ

∫
R
|B|PZ1 (dz) = λ |B| ,

where |B| denotes the Lebesgue measure of B. Then Φ′ is homogeneous
with intensity λ.

2. Note that τn = −XnZn . Then Φ̄ =
∑
n∈Z δτn may be seen as an independent

displacement of Φ̃ with respect to the kernel

P
(
τn ∈ B | Φ̃

)
= 1

{
−Xn

Zn
∈ B

}
, B ∈ B (G) .

By the displacement theorem 2.2.17, Φ̄ is a Poisson point process on R
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with intensity measure

Λ′ (B) =

∫
R2

1
{
−x
z
∈ B

}
Λ̃ (dx, dz)

= λ

∫
R

(∫
R

1 {x ∈ −zB} dx

)
PZ1

(dz)

= λ

∫
R
|−zB|PZ1

(dz)

= λ |B|
∫
R
|z|PZ1

(dz) = λ |B|E [|Z1|] .

Then Φ′ is homogeneous with intensity λE [|Z1|].

Exercise 2.7.11. [99, Lemma 1] Show that we may extend the results of Ex-
ample 2.6.8 to Rd and also replace the constant intensity of base stations by an
isotropic power-law function rα with −d < α < β − d. Show that this general-
ization can be done by simply replacing 2/β by α/β + d/β in (2.6.1) and λK−2

by κd/((1 + α/d)Kd+α) in (2.6.2), where κd is the volume of the unit-radius
d-dimensional ball.

Solution 2.7.11. The point process of propagation losses Φ̃ =
∑
n∈N δYn may

be viewed as an independent displacement of the point process of base station
locations Φ =

∑
n∈N δXn by the probability kernel

p(x,B) = P

(
l (|x|)
Z
∈ B

)
, x ∈ Rd, B ∈ B (R+) ,

where Z = Z0. By the displacement theorem 2.2.17, the point process Φ̃ is
Poisson on R+ with intensity measure

MΦ̃ ([0, u)) =

∫
Rd
p (x, [0, u))λ |x|α dx

=

∫
Rd

P

(
l (|x|)
Z
∈ [0, u)

)
λ |x|α dx

= λ

∫
Rd×R+

1

{
l (|x|)
s

< u

}
|x|α dxPZ (ds) .
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Note that∫
Rd

1

{
l (|x|)
s

< u

}
|x|α dx

=

∫
Rd

1

{
|x| < (su)

1
β

K

}
|x|α dx

=

∫
Rd

1 {|x| < R} |x|α dx

=

∫ R

r=0

∫ π

φ1=0

. . .

∫ π

φd−2=0

∫ 2π

φd−1=0

rα+d−1 sind−2 φ1 sind−3 φ2 . . . sinφd−2drdφ1 . . . dφd−1

=
Rd+α

d+ α

∫ π

φ1=0

. . .

∫ π

φd−2=0

∫ 2π

φd−1=0

sind−2 φ1 sind−3 φ2 . . . sinφd−2dφ1 . . . dφd−1

=
Rd+α

d+ α
d

∫ 1

r=0

∫ π

φ1=0

. . .

∫ π

φd−2=0

∫ 2π

φd−1=0

rd−1 sind−2 φ1 sind−3 φ2 . . . sinφd−2drdφ1 . . . dφd−1

=
Rd+α

d+ α
d× κd,

where R = (su)
1
β

K and the third equality is due to a change of coordinates from
Cartesian to spherical; that is

x1 = r cosφ1

x2 = r sinφ1 cosφ2

x3 = r sinφ1 sinφ2 cosφ3

...
xd = r sinφ1 sinφ2 . . . sinφd−1,

(2.7.1)

where r ∈ R+, φ1, . . . , φd−2 ∈ [0, π] , φd−1 ∈ [0, 2π) whose Jacobian equals

dx = rd−1 sind−2 φ1 sind−3 φ2 . . . sinφd−2drdφ1 . . . dφd−1. (2.7.2)

Then

MΦ̃ ([0, u)) = λ

∫
R+

(
Rd+α

d+ α
d× κd

)
PZ (ds)

= λ
κd(

1 + α
d

)
Kd+α

∫
R+

(su)
α
β+ d

β PZ (ds) = au
α
β+ d

β ,

where
a = λ

κd(
1 + α

d

)
Kd+α

E
[
Z
α
β+ d

β

]
.

2.7.3 For Section 2.3

Exercise 2.7.12. Let (Ω,A,P) be a probability space, Φ be a homogeneous point
process on R of unit intensity, Z be a nonnegative random variable, T ∈ R+
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and
L = ZΦ([0,T ])e−(Z−1)T .

Show that the measure Q defined by

Q (A) = E [L× 1A] , A ∈ A
is a probability and that under Q, Φ restricted to [0, T ] is a Cox point process
with directing measure Λ (dt) = Z × dt.

Solution 2.7.12. Note that

Q (Ω) = E [L]

= E
[
ZΦ([0,T ])e−(Z−1)T

]
= E

[
e−(Z−1)TE

[
ZΦ([0,T ]) | Z

]]
= E

[
e−(Z−1)T e(Z−1)T

]
= 1,

then Q is a probability. Under Q, the Laplace transform of Φ restricted to [0, T ]
equals

E

[
L× exp

(
−
∫ T

0

fdΦ

)]
= E

[
ZΦ([0,T ])e−(Z−1)T × exp

(
−
∫ T

0

fdΦ

)]

= E

[
e−(Z−1)T ×E

[
ZΦ([0,T ]) exp

(
−
∫ T

0

fdΦ

)∣∣∣∣∣Z
]]

= E

[
e−(Z−1)T ×E

[
exp

(
−
∫ T

0

(f − logZ) dΦ

)∣∣∣∣∣Z
]]

= E

[
e−(Z−1)T × exp

(
−
∫ T

0

1− e−[f(t)−logZ]dt

)]

= E

[
exp

(
−
∫ T

0

(
1− e−f(t)

)
Zdt

)]
,

which is the Laplace transform of a Cox point process with directing measure
Λ (dt) = Z × dt.

Exercise 2.7.13. Let Φ be a point process on a l.c.s.h. space G. Show that if
Φ is simple, then P (Φ (B) ≥ 2) ≤ E

[
Φ(2)

(
B2
)]

for any B ∈ B (G).

Solution 2.7.13. If Φ is simple, then for any B ∈ B (G),

P (Φ (B) ≥ 2) = P
(
∃ (x, y) ∈ B2 : x 6= y,Φ({x}) ≥ 1,Φ({y}) ≥ 1

)
= P

(
∃ (x, y) ∈ B2 : Φ(2)({(x, y)}) ≥ 1

)
= E

[
1
{
∃ (x, y) ∈ B2 : Φ(2)({(x, y)}) ≥ 1

}]
≤ E

[∫
B2

(Φ− δx) ({dy}) Φ (dx)

]
= E

[
Φ(2)

(
B2
)]
.
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2.7.4 For Chapter 2

Exercise 2.7.14. Average of total received power. Let Φ =
∑
n∈Z δXn , be

a point process on R2 with mean measure λdx representing the locations of
transmitters and let

Iε =
∑
n∈Z

Ptr × (K |Xn − y|)−β × 1 {|Xn − y| > ε}

be the total received power at location y ∈ R2 excluding transmitters which are
closer than distance ε > 0 to the receiver.

1. Show that

E[Iε] =
2πλPtr

(β − 2) εβ−2Kβ
. (2.7.3)

Discuss the motivation of the assumption ε > 0 and β > 2.

2. Assuming ε = 1/K, show that

E[I1/K ] =
2πλPtr

(β − 2)K2
.

Interpret the choice ε = 1/K observing the value of the received power at
distances r < 1/K.

Solution 2.7.14. 1. Consider a location y ∈ R2,

Iε =
∑
n∈Z

Ptr(K |Xn − y|)−β1 {|Xn − y| > ε} =

∫
R2

f (x) Φ (dx) ,

where f (x) := Ptr(K |x− y|)−β1 {|x− y| > ε}. By Campbell averaging formula

E [Iε] =

∫
R2

f (x)MΦ (dx)

=

∫
R2

f (x)λdx

= λPtrK
−β
∫
R2

|x− y|−β 1 {|x− y| > ε}dx

= λPtrK
−β
∫
R2

|x|−β 1 {|x| > ε} dx

= λPtrK
−β2π

∫ ∞
0

r−β1 {r > ε} rdr

= 2πλPtrK
−β
∫ ∞
ε

r1−βdr =
2πλPtr

(β − 2) εβ−2Kβ
.

Then the assumption ε > 0 and β > 2 ensures that E [Iε] <∞.
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2. For ε = 1/K, we get

E[I1/K ] =
2πλPtr

(β − 2)K2
.

For a distance r < 1/K, the received power Prec > Ptr which is physically
meaningless. Taking ε = 1/K, avoids this drawback.

Exercise 2.7.15. Laplace transform of total received power. Consider the
setting of Exercise 2.7.14 and assume moreover that Φ is a Poisson point process
on R2. Show that the Laplace transform of I = I0 is equal to

LI(ξ) := E
[
e−ξI

]
= exp

[
−λπP

2/β
tr

K2
Γ

(
1− 2

β

)
ξ2/β

]
,

where Γ(t) =
∫∞

0
st−1e−sds.

Solution 2.7.15. At a given location y ∈ R2,

I =
∑
n∈Z

Ptr(K |Xn − y|)−β =

∫
R2

f (x) Φ (dx) ,

where f (x) := Ptr(K |x− y|)−β. By the Laplace transform expression of Pois-
son point processes

E
[
e−ξI

]
= E

[
e−
∫
R2 ξf(x)Φ(dx)

]
= exp

[
−
∫
R2

(
1− e−ξf(x)

)
λdx

]
= exp

[
−λ
∫
R2

(
1− e−ξPtr(K|x−y|)−β

)
dx

]
= exp

[
−λ
∫
R2

(
1− e−ξPtr(K|x|)−β

)
dx

]
= exp

[
−λ2π

∫ ∞
0

(
1− e−ξPtrK

−βr−β
)
rdr

]
.

Making the change of variable v =
(
ξPtrK

−β) r−β; that is

r =
(
ξPtrK

−β)1/β v−1/β ,

dr =
(
ξPtrK

−β)1/β (− 1

β
v−1−1/β

)
dv,

we get∫ ∞
0

(
1− e−ξPtrK

−βr−β
)
rdr =

(
ξPtrK

−β)2/β 1

β

∫ ∞
0

(
1− e−v

)
v−1−2/βdv.
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Integrating by parts, we get

∫ ∞
0

(
1− e−v

)
v−1− 2

β dv =

[(
1− e−v

)(−β
2
v−

2
β

)]∞
0

−
∫ ∞

0

e−v
(−β

2
v−

2
β

)
dv

=
β

2

∫ ∞
0

e−vv−
2
β dv =

β

2
Γ

(
1− 2

β

)
.

Thus

E
[
e−ξI

]
= exp

[
−λ2π

(
ξPtrK

−β)2/β 1

β

β

2
Γ

(
1− 2

β

)]
= exp

[
−λπP

2/β
tr

K2
Γ

(
1− 2

β

)
ξ2/β

]
,

which is consistent with (2.6.5).

Exercise 2.7.16. Fading versus fading-less.

1. Let Φ =
∑
n∈Z δXn , be a Poisson point process on R2 with intensity mea-

sure Λ. Assume that Λ has a density λ in polar coordinates; i.e., if x ∈ R2

has polar coordinates (r, θ), then Λ(dx) = λ(r, θ)rdrdθ/(2π). We assume
that λ is bounded. Let {Zn}n∈Z be an independent sequence of marks of Φ.
These marks are i.i.d with probability distribution H on R+ such that∫
R+

1
y2H (dy) < ∞. For all n ∈ N, let X ′n := ZnXn (with the usual

convention for the multiplication of a vector by a scalar). Show that
Φ′ =

∑
n∈Z δX′n a Poisson point process on R2. Give its intensity measure.

2. Let β > 2. Let Φ =
∑
n∈Z δXn , be a Poisson point process on R2 with

intensity measure Λ, with the same properties as in 1. Let {Zn}n∈Z be a
sequence of marks of Φ, representing fading variables, i.i.d. with probabil-
ity distribution G on R+. Let I (0) be the shot noise of Φ for these fading
variables: I (0) =

∑
n∈Z

Zn
|Xn|β . Use 1. to show that, under appropriate

conditions on G, there exists a Poisson point process Ψ =
∑
n∈Z δYn on

R2 such that I(0) has the same distribution as the fading-less shot-noise
J(0) =

∑
n∈Z

1
|Yn|β . Give the intensity measure of Ψ.

Solution 2.7.16. 1. The point process Φ′ may be seen as an independent dis-
placement of Φ by the kernel

p ((r, θ) , A×B) = P (Z0r ∈ A) 1{θ∈B}, A ∈ B (R+) , B ∈ B ([0, 2π)) .
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Its mean measure is given in polar coordinates by

MΦ′ (A×B) =
1

2π

∫
θ∈[0,2π)

∫
r∈R+

p ((r, θ) , A×B)λ(r, θ)rdrdθ

=
1

2π

∫
θ∈B

∫
r∈R+

P (Z0r ∈ A)λ(r, θ)rdrdθ

=
1

2π

∫
θ∈B

∫
r∈R+

∫
y∈R+

1 {yr ∈ A}H (dy)λ(r, θ)rdrdθ

=
1

2π

∫
θ∈B

∫
v∈A

∫
y∈R+

1

y2
H (dy)λ

(
v

y
, θ

)
vdvdθ

where the last equality follows by the change of variable r → v = yr. Hence MΦ′

admits the density

λ′(v, θ) =

∫
y∈R+

λ

(
v

y
, θ

)
1

y2
H (dy) (2.7.4)

The above integral is finite since λ is bounded and
∫
R+

1
y2H (dy) < ∞. Then

MΦ′ is locally finite. By the displacement theorem 2.2.17, Φ′ is a Poisson point
process with intensity measure MΦ′ .

2. Note that

I (0) =
∑
n∈Z

Zn

|Xn|β
=
∑
n∈Z

1

|Yn|β

where Yn = Z
−1/β
n Xn = TnXn with Tn = Z

−1/β
n . By Question 1, if

E
[
T−2

0

]
= E

[
Z

2/β
0

]
<∞,

then Ψ =
∑
n∈Z δYn a Poisson point process on R2 with intensity measure having

density (2.7.4) with H the distribution of Z
−1/β
0 .

In the special case where λ(r, θ) is a constant, denoted by λ, we get that

Ψ is a homogeneous Poisson point process with intensity λE
[
Z

2/β
0

]
, which is

consistent with (2.6.2).

Exercise 2.7.17. Let Φ =
∑
n∈Z δXn be a homogeneous Poisson point process

on R2 of intensity λ ∈ R∗+ representing the location of transmitters. Consider
an attenuation function of the type l(r) = rβ and a fixed transmission power
P ∈ R∗+. Let X∗ be the point of Φ which is the closest to the origin.

1. Let M := P
|X∗|β be the power received at 0 from X∗. Show that the distribu-

tion of M is Pareto-like; namely, has a tail distribution function equivalent
to C/tγ , with C ∈ R∗+ and γ ∈ R∗+, when t tends to infinity.

2. Let M := PZ
|X∗|β where Z is an exponential random variable with unit mean.

Discuss the tail of M .
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3. Let R be a positive real number and let X∗(R) be the point the closest
to the origin and outside the ball B(0, R) of center 0 and radius R. Let
MR := PZ

|X∗(R)|β where Z is a nonnegative random variable. Show that if Z

is light-tailed, then so is MR. (A random variable is said to be light-tailed
if its cumulative distribution function decreases exponentially fast.)

Solution 2.7.17. 1. Consider,

P (M ≥ t) = P

(
P

|X∗|β
≥ t
)

= P

(
|X∗| ≤

(
P

t

)1/β
)

= 1−P

(
Φ(B

(
0,

(
P

t

)1/β
))

= 0) = 1− exp

[
−λπ

(
P

t

)2/β
]
.

(Note that the above result is consistent with (2.6.3).) Now, we use the approx-

imation exp
[
−λπ

(
P
t

)2/β]
= 1 − λπ

(
P
t

)2/β
+ o

((
P
t

)2/β)
, for large enough t,

and obtain
P(M ≥ t) = Ct−2/β .

This implies that the law of M is Pareto-like, with γ = 2/β. (Note that λπP 2/β

gets absorbed in the constant term C.)
2. We have

P (M ≥ t) = P

(
PZ

|X∗|β ≥ t
)

=

∫
R+

P

(
PZ

rβ
≥ t
)

2πλre−λπr
2

dr

= 2πλ

∫
R+

P

(
Z ≥ trβ

P

)
re−λπr

2

dr

= 2πλ

∫
R+

e−
trβ

P e−λπr
2

rdr,

where for the second equality we have used the distribution of R1 = |X∗| (from

part 1 of Exercise 2.7.23). Now using the change of variable y = trβ

P , we obtain

P(M ≥ t) =
2πλ

β

(
P

t

)2/β ∫
R+

e−yy2/β−1e−λπ( yPt )
2/β

dy.

From the monotone convergence theorem, we have that for large enough t,

P (M ≥ t) ≈ 2πλ

β

(
P

t

)2/β ∫
R+

e−yy2/β−1dy

=
2πλ

β

(
P

t

)2/β

Γ

(
2

β

)
,
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which shows that the distribution of M is again Pareto-like with γ = 2
β .

3. First we find the distribution of |X∗(R)|, for r > R

P (|X∗(R)| ≤ r) = 1−P(|X∗(R)| > r)

= 1−P(Φ(B(0, r)\B(0, R)) = 0)

= 1− e−λπ(r2−R2).

For r ≤ R, we have P(|X∗(R)| ≤ r) = 0. Now, consider

P (MR ≥ t) = P

(
PZ

|X∗(R)|β ≥ t
)

=

∫
R+

P

(
Ps

|X∗(R)|β ≥ t
)

2πλPZ(ds)

=

∫
R+

P

(
|X∗(R)| ≤

(
Ps

t

)1/β
)

PZ(ds)

=

∫ ∞
tRβ

P

[
1− e−λπ

(
(Pst )

2/β−R2
)]

PZ(ds)

≤
∫ ∞
tRβ

P

λπ

[(
Ps

t

)2/β

−R2

]
PZ(ds)

≤
∫ ∞
tRβ

P

λπ

(
Ps

t

)2/β

PZ(ds)

= λπ

(
P

t

)2/β ∫ ∞
tRβ

P

s2/βPZ(ds).

In the above analysis, we used 1−x ≤ e−x to obtain first inequality. Now having
Z light-tailed, is a sufficient condition for MR to be light-tailed.

Exercise 2.7.18. Let Φ =
∑
n∈Z δXn be a homogeneous Poisson point process

on R2 of intensity λ ∈ R∗+ independently marked with i.i.d. nonnegative random
variables {Zn}n∈Z. Let R be a positive real number. Give the Laplace transform
of

IR =
∑
n∈Z

1 {Xn ∈ B(0, R)} Zn
l(|Xn|)

,

for a general measurable function l : R+ → R+.

Solution 2.7.18. By definition of the Laplace transform

LIR(s) = E
[
e−sIR

]
= E

[
e−s

∑
n∈Z 1{Xn∈B(0,R)} Zn

l(|Xn|)

]
.

Now using the Laplace functional for Poisson point process, Φ̃ :=
∑
n∈Z δXn,Zn ,
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with f(x, p) = s1 {x ∈ B(0, R)} p
l(|x|) , we get

LIR(s) = exp

(
−
∫
R2×R+

[
1− e−s1{x∈B(0,R)} p

l(|x|)

]
MΦ̃(dx× dp)

)

= exp

(
−
∫
B(0,R)

∫
R+

[
1− e−s

p
l(|x|)

]
PZ(dp)λdx

)

= exp

(
−
∫
B(0,R)

[
1− LZ

(
s

l(|x|)

)]
λdx

)

= exp

(
−
∫ R

0

∫ 2π

0

[
1− LZ

(
s

l(r)

)]
λdθrdr

)

= exp

(
−2πλ

∫ R

0

[
1− LZ

(
s

l(r)

)]
rdr)

)
,

where LZ denotes Laplace transform of Z = Z1.

Exercise 2.7.19. Time evolution of users’ locations. Consider the context
of Example 2.6.9. Assume moreover that the duration of the call arriving at
location Xn is an exponential random variable Zn independent of any thing else
with mean 1/µ for some µ ∈ R∗+. At time 0, the users’ locations is assumed to
be a Poisson point process Φ0 =

∑
n∈Z δX0

n
with intensity measure Λ0 on R2.

Show that at time t ∈ R+, the point process of users’ locations

Φt =
∑
n∈Z

1 {Tn ∈ (0, t] , Zn > t− Tn} δXn +
∑
n∈Z

1
{
Z0
n > t

}
δX0

n
(2.7.5)

is a Poisson point processon R2 with intensity measure

MΦt (dx) =
Λ (dx)

µ

(
1− e−µt

)
+ Λ0 (dx) e−µt.

Deduce that when t→∞, MΦt (dx)→ Λ(dx)
µ .

Solution 2.7.19. By Theorem 2.2.21,

Φ̃ =
∑
n∈Z

δ(Tn,Xn,Zn)

is a Poisson point process on R× R2 × R+ with intensity measure

MΦ̃ (dt× dx× dz) = dt× Λ (dx)×PZ0 (dz) ,

where PZ0 is the probability distribution of Z0. By Corollary 2.2.7, the thinning∑
n∈Z

1 {Tn ∈ (0, t] , Zn > t− Tn} δ(Tn,Xn,Zn)
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is a Poisson point process on R× R2 × R+ with intensity measure

1 {s ∈ (0, t] , z > t− s} ds× Λ (dx)×PZ0 (dz) .

Then, the projection process

Φ1
t :=

∑
n∈Z

1 {Tn ∈ (0, t] , Zn > t− Tn} δXn

is a Poisson point process on R2 with intensity measure

MΦ1
t

(dx) = Λ (dx)

∫ t

0

P (Z0 > t− s) ds

= Λ (dx)

∫ t

0

e−µ(t−s)ds =
Λ (dx)

µ

(
1− e−µt

)
.

Similarly,

Φ0
t :=

∑
n∈Z

1
{
Z0
n > t

}
δX0

n

is a Poisson point process on R2 with intensity measure

MΦ0
t

(dx) = Λ0 (dx) P (Z0 > t) = Λ0 (dx) e−µt.

Since MΦt = MΦ1
t

+MΦ0
t
, we get the announced expression (2.7.5).

Exercise 2.7.20. Thinned Poisson point process. Let Φ be a homogeneous
Poisson point process on Rd with intensity λ ∈ R∗+. The points of Φ are in-
dependently thinned with the fixed thinning probability p ∈ (0, 1). Let Ψ be the
point process on Rd obtained by the thinning of Φ with retention probability p.
Show that Ψ and Ψ′ = Φ\Ψ are independent Poisson point processes. Give their
intensity measures.

Solution 2.7.20. Let Φ =
∑
k∈N δXk and let U0, U1, . . . be a sequence of i.i.d.

random variables independent of Φ uniformly distributed in [0, 1], then

Ψ =
∑
k∈N

1 {Uk ≤ p} δXk , Ψ′ =
∑
k∈N

1 {Uk > p} δXk .

Let B,B′ ∈ B
(
Rd
)

and α, α′ ∈ R+, and note that

αΨ (B) + α′Ψ′ (B′) =
∑
k∈N

(α1 {Uk ≤ p,Xk ∈ B}+ α′1 {Uk > p,Xk ∈ B′})

=
∑
k∈N

f (Xk, Uk) ,

where
f (x, u) := α1 {u ≤ p, x ∈ B}+ α′1 {u > p, x ∈ B′}



106 CHAPTER 2. BASIC MODELS AND OPERATIONS

is a cumulative shot-noise with marks. Then it follows from Example 2.4.7(iii)
that

E
[
eαΨ(B)+α′Ψ′(B′)

]
= exp

[
−
∫
G

(
1−E

[
e−f(x,U1)

])
λdx

]
= exp

[
−
∫
B

(
1−E

[
e−α1{U1≤p}

])
λdx

−
∫
B′

(
1−E

[
e−α

′1{U1>p}
])
λdx

]
= exp

[
−
∫
B

(
1−E

[
e−α1{U1≤p}

])
λdx

]
exp

[
−
∫
B′

(
1−E

[
e−α

′1{U1>p}
])
λdx

]
= E

[
eαΨ(B)

]
E
[
eα
′Ψ′(B′)

]
,

which shows that Ψ (B) and Ψ′ (B′) are independent. This being true for all
B,B′ ∈ B

(
Rd
)
, it follows that Ψ and Ψ′ are independent. By Corollary 2.2.7

they are homogeneous Poisson point processes with respective intensities pλ and
(1− p)λ.

Alternative solution. Here we provide a combinatorial argument. Con-
sider the point process Ψ. Since Ψ is obtained from Φ by thinning, ∀k ∈ N∗,
∀A1, A2, . . . , Ak ∈ B(Rd), the random variables Ψ(A1),Ψ(A2), . . . ,Ψ(Ak) are
mutually independent. In order to show that Ψ is a homogeneous Poisson point
process with intensity pλ, it remains to show that, for A ∈ B(Rd)

P(Ψ(A) = k) = e−pλ|A|
(pλ |A|)k

k!
,

where |A| is the Lebesgue measure of A. Consider,

P (Ψ(A) = k) =

∞∑
n=k

P(Ψ(A) = k,Φ(A) = n)

=
∞∑
n=k

P(Ψ(A) = k | Φ(A) = n)P(Φ(A) = n)

=

∞∑
n=k

n!

k! (n− k)!
pk(1− p)(n−k)e−λ|A|

(λ |A|)n
n!

= e−λ|A|
(pλ |A|)k

k!

∞∑
n=k

((1− p)λ |A|)n−k
(n− k)!

= e−λ|A|
(pλ |A|)k

k!
e(1−p)λ|A| = e−pλ|A|

(pλ |A|)k
k!

.

This establishes that Ψ is a homogeneous Poisson point process with intensity
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pλ. Similarly, we can show that Ψ′ is a homogeneous Poisson point process
with intensity (1 − p)λ. Next, we address the issue of independence of Ψ and
Ψ′.Consider,

P (Ψ(A) = k1,Ψ
′(A) = k2) = P(Ψ(A) = k1,Φ(A) = k1 + k2)

= P(Ψ(A) = k1 | Φ(A) = k1 + k2)P(Φ(A) = k1 + k2)

=
(k1 + k2)!

k1!k2!
pk1(1− p)k2e−λ|A|

(λ |A|)k1+k2

(k1 + k2)!

= e−pλ|A|
(pλ |A|)k1

k1!
e−(1−p)λ|A| ((1− p)λ |A|)k2

k2!

= P(Ψ(A) = k1)P(Ψ′(A) = k2).

This proves that Ψ and Ψ′ are independent.

Exercise 2.7.21. Independent thinning of a Poisson point process. This exer-
cise generalizes the result of Exercise 2.7.20. Let Φ be a Poisson point process
of intensity measure Λ on Rd. Consider its independent thinning Φ̃, where
p : Rd → [0, 1] is some measurable function representing the retention func-
tion (i.e., given Φ, each point X ∈ Φ is erased with probability 1− p (X) inde-
pendently from the other points).

1. Using Laplace transforms, show that Φ̃ is a Poisson point process of in-
tensity Λ̃(dx) := p(x)Λ(dx).

2. Show that the removed points Φ− Φ̃ form also a Poisson point process of
intensity (1 − p(x))Λ(dx). Moreover Φ̃ and Φ − Φ̃ are independent. Use
the Laplace transforms.

Solution 2.7.21. Let G = Rd.

1. Let U0, U1, . . . be a sequence of i.i.d. random variables independent of Φ
uniformly distributed in [0, 1], the thinning of Φ is defined as

Φ̃ =
∑
k∈N

1 {Uk ≤ p (Xk)} δXk .
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The Laplace transform of Φ̃ is given for all measurable f : G→ R+ by

LΦ̃ (f) = E

[
exp

(
−
∫
G
fdΦ̃

)]
= E

[
exp

(
−
∑
k∈N

1 {Uk ≤ p (Xk)} f (Xk)

)]

= E

[∏
k∈N

e−1{Uk≤p(Xk)}f(Xk)

]

= E

[
E

[∏
k∈N

e−1{Uk≤p(Xk)}f(Xk)

∣∣∣∣∣Φ
]]

= E

[∏
k∈N

(
1− p (Xk) + p (Xk) e−f(Xk)

)]

= E

[
exp

(
−
∫
G
f̃dΦ

)]
= LΦ

(
f̃
)
,

where f̃ (x) = − log
[
1− p (x)

(
1− e−f(x)

)]
. Since Φ is Poisson

LΦ

(
f̃
)

= exp

(
−
∫
G

(1− e−f̃ )dΛ

)
= exp

(
−
∫
G

(
1− e−f(x)

)
)p (x) Λ (dx)

)
= exp

(
−
∫
G

(
1− e−f(x)

)
)Λ̃ (dx)

)
,

which is the Laplace transform of a Poisson point process of intensity measure
Λ̃. The characterization of a Poisson point process by its Laplace transform
completes the proof.

2. Clearly Φ− Φ̃ has the same distribution as a thinning of Φ with retention
function 1− p. Then by Point 1, Φ− Φ̃ is a Poisson point process of intensity
(1−p(x))Λ(dx). In particular, its Laplace transform is given for all measurable
g : G→ R+ by

LΦ−Φ̃ (g) = exp

(
−
∫
G

(
1− e−g(x)

)
)(1− p(x))Λ (dx)

)
.

In order to show that Φ̃ and Φ − Φ̃ are independent, it is enough to show
that

E
[
e−
∫
G fdΦ̃−

∫
G gd(Φ−Φ̃)

]
= LΦ̃ (f)LΦ−Φ̃ (g) ,

for all measurable functions f, g : G→ R+. Observe that∫
G
fdΦ̃ +

∫
G
gd
(

Φ− Φ̃
)

=
∑
k∈N

(1 {Uk ≤ p (Xk)} f (Xk) + 1 {Uk > p (Xk)} g (Xk))

=
∑
k∈N

ϕ (Xk, Uk) ,
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where

ϕ (x, u) := 1 {u ≤ p (x)} f (x) + 1 {u > p (x)} g (x) .

Note that Φ̂ =
∑
k∈N δ(Xk,Uk) is obtained from Φ by independent (and even i.i.d)

marking. Then Φ̂ is a Poisson point process with intensity measure

MΦ̂(dx× du) := Λ(dx)du.

Then it follows from the Laplace transform of Poisson point processes that

E
[
e−
∫
G fdΦ̃−

∫
G gd(Φ−Φ̃)

]
= E

[
e−
∫
G ϕdΦ̂

]
= exp

(
−
∫
G×[0,1]

(1− e−ϕ)dMΦ̂

)

= exp

(
−
∫
G

[∫
[0,1]

(1− e−1{u≤p(x)}f(x)e−1{u>p(x)}g(x))du

]
Λ(dx)

)

= exp

(
−
∫
G

[∫
[0,p(x)]

(1− e−f(x))du+

∫
(p(x),1]

(1− e−g(x))du

]
Λ(dx)

)

= exp

(
−
∫
G

[
(1− e−f(x))p (x) + (1− p (x)) (1− e−g(x))

]
Λ(dx)

)
= LΦ̃ (f)LΦ−Φ̃ (g) .

Exercise 2.7.22. I.i.d. shifts of points. Let Φ =
∑
n∈N∗ δXn be a homogeneous

Poisson point process on Rd of intensity λ ∈ R∗+. Let {Zn}n∈N∗ be a sequence
of i.i.d. Rd-valued random variables which are independent of Φ. Show that
Ψ =

∑
n δXn+Zn is also a homogeneous Poisson point process of intensity λ on

Rd.

Solution 2.7.22. The point process Ψ =
∑
n∈N∗ δXn+Zn may be viewed as an

independent displacement of the point process Φ =
∑
n∈N∗ δXn by the probability

kernel given by, for x ∈ R2, B ∈ B
(
Rd
)
,

p(x,B) = P (x+ Z1 ∈ B) = PZ1
(B − x) .

By the displacement theorem 2.2.17, the point process Ψ is Poisson on Rd with
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intensity measure given by, for A ∈ B
(
Rd
)
,

MΨ (B) =

∫
Rd
p (x,B)λdx

= λ

∫
Rd

PZ1
(B − x) dx

= λ

∫
Rd

[∫
Rd

1 {y ∈ B − x}PZ1
(dy)

]
dx

= λ

∫
Rd

[∫
Rd

1 {y ∈ B − x} dx

]
PZ1

(dy)

= λ

∫
Rd
|B|PZ1

(dy) = λ |B| ,

where |B| is the Lebesgue measure of B. This implies that Ψ is a homogeneous
Poisson point process of intensity λ.

Exercise 2.7.23. Points closest to origin. Let Φ be a homogeneous Poisson
point process on R2 of intensity λ ∈ R∗+.

1. Let R1 be the distance between the origin and the point of Φ which is the
closest to the origin. Compute the probability density function of R1.

2. Let R2 be the distance between the origin and the point of Φ which is the
second closest to the origin. Compute joint probability density function of
(R1, R2).

Solution 2.7.23. 1. We have that,

P (R1 ≤ r1) = 1−P(R1 > r1)

= 1−P(Φ(B̄(0, r1)) = 0)

= 1− e−λπr2
1 .

Differentiating the above expression with respect to r1 gives the probability den-
sity function of R1

fR1
(r1) = 2πλr1e

−λπr2
1 , r1 ∈ R+.

2. We consider two cases:

• 0 ≤ r2 ≤ r1,

P (R1 > r1, R2 > r2) = P(R1 > r1)P(R2 > r2 | R1 > r1)

= P(R1 > r1) = e−λπr
2
1 .
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• 0 ≤ r1 < r2,

P (R1 > r1, R2 > r2)

= P(R1 > r1)P(R2 > r2 | R1 > r1)

= P(Φ(B̄(0, r1)) = 0)P(Φ(B̄(0, r2)\B̄(0, r1)) ≤ 1 | Φ(B̄(0, r1)) = 0)

= e−λπr
2
1

[
e−λπ(r2

2−r2
1) + λπ(r2

2 − r2
1)e−λπ(r2

2−r2
1)
]

= e−λπr
2
2 + λπ(r2

2 − r2
1)e−λπr

2
2 .

The joint probability of other partitions, e.g., P(R1 ≤ r1, R2 > r2), can be
obtained in a similar manner. Differentiating the above expression with respect
to r1 and r2 respectively, we get the joint probability density function of R1 and
R2

fR1,R2
(r1, r2) = 4λ2π2r1r2e

−λπr2
21 {r1 < r2} .

Exercise 2.7.24. n-th closest point. Let Φ be a Poisson point process on R2

with intensity measure Λ. Compute the distribution of the distance Rn from 0
to the n-th closest point of Φ.

Solution 2.7.24. Recall that Φ(B̄(0, r)) is a Poisson random variable with
mean Λ(B̄(0, r)), then

P (Rn > r) = P(Φ(B̄(0, r)) ≤ n− 1) = e−Λ(B̄(0,r))
n−1∑
k=0

Λ(B̄(0, r))k

k!
.

Exercise 2.7.25. Vanishing shot-noise. Let Φ =
∑
k∈N∗ δXk be a homogeneous

Poisson point process on R2 with intensity λ ∈ R∗+ and let Z1, Z2, . . . be a
sequence of i.i.d. nonnegative random variables independent of Φ. Assume that
P (Z1 > 0) > 0. Let

I =
∑
k∈N

Zkg (|Xk|) ,

for some measurable function g : R+ → R+. Show that P (I = 0) > 0 if and
only if g has bounded support (i.e., g (r) = 0 for all r > R for some R > 0).

Solution 2.7.25. Note that I is a cumulative shot-noise with marks. Let
supp (g) be the support of g. Then by Example 2.4.7(iii)

P (I = 0) = exp

[
−λ
∫
R2

P (Z1g (|x|) > 0) dx

]
= exp

[
−2πλP (Z1 > 0)

∫ ∞
0

1 {g (r) > 0} dr

]
= exp [−2πλP (Z1 > 0) |supp (g)|] .

Then P (I = 0) > 0 iff supp (g) is bounded.
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Exercise 2.7.26. Let Φ =
∑
n∈Z δXn be a Poisson point process of intensity

measure Λ on R2 representing the locations of transmitters at time 1. At time 2,
the points of Φ move independently according to some Markov kernel K : R2 →
R2 such that ∫

R2

K(x,A)Λ(dx) <∞,

for all bounded A ∈ B
(
R2
)
. That is the point at Xn at time 1 moves to a point

Yn sampled according to the kernel K(Xn, .) independently of everything else.
Let Ψ =

∑
n∈Z δYn be the point process of the locations of transmitters at time

2.

1. Let Ij be the interference created at the origin of the plane by these trans-
mitters at time j ∈ {1, 2}; that is

I1 =
∑
n∈Z

1

l(|Xn|)
, I2 =

∑
n∈Z

1

l(|Yn|)
,

where l : R+ → R+ is a given measurable function. Give the joint Laplace
transform of (I1, I2) and the covariance of (I1, I2).

2. Same question when

I1 =
∑
n∈Z

Z1
n

l(|Xn|)
, I2 =

∑
n∈Z

Z2
n

l(|Yn|)
,

where
{
Zjn
}
j∈{1,2},n∈Z form an i.i.d. collection of random variables with

common probability distribution PZ on R+ independent from Φ and Ψ.

Solution 2.7.26. 1. For any t1, t2 ∈ R+, consider,

LI1,I2(t1, t2) = E[e−t1I1−t2I2 ]

= E
[
e−t1

∑
n∈Z

1
l(|Xn|)

−t2
∑
n∈Z

1
l(|Yn|)

]
= E

[
e−t1

∑
n∈Z

1
l(|Xn|)

∏
n∈Z

∫
R2

e−
t2

l(|y|)K(Xn,dy)

]
= E

[
exp

(
−
∑
n∈Z

t1
l(|Xn|)

− log

(∫
R2

e−
t2

l(|y|)K(Xn,dy)

))]
.

Now using the expression (2.1.1) of Laplace functional for Poisson point pro-

cesses with f(x) = t1
l(|x|) − log

(∫
R2 e
− t2
l(|y|)K(x, dy)

)
, we get

LI1,I2(t1, t2) = exp

(
−
∫
R2

[
1− e−

t1
l(|x|) +log

(∫
R2 e
− t2
l(|y|)K(x,dy)

)]
Λ(dx)

)

= exp

(
−
∫
R2

[
1− e−

t1
l(|x|)

∫
R2

e−
t2

l(|y|)K(x,dy)

]
Λ(dx)

)
= exp

(
−
∫
R2

[
1−

∫
R2

e−
t1

l(|x|)−
t2

l(|y|)K(x, dy)

]
Λ(dx)

)
.
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Next, consider

∂

∂t1
LI1,I2(t1, t2) = LI1,I2(t1, t2)

[
−
∫
R2

∫
R2

1

l(|x|)e
− t1
l(|x|)−

t2
l(|y|)K(x, dy)Λ(dx)

]
.

Therefore,

E[I1] = − ∂

∂t1
LI1,I2(t1, t2)|(t1,t2)=(0,0) =

∫
R2

1

l(|x|)Λ(dx).

Similarly,

∂

∂t2
LI1,I2(t1, t2) = LI1,I2(t1, t2)

[
−
∫
R2

∫
R2

1

l(|y|)e
− t1
l(|x|)−

t2
l(|y|)K(x, dy)Λ(dx)

]
.

This implies that

E[I2] = − ∂

∂t2
LI1,I2(t1, t2)|(t1,t2)=(0,0) =

∫
R2

∫
R2

1

l(|y|)K(x, dy)Λ(dx).

Observe that

∂2

∂t2∂t1
LI1,I2(t1, t2) = LI1,I2(t1, t2)

[∫
R2

∫
R2

1

l(|y|)e
− t1
l(|x|)−

t2
l(|y|)K(x, dy)Λ(dx)

]
[∫

R2

∫
R2

1

l(|x|)e
− t1
l(|x|)−

t2
l(|y|)K(x, dy)Λ(dx)

]
+ LI1,I2(t1, t2)

[∫
R2

∫
R2

1

l(|x|)l(|y|)e
− t1
l(|x|)−

t2
l(|y|)K(x, dy)Λ(dx)

]
.

Following similar analysis, we get

E[I1I2] =
∂2

∂t2∂t1
LI1,I2(t1, t2)|(t1,t2)=(0,0)

=

∫
R2

1

l(|x|)Λ(dx)

∫
R2

∫
R2

1

l(|y|)K(x, dy)Λ(dx) +

∫
R2

∫
R2

1

l(|x|)
1

l(|y|)K(x, dy)Λ(dx).

Now we can obtain covariance of (I1, I2) as follows

cov(I1, I2) = E[I1I2]−E[I1]E[I2] =

∫
R2

∫
R2

1

l(|x|)
1

l(|y|)K(x, dy)Λ(dx).

2: Following steps similar to analysis part 1 and invoking Laplace functional
for Poisson point processes,

∑
n∈Z δXn,Zjn , we obtain

LI1,I2(t1, t2) = exp

[
−
∫
R2

∫
R+

(
1−

∫
R2

∫
R+

e−
t1s1
l(|x|)−

t2s2
l(|y|) PZ(ds2)K(x,dy)

)
PZ(ds1)Λ(dx)

]
.

In this case, we obtain

cov(I1, I2) = E[Z]2
∫
R2

∫
R2

1

l(|x|)
1

l(|y|)K(x, dy)Λ(dx).
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Exercise 2.7.27. M/GI/∞ system. We consider a system where users arrive,
remain for some time, then leave. The user’s arrival instants to the system are
modelled by a homogeneous Poisson point process on R, say Φ =

∑
n∈Z δXn , of

intensity λ ∈ R∗+ with the usual convention

. . . < X−1 < X0 ≤ 0 < X1 < X2 < . . .

The sojourn duration of the user arriving at Xn is modelled by a random variable
denoted by Zn ∈ R+. The point process

Φ̃ =
∑
n∈N

δ(Xn,Zn)

is assumed to be an i.i.d. marked point process in the sense of Definition 2.2.18.
The number of users in the system at time t is

Y (t) =
∑
n∈Z

1 {Xn ≤ t < Xn + Zn} .

Show that:

1. For all t ∈ R, Y (t) is a Poisson random variable of mean λE [Z1].

2. For all t ∈ R, τ ∈ R+,

cov(Y (t) , Y (t+ τ)) = λE
[
max (Z1 − τ)

+
]

= λ

∫ ∞
τ

P (Z1 > z) dz,

where x+ := max (x, 0).

3. The point process of departure times

D =
∑
n∈Z

δXn+Zn

is a homogeneous Poisson point process of intensity λ.

Solution 2.7.27. The mean measure of Φ̃ is given by (2.2.8)

MΦ̃ (dx× dz) = PZ1(dz)MΦ (dx)

which is clearly locally finite. Then it follows from Theorem 2.2.21 that Φ̃ is a
Poisson point process.

1. Letting

A (t) = {(x, z) ∈ R× R+ : x ≤ t < x+ z} ,
then

Y (t) = Φ̃ (A (t))
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is a Poisson random variable of mean

MΦ̃ (A (t)) =

∫
A(t)

PZ1
(dz)MΦ (dx)

=

∫ t

−∞
P(Z1 > t− x)MΦ (dx) .

Assume now that Φ is homogeneous with intensity λ ∈ R∗+. Then

MΦ̃ (A (t)) = λ

∫ t

−∞
P(Z1 > t− x)dx

= λ

∫ ∞
0

P(Z1 > u)du = λE [Z1] .

2. We deduce from Proposition 2.4.6, that

cov(Y (t) , Y (t+ τ)) = cov(Φ̃ (A (t)) , Φ̃ (A (t+ τ)))

= MΦ̃ (A (t) ∩A (t+ τ))

=

∫
A(t)∩A(t+τ)

λPZ1
(dz)dx

= λ

∫ ∞
τ

(∫ t

t+τ−z
dx

)
PZ1(dz)

= λ

∫ ∞
τ

(z − τ) PZ1
(dz)

= λ

∫ ∞
0

(z − τ)
+

PZ1
(dz)

= λE
[
(Z1 − τ)

+
]
.

On the other hand,

E
[
(Z1 − τ)

+
]

= E
[
(Z1 − τ) 1{Z1>τ}

]
= E

[∫ Z1

τ

dz1{Z1>τ}

]

= E

[∫ ∞
τ

1{z<Z1}dz

]
=

∫ ∞
τ

P (Z1 > z) dz.

3. For any measurable A ⊂ R, D (A) =
∑
n∈Z 1 {Xn + Zn ∈ A} = Φ̃

(
Ã
)

where

Ã = {(x, z) ∈ R× R+ : x+ z ∈ A} .
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Note that

MΦ̃

(
Ã
)

=

∫
Ã

λPZ1(dz)dx

= λ

∫
R+

(∫
A−z

dx

)
PZ1

(dz)

= λ

∫
R+

|A− z|PZ1
(dz)

= λ

∫
R+

|A|PZ1
(dz) = λ |A| ,

where |A| is the Lebesgue measure of A. Moreover, if A1, . . . , An are dis-
joint measurable subsets of R, then Ã1, . . . , Ãn are disjoint, then D (A1) =

Φ̃
(
Ã1

)
, . . . , D (An) = Φ̃

(
Ãn

)
are independent random variables of re-

spective means MΦ̃

(
Ã1

)
= λ |A1| , . . . ,MΦ̃

(
Ãn

)
= λ |An|. Therefore the

departure process D is a Poisson point process on R with intensity measure
λdx; i.e., a homogeneous Poisson point process of intensity λ.

Exercise 2.7.28. Spatial M/GI/∞ system. Points are dropped in Rd according
to a homogeneous Poisson point process Φ =

∑
n∈Z δXn of intensity λ ∈ R∗+.

We associate to each point Xn of Φ a subset Zn of Rd. The point process

Φ̃ =
∑
n∈N

δ(Xn,Zn)

is assumed to be an i.i.d. marked point process in the sense of Definition 2.2.18.
We consider Xn + Zn as the geographic zone covered by Xn. The number of
points of Φ covering a given location t ∈ Rd is

Y (t) =
∑
n∈Z

1 {t ∈ Xn + Zn}

as depicted in Figure 2.3. Show that for all t ∈ Rd, Y (t) is a Poisson random
variable of mean λE [|Z1|]. (This is a spatial extension of Exercise 2.7.27.)

Solution 2.7.28. The mean measure of Φ̃ is given by (2.2.8)

MΦ̃ (dx× dz) = PZ1(dz)MΦ (dx) ,

which is clearly locally finite. Then it follows from Theorem 2.2.21 that Φ̃ is a
Poisson point process. Letting

A (t) =
{

(x, z) : x ∈ Rd, z ⊂ Rd : t ∈ x+ z
}
,

then
Y (t) = Φ̃ (A (t))
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Y (t) = 1

Y (t) = 2 Y (t) = 3

Y (t) = 0

Figure 2.3: Spatial M/GI/∞ process.

is a Poisson random variable of mean

MΦ̃ (A (t)) =

∫
A(t)

PZ1
(dz)MΦ (dx)

=

∫
Rd

P(t− x ∈ Z1)MΦ (dx) .

Assume now that Φ is homogeneous with intensity λ ∈ R∗+. Then

MΦ̃ (A (t)) = λ

∫
Rd

P(t− x ∈ Z1)dx

= λ

∫
Rd

P(u ∈ Z1)du = λE [|Z1|] .
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Chapter 3

Palm theory

3.1 Palm distributions

Lemma 3.1.1. Let Φ be a random measure on a l.c.s.h. space G. There exists
a unique σ-finite measure CΦ on G× M̄ (G) characterized by

CΦ (B × L) = E [Φ (B) 1 {Φ ∈ L}] , B ∈ B (G) , L ∈ M̄ (G) . (3.1.1)

This measure is called the Campbell measure of Φ.

Proof. Let R be the class of all finite disjoint unions of sets of the form B × L
where B ∈ B (G) , L ∈ M̄ (G). Note first that R is an algebra of sets. More-
over CΦ is σ-finite on R [52, §10.1]. Indeed, let {Bn}n∈N be a sequence of

sets in Bc (G) covering G, and let Lmn =
{
µ ∈ M̄ (G) : µ (Bm) ≤ n

}
. Since

CΦ (Lmn ×Bn) =
∫
Lmn

µ(Bn)PΦ(dµ) ≤ nPΦ(Lmn) ≤ n, then CΦ is finite

on each set Lmn × Bn. These sets cover M̄ (G) × G, since for any given
(µ, x) ∈ M̄ (G) × G, there exists some m such that Bm 3 x, and since µ is
locally finite, we can find some n such that µ (Bm) ≤ n.) Then it follows
from the Carathéodory’s extension theorem [44, §13 Theorem A] that CΦ ad-
mits a unique extension on σ(R), which is precisely the product σ-algebra on
G× M̄ (G).

Note that, for B ∈ B (G),

CΦ
(
B × M̄ (G)

)
= E [Φ (B)] = MΦ (B) .

That is the mean measure MΦ is the projection of CΦ onto G.
The measure CΦ is σ-finite by Lemma 3.1.1. Since

(
M̄ (G) ,M̄ (G)

)
is Pol-

ish [52, §15.7.7], if MΦ is σ-finite, then it follows from the measure disintegration
theorem 14.D.10 that CΦ admits a disintegration

CΦ (B × L) =

∫
B

Px
Φ (L)MΦ (dx) , B ∈ B (G) , L ∈ M̄ (G) , (3.1.2)

119
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where P·Φ (·) is a probability kernel from G to M̄ (G) called the disintegration
probability kernel of CΦ with respect to MΦ. Moreover, the disintegration prob-
ability kernel {Px

Φ (·)}x∈G is unique almost everywhere with respect to MΦ. This
means that we may modify the choice of Px

Φ (·) for x within a set of MΦ-measure
0 to obtain another disintegration probability kernel.

Definition 3.1.2. Let Φ be a random measure on a l.c.s.h. space G with σ-
finite mean measure. Let P·Φ (·) be a disintegration probability kernel of CΦ with
respect to MΦ. Then Px

Φ (·) is called a Palm distribution of Φ at x ∈ G and
{Px

Φ}x∈G is called a family of Palm distributions of Φ.

Remark 3.1.3. Note that, for given L ∈ M̄ (G), CΦ (· × L) � MΦ (·). Then
Equation (3.1.2) shows that P·Φ (L) is the Radon-Nikodym derivative of CΦ (· × L)
with respect to the mean measure; that is

P·Φ (L) =
dCΦ (· × L)

dMΦ (·) .

Definition 3.1.4. Let Φ be a random measure on a l.c.s.h. space G with σ-
finite mean measure. Let {Px

Φ}x∈G be a family of Palm distributions of Φ. Since

for all x ∈ G, Px
Φ is a probability measure on M̄ (G), it can be identified with

a probability distribution of some random measure, say Φx, often called Palm
version of Φ at x. The collection {Φx}x∈G is the family of Palm versions of Φ.

Note that we may modify the choice of Φx for x within a set of MΦ-measure
0 to obtain another family of Palm versions of Φ.

Remark 3.1.5. The probability space on which Φx is defined is not important.
Nevertheless, in order to simplify the notation, we aim to use P (·) and E [·]
for the probability and the expectation respectively with respect to Φx writing
for example Px

Φ (L) = P (Φx ∈ L), or
∫
M̄(G)

f (µ) Px
Φ (dµ) = E [f (Φx)]. To do

so, we suppose that Φx is defined on a suitable extension of the probability space
(Ω,A,P) on which Φ is defined. Note that this extension of the probability space
has no impact on the joint distribution of Φ and Φx.

Example 3.1.6. Palm version of a deterministic measure. Let µ be a deter-
ministic σ-finite measure on a l.c.s.h. space G and let Φ = µ. Then MΦ = µ
and CΦ (B × L) = µ (B) 1 {µ ∈ L} = µ (B) δµ (L). Thus, we may take Px

Φ = δµ,
(x ∈ G) as family of Palm distributions of Φ; which gives the Palm version
Φx = µ for all x ∈ G.

Remark 3.1.7. Note that if P (Φ ∈ L) = 1, then CΦ (B × L) = E [Φ (B)] =
MΦ (B), thus Px

Φ (L) = P (Φx ∈ L) = 1 for MΦ-almost all x. In particular, if
Φ is simple then so is Φx for MΦ-almost all x.

Example 3.1.8. Palm for stochastic integrals. Let {λ (x)}x∈Rd be a nonneg-

ative measurable stochastic process on Rd such that, for almost all ω ∈ Ω, the
function x 7→ λ (x, ω) is locally integrable. Consider the stochastic integral

Φ (B) =

∫
B

λ (x) dx, B ∈ B
(
Rd
)
.
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It follows from Proposition 1.4.1 that Φ is a random measure on Rd, and from
Proposition 1.4.2 that its mean measure equals

E [Φ (B)] =

∫
B

E [λ (x)] dx.

Then, for L ∈ M̄ (G),

Px
Φ (L) =

E [Φ (dx) 1 {Φ ∈ L}]
E [Φ (dx)]

=
E [λ (x) dx1 {Φ ∈ L}]

E [λ (x) dx]
.

Thus we may take

Px
Φ (L) =

E [λ (x) 1 {Φ ∈ L}]
E [λ (x)]

, L ∈ M̄ (G) , x ∈ Rd.

In this case it is not obvious how to construct Φx with the above distribution.

Theorem 3.1.9. Campbell-Little-Mecke formula (C-L-M). Let Φ be a random
measure on a l.c.s.h. space G with σ-finite mean measure and let {Px

Φ}x∈G be a

family of Palm distributions of Φ. Then for all measurable f : G× M̄ (G)→ R̄+,
we have

E

[∫
G
f (x,Φ) Φ (dx)

]
=

∫
G×M̄(G)

f (x, µ) Px
Φ (dµ)MΦ (dx) . (3.1.3)

Proof. Step 1. We first show the announced equality for f(x, µ) = 1{x ∈
B,µ ∈ L} where B ∈ B (G) , L ∈ M̄ (G). To do so, note that

E

[∫
G
f (x,Φ) Φ (dx)

]
= E

[∫
G

1{x ∈ B,Φ ∈ L}Φ (dx)

]
= CΦ (B × L)

=

∫
B

Px
Φ (L)MΦ (dx)

=

∫
G×M̄(G)

1{x ∈ B,µ ∈ L}Px
Φ (dµ)MΦ (dx)

=

∫
G×M̄(G)

f (x, µ) Px
Φ (dµ)MΦ (dx) ,

where we used (3.1.2) for the third equality. Step 2. Since MΦ is assumed
σ-finite, there exists a countable measurable partition {Bj}j∈N of G such that

MΦ (Bj) <∞ for all j ∈ N. Decomposing the integrals on G in Equation (3.1.3)
into the sum over j ∈ N of integrals on Bj , we see that we may assume, without
loss of generality, that MΦ is finite on G. Step 3. We will now apply the
functional monotone class theorem 14.C.1. Let H be the collection of functions
f : G× M̄ (G) → R̄+ such that (3.1.3) holds true (i) Applying the results of
Step 1 with B = G and L = M̄ (G) shows that the constant function 1 is in H.
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(ii) Observe that for any bounded f ∈ H, the right-hand side of (3.1.3) is finite.
Then so is the left-hand side. Then for any bounded f, g ∈ H and α, β ∈ R such
that αf + βg is nonnegative, the linearity of the integral and the expectation
shows that αf + βg ∈ H. (iii) The monotone convergence theorem shows that
H is closed under nondecreasing pointwise limits. (iv) Let I be the set of all
finite disjoint unions of sets of the form B × L, where B ∈ B (G) , L ∈ M̄ (G).
Observe that I is closed with respect to finite intersections and that, by Step 1,
1C ∈ H for all C ∈ I. Theorem 14.C.1 and the fact that σ(I) is precisely
B (G)⊗ M̄ (G) allows one to conclude.

Corollary 3.1.10. Let Φ be a random measure on a l.c.s.h. space G with σ-
finite mean measure and let {Px

Φ}x∈G be a family of Palm distributions of Φ.

Let f : G× M̄ (G)→ C̄ be measurable. If either of the following conditions

E

[∫
G
|f (x,Φ)|Φ (dx)

]
<∞, or

∫
G×M̄(G)

|f (x, µ)|Px
Φ (dµ)MΦ (dx) <∞

holds, then the other one holds, and Equality (3.1.3) is true.

Proof. For f : G× M̄ (G) → R̄, consider its decomposition into positive and
negative parts; that is f = f+ − f−. Note that

E

[∫
G
|f (x,Φ)|Φ (dx)

]
= E

[∫
G
f+ (x,Φ) Φ (dx)

]
+ E

[∫
G
f− (x,Φ) Φ (dx)

]
=

∫
G×M̄(G)

f+ (x, µ) Px
Φ (dµ)MΦ (dx)

+

∫
G×M̄(G)

f− (x, µ) Px
Φ (dµ)MΦ (dx)

=

∫
G×M̄(G)

|f (x, µ)|Px
Φ (dµ)MΦ (dx) .

Then, either of the two sides of the above equality is finite iff the other one is
so; in which case

E

[∫
G
f (x,Φ) Φ (dx)

]
= E

[∫
G
f+ (x,Φ) Φ (dx)

]
−E

[∫
G
f− (x,Φ) Φ (dx)

]
=

∫
G×M̄(G)

f+ (x, µ) Px
Φ (dµ)MΦ (dx)

−
∫
G×M̄(G)

f− (x, µ) Px
Φ (dµ)MΦ (dx)

=

∫
G×M̄(G)

f (x, µ) Px
Φ (dµ)MΦ (dx) .

For f : G× M̄ (G) → C̄, applying the previous result to its real and imaginary
parts gives the announced result.
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3.1.1 Reduced Palm distribution

Lemma 3.1.11. Let G be a l.c.s.h. space. The mapping G×M̄ (G)→ R+; (x, µ) 7→
µ ({x}) is measurable.

Proof. It is enough to prove that for all a ∈ R+,{
(x, µ) ∈ G× M̄ (G) : µ ({x}) ≥ a

}
is measurable. By Lemma 1.1.4, G may be covered by a countable union of
compact sets. Then it is enough to prove that for any a ∈ R+, B ∈ Bc (G), the
set

A :=
{

(x, µ) ∈ B × M̄ (G) : µ ({x}) ≥ a
}

is measurable. Let {Bn,j}knj=1 be a sequence of nested partitions of B as in
Lemma 1.6.3. Let

C :=
⋂
n∈N

⋃
j

Bn,j ×
{
µ ∈ M̄ (G) : µ (Bn,j) ≥ a

}
.

It is clear that A ⊂ C. Now let (x, µ) ∈ C. For any n ∈ N, there exists
some j (n) such that x ∈ Bn,j(n) and µ

(
Bn,j(n)

)
≥ a. Choosing arbitrary

xn ∈ Bn,j(n), n ∈ N, it follows from the compactness of B̄ that there exists
some subsequence xσn converging to some y ∈ B̄. By the triangular inequality
|x− y| ≤ |x− xσn |+ |xσn − y| → 0, thus y = x. Every open set G containing x
contains eventually the set Bσn,j(σn) and therefore µ (G) ≥ a. This being true
for all open sets G containing x, it follows that µ ({x}) ≥ a. Then (x, µ) ∈ A,
and therefore C ⊂ A. Therefore A = C and the announced measurability
follows.

Proposition 3.1.12. Let Φ be a random measure on a l.c.s.h. space G with
σ-finite mean measure, then

P (Φx ({x}) ≥ 1) = 1,

for MΦ-almost all x ∈ G.

Proof. Note first that by Lemma 3.1.11, the mapping G×M̄ (G)→ R+; (x, µ) 7→
1 {µ ({x}) = 0} is measurable. Then∫

G
P (Φx ({x}) = 0)MΦ (dx) =

∫
G

E [1 {Φx ({x}) = 0}]MΦ (dx)

=

∫
G×M

1 {µ ({x}) = 0}Px
Φ (dµ)MΦ (dx)

= E

[∫
G

1 {Φ ({x}) = 0}Φ (dx)

]
= 0,

where the third equality follows from the C-L-M theorem 3.1.9. Therefore,
P (Φx ({x}) = 0) = 0 for MΦ-almost all x ∈ G since the integrated function in
the left-hand side of the above equalities is nonnegative.
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The above proposition shows that the point process Φx has almost surely
an atom at x. This justifies the interpretation of the Palm distribution at x as
the probability distribution of the point process given that (conditionally to) it
has an atom at x. It follows that Φx − δx is a point process which justifies the
following definition.

Definition 3.1.13. Let Φ be a random measure on a l.c.s.h. space G with σ-
finite mean measure. Then PΦx−δx is the reduced Palm distribution associated
to Φ at x. We will denote

Φ!
x := Φx − δx,

called reduced Palm version of Φ at x.

We may state the Campbell-Little-Mecke theorem in terms of the reduced
Palm distributions as follows.

Corollary 3.1.14. Let Φ be a random measure on a l.c.s.h. space G with
σ-finite mean measure. For all measurable f : G×M (G)→ R+, we have

E

[∫
G
f (x,Φ− δx) Φ (dx)

]
=

∫
G×M(G)

f (x, µ) PΦ!
x

(dµ)MΦ (dx) . (3.1.4)

Proof. Let g (x, µ) = f (x, µ− δx) then

E

[∫
G
f (x,Φ− δx) Φ (dx)

]
= E

[∫
G
g (x,Φ) Φ (dx)

]
=

∫
G×M(G)

g (x, µ) PΦx (dµ)MΦ (dx)

=

∫
G×M(G)

g (x, µ+ δx) PΦx−δx (dµ)MΦ (dx)

=

∫
G×M(G)

f (x, µ) PΦ!
x

(dµ)MΦ (dx) ,

where the second equality follows from Theorem 3.1.9.

3.1.2 Mixed Palm version

In the present section, we will show that the distribution of a random measure
Φ is characterized by any version of its family of Palm distributions {Px

Φ}x∈G.

Definition 3.1.15. [52, §10.1] Let Φ be a random measure on a l.c.s.h. space
G with σ-finite mean measure MΦ, and let f : G→ R+ be a measurable function
such that 0 < MΦ(f) < ∞. The f -mixed Palm distribution of Φ, denoted by
Pf , is a distribution defined on M̄ (G) by

Pf (L) =
1

MΦ(f)

∫
G

Px
Φ (L) f (x)MΦ (dx) , L ∈ M̄ (G) . (3.1.5)
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Note that Pf does not depend on the particular choice of the family of Palm
distributions {Px

Φ}x∈G.

Lemma 3.1.16. Let Φ be a random measure on a l.c.s.h. space G with σ-finite
mean measure MΦ, and let f : G → R+ be measurable such that 0 < MΦ(f) <
∞. Then

Pf (L) =
1

MΦ(f)
E [Φ(f)1 {Φ ∈ L}] , L ∈ M̄ (G) ,

or, equivalently,

Pf (dµ) =
1

MΦ(f)
µ(f)PΦ (dµ) . (3.1.6)

Proof. The first equality follows from Theorem 3.1.9. The second equality is
the usual shortened writing for measures; it may be checked as follows, for all
L ∈ M̄ (G),

1

MΦ(f)

∫
L

µ(f)PΦ (dµ) =
1

MΦ(f)

∫
M̄(G)

µ(f)1 {µ ∈ L}PΦ (dµ)

=
1

MΦ(f)
E [Φ(f)1 {Φ ∈ L}] = Pf (L) .

Proposition 3.1.17. Characterization of the distribution of a random measure
by the mixed Palm distributions. Let Φ be a random measure on a l.c.s.h.
space G with given mean measure MΦ assumed σ-finite. The distribution of Φ
is characterized by the family of

{
Pf
}

for measurable functions f : G → R+

which are bounded with support in Bc (G) such that MΦ(f) > 0.

Proof. For a function f as in the proposition, let g be a function defined on
M̄ (G) by

g (µ) =

{
1−e−µ(f)

µ(f) if µ (f) > 0,

1 if µ (f) = 0.

Observe that

1− LΦ (f) = E
[
1− e−Φ(f)

]
=

∫
M̄(G)

[
1− e−µ(f)

]
PΦ (dµ)

=

∫
M̄(G)

g (µ)µ (f) PΦ (dµ)

= MΦ(f)

∫
M̄(G)

g (µ) Pf (dµ) ,

where the last equality follows from (3.1.6). By Corollary 1.2.2, the probabil-
ity distribution of a random measure Φ is characterized by its Laplace trans-
form. Moreover, by Proposition 1.3.11, the latter is characterized by LΦ (f)
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for measurable functions f : G → R+ which are bounded with support in
Bc (G). It remains to show that we may restrict this class to functions f sat-
isfying MΦ(f) > 0. To do so consider a measurable function f : G → R+

such that MΦ(f) = 0. Then, by the Campbell averaging formula (1.2.2),
E
[∫
fdΦ

]
=
∫
fdMΦ = 0 which implies that

∫
fdΦ = 0 almost surely. Thus

LΦ (f) = E
[
exp

(
−
∫
fdΦ

)]
= 1. Thus the Laplace transform is characterized

by its values on measurable functions f : G → R+ which are bounded with
support in Bc (G) such that MΦ(f) > 0. This concludes the proof.

Remark 3.1.18. Since Pf is a probability on M̄ (G), it is the probability dis-
tribution of some random measure, say Φf , called the f -mixed Palm version of
Φ. As in Remark 3.1.5, it can be assumed that the random measures Φf are
defined on a suitable extension of the probability space (Ω,A,P) on which Φ is
defined. In this case, we have

P (Φf ∈ L) = Pf (L) , L ∈ M̄ (G) .

Example 3.1.19. Let µ be a deterministic measure on a l.c.s.h. space G and
let Φ = µ. We have shown in Example 3.1.6 that Px

Φ = δµ, x ∈ G is a family of
Palm distributions of Φ. Then, for L ∈ M̄ (G),

Pf (L) =
1

MΦ(f)

∫
G

1 {µ ∈ L} f (x)MΦ (dx) = 1 {µ ∈ L} .

Thus Pf = δµ. Therefore Φf = µ; that is, the mixed Palm version of a deter-
ministic measure is equal to the original measure.

Example 3.1.20. Let Φ be a Poisson point process with intensity measure Λ.
Take f (x) = 1 {x ∈ A} for some relatively compact set A. Then

E [Φf (A)] =

∫
M̄(G)

µ (A) Pf (dµ)

=

∫
M̄(G)

µ (A)
1

Λ(f)
µ(f)PΦ (dµ)

=
1

Λ(A)

∫
M̄(G)

µ (A)
2
PΦ (dµ)

=
E
[
(Φ(A))2

]
Λ(A)

= Λ(A) + 1,

where the second equality follows from Lemma 3.1.16 and the last one from the
fact that Φ(A) is a Poisson random variable.

3.1.3 Local Palm probabilities

Sometimes, it is useful to consider the local Palm probabilities denoted by Px

and defined on (Ω,A) as follows

Px (A) =
E [Φ (dx) 1A]

MΦ (dx)
, A ∈ A, for MΦ-almost all x ∈ G. (3.1.7)
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If (Ω,A) is a Polish space, we may again refer to the measure disintegration
theorem 14.D.10 to conclude that P· has a version which is a kernel from G to
Ω. Note that, in this case,

PxΦ−1 (L) =
E
[
Φ (dx) 1Φ−1(L)

]
MΦ (dx)

=
E [Φ (dx) 1L (Φ)]

MΦ (dx)

= Px
Φ (L) = PΦ−1

x (L) , L ∈ M̄ (G) ,

which proves that

PΦ−1
x = Px

Φ = PxΦ−1, for MΦ-almost all x ∈ G.

Hence the Campbell-Little-Mecke formula (3.1.3) writes

E

[∫
G
f (Φ, x) Φ (dx)

]
=

∫
G

∫
M̄(G)

f (µ, x) PΦ−1
x (dµ)MΦ (dx)

=

∫
G

E [f (Φx, x)]MΦ (dx)

=

∫
G

Ex [f (Φ, x)]MΦ (dx) , (3.1.8)

where Ex is expectation with respect to Px.

3.2 Palm distributions for particular models

3.2.1 Palm for Poisson point processes

Proposition 3.2.1. Let Φ be a random measure on a l.c.s.h. space G with
σ-finite mean measure and {Φx}x∈G be a family of Palm versions of Φ. Then
for all measurable f, g : G→ R+ such that g is MΦ-integrable

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= −E
[
Φ (g) e−Φ(f)

]
= −

∫
G
g (x)LΦx (f)MΦ (dx) . (3.2.1)

Moreover, the above equality characterizes LΦx ; i.e., if there exists a family of
Laplace transforms Lx : F+ (G)→ R+ such that

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= −
∫
G
g (x)Lx (f)MΦ (dx) , (3.2.2)

then LΦx = Lx for MΦ-almost all x ∈ G.

Proof. By definition of the Laplace transform LΦ (f + tg) = E
[
e−Φ(f)−tΦ(g)

]
.

Note that ∂
∂te
−Φ(f)−tΦ(g) = −Φ (g) e−Φ(f)−tΦ(g) then

∣∣ ∂
∂te
−Φ(f)−tΦ(g)

∣∣ ≤ Φ (g)
which is integrable since by Theorem 1.2.5

E [Φ (g)] =

∫
G
gdMΦ <∞.



128 CHAPTER 3. PALM THEORY

Then we may invert the derivation and the expectation, that is

∂

∂t
E
[
e−Φ(f)−tΦ(g)

]
= E

[
∂

∂t
e−Φ(f)−tΦ(g)

]
,

which gives
∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= −E
[
Φ (g) e−Φ(f)

]
,

which proves the first announced equality. Let h (x, µ) = g (x) e−µ(f) and note
that

Φ (g) e−Φ(f) =

∫
G
h (x,Φ) Φ (dx) .

Applying the C-L-M theorem 3.1.9 to f gives

E
[
Φ (g) e−Φ(f)

]
= E

[∫
G
h (x,Φ) Φ (dx)

]
=

∫
G

∫
M̄(G)

g (x) e−µ(f)Px
Φ (dµ)MΦ (dx)

=

∫
G
g (x)LΦx (f)MΦ (dx) ,

which proves the second equality of the proposition. Assume now that there
exists a family of Laplace transform Lx : F+ (G)→ R+ such that (3.2.2). Then,
using (3.2.1), we deduce that for all f ∈ F+ (G),

LΦx (f) = Lx (f) , for MΦ-almost all x ∈ G.

Let B0 (G) be a countable class as in Lemma 1.3.1 (whose existence is ensured
by Lemma 1.3.6). Then for all k ∈ N∗, B1, . . . , Bk ∈ B0 (G) , a1, . . . , ak ∈ Q,

LΦx

 k∑
j=1

aj1Bj

 = Lx

 k∑
j=1

aj1Bj

 , for MΦ-almost all x ∈ G.

By continuity of the Laplace transform of random vectors, it follows that the
above equality holds true for all a1, . . . , ak ∈ R. Then by Corollary 1.3.4, the
probability distribution of Φx coincides with that of the random measure of
Laplace transform Lx. Thus LΦx = Lx for MΦ-almost all x ∈ G.

Example 3.2.2. Let Φ =
∑k
j=1 δXj be a Binomial point process as in Exam-

ple 1.1.11; i.e., X1, . . . , Xk are i.i.d. random variables with values in G. Then
we know from Example 1.2.4 that

LΦ (f) =
(
E
[
e−f(X1)

])k
.

Then for f, g ∈ F+ (G),

LΦ (f + tg) =
(
E
[
e−f(X1)−tg(X1)

])k
.
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Thus

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= k
(
E
[
e−f(X1)

])k−1

E
[
−g (X1) e−f(X1)

]
= −

(
E
[
e−f(X1)

])k−1
∫
g (x) e−f(x)kPX1

(dx) .

It follows from Proposition 3.2.1 that

LΦx (f) =
(
E
[
e−f(X1)

])k−1

e−f(x).

Therefore,

Φx = δx +

k−1∑
j=1

δXj

is a family of Palm versions of Φ.

Example 3.2.3. Let U be a random variable uniformly distributed in [0, 1) and
consider the point process on R defined by

Φ =
∑
k∈Z

δk+U .

We aim to compute the Palm distributions Px
Φ. To do so, we shall use Propo-

sition 3.2.1. The Laplace transform of Φ equals

LΦ (f) = E
[
e−
∑
k∈Z f(k+U)

]
=

∫ 1

0

e−
∑
k∈Z f(k+x)dx,

for all f ∈ F+ (G). Then, for f, g ∈ F+ (G) , t ∈ R+,

LΦ (f + tg) =

∫ 1

0

e−
∑
k∈Z f(k+x)−t∑k∈Z g(k+x)dx,

thus

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

=

∫ 1

0

∑
k∈Z

g (k + x) e−
∑
n∈Z f(n+x)dx

=
∑
k∈Z

∫ 1

0

g (k + x) e−
∑
n∈Z f(n+x)dx

=
∑
k∈Z

∫ k+1

k

g (y) e−
∑
n∈Z f(n+y−k)dy

=

∫
R
g (x) e−

∑
n∈Z f(n+x)dx.

Then it follows from Proposition 3.2.1 that, for Lebesgue-almost all x ∈ R,

LΦx (f) = e−
∑
n∈Z f(n+x).
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In particular,

Φx =
∑
n∈Z

δn+x,

(which is deterministic) is a family of Palm versions of Φ.

The following theorem gives a characterization of Poisson point processes in
terms of Palm distributions.

Theorem 3.2.4. Slivnyak-Mecke. Let Φ be a random measure on a l.c.s.h.
space G with locally finite mean measure. Then Φ is a Poisson point process if
and only if

Φ!
x

dist.
= Φ, for MΦ-almost all x ∈ G.

or, equivalently, Φx
dist.
= Φ + δx, for MΦ-almost all x ∈ G.

Proof. Direct part. Assume that Φ is Poisson and let Λ be its intensity mea-
sure. Its Laplace transform is LΦ (f) = exp

[
−Λ

(
1− e−f

)]
. Then, for all

B ∈ Bc (G),
LΦ (f + t1B) = exp

[
−Λ

(
1− e−f−t1B

)]
,

hence

∂

∂t
LΦ (f + t1B) =

∂

∂t
exp

[
−Λ

(
1− e−f−t1B

)]
= LΦ (f + t1B)

∂

∂t

[
−Λ

(
1− e−f−t1B

)]
= −LΦ (f + t1B) Λ

(
1Be

−f−t1B) ,
where for the third equality we invert the derivation and the integral, using∣∣1B (x) e−f(x)−t1B(x)

∣∣ ≤ |1B (x)| and Λ (1B) = Λ (B) <∞. Hence

∂

∂t
LΦ (f + t1B)

∣∣∣∣
t=0

= −
∫
B

LΦ (f) e−f(x)Λ (dx) .

On the other hand, by Proposition 3.2.1,

∂

∂t
LΦ (f + t1B)

∣∣∣∣
t=0

= −
∫
B

LΦx (f) Λ (dx) .

Thus

LΦx (f) = LΦ (f) e−f(x) = LΦ+δx (f) , for Λ-almost all x ∈ G.

Since the Laplace transform characterizes the probability distribution of the

random measure by Corollary 1.2.2, then Φx
dist.
= Φ + δx for Λ-almost all x ∈ G.

Converse part. Let Φ be a random measure on G with locally finite mean

measure Λ such that Φx
dist.
= Φ + δx, for Λ-almost all x ∈ G. We have to prove

that Φ is Poisson, which is equivalent to LΦ (f) = exp
[
−Λ

(
1− e−f

)]
for all
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measurable f : G → R+. It is enough to prove the announced result for f
bounded with support in Bc (G); then for any measurable f : G → R+ find
an increasing sequence of bounded with support in Bc (G) measurable functions
converging pointwise to f and invoke the monotone convergence theorem for
the general case. Let f : G→ R+ be measurable, bounded and with support in
Bc (G) and let t > 0.

∂

∂t
LΦ (tf)

∣∣∣∣
t

=
∂

∂t
LΦ (tf + sf)

∣∣∣∣
s=0

= −
∫
G
f (x)LΦx (tf) Λ (dx)

= −
∫
G
f (x)LΦ+δx (tf) Λ (dx)

= −
[∫

G
f (x) e−tf(x)Λ (dx)

]
LΦ (tf) = −a (t)LΦ (tf) ,

where

a (t) :=

∫
G
f (x) e−tf(x)Λ (dx) .

Then

LΦ (tf) = exp

[
−
∫ t

0

a (s) ds

]
= exp

[
−
∫ t

0

∫
G
f (x) e−sf(x)Λ (dx) ds

]
= exp

[
−
∫
G

(∫ t

0

f (x) e−sf(x)ds

)
Λ (dx)

]
= exp

[
−
∫
G

(
1− e−tf(x)

)
Λ (dx)

]
.

3.2.2 Palm for Cox point processes

The following proposition shows that the reduced Palm version of a Cox point
process (cf. Definition 2.3.1) is itself a Cox point process and gives its directing
measure.

Proposition 3.2.5. Palm for Cox point processes. Let Φ be a Cox point process
on a l.c.s.h. space G directed by the random measure Λ having σ-finite mean
measure. Let {Φx}x∈G and {Λx}x∈G be families of Palm versions of Φ and Λ

respectively. Then, for MΛ-almost all x ∈ G, the reduced Palm version Φ!
x is a

Cox point process directed by Λx.

Proof. The Laplace transform of Φ is given by (2.3.2)

LΦ (f) = LΛ

(
1− e−f

)
, f ∈ F+ (G) .
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Then, for f ∈ F+ (G) , B ∈ B (G) , t ∈ R+,

LΦ (f + t1B) = LΛ

(
1− e−fe−t1B

)
= LΛ

(
1− e−f

[
1 + 1B

(
e−t − 1

)])
= LΛ

(
1− e−f + e−f1B

(
1− e−t

))
.

Introducing the function u (t) = 1− e−t, we get

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

=
∂

∂u
LΛ

(
1− e−f + e−f1Bu

)∣∣∣∣
u=0

= −
∫
G
e−f(x)1BLΛx

(
1− e−f

)
MΛ (dx) ,

where the second equality follows from Proposition 3.2.1. Recall from (2.3.1)
that the mean measure of the Cox point process is the same as that of the
directing measure. Then again by Proposition 3.2.1, we get

LΦx (f) = e−f(x)LΛx

(
1− e−f

)
,

for MΛ-almost all x ∈ G. Thus

LΦ!
x

(f) = LΦx−δx (f)

= LΦx (f) ef(x) = LΛx

(
1− e−f

)
,

which by comparison to (2.3.2) shows that Φ!
x is a Cox point process directed

by Λx.

3.2.3 Palm distribution of Gibbs point processes

In the present section, we give the Palm distribution of Gibbs point processes
introduced in Section 2.3.2. We begin with the mean measure of a such process.

Lemma 3.2.6. Let Φ̃ be a Gibbs point process on a l.c.s.h. space G with density
f with respect to a Poisson point process Φ. Then its mean measure is

MΦ̃ (dx) = E [f (Φ + δx)]MΦ (dx) . (3.2.3)

That is the mean measure of Φ̃ has density x 7→ E [f (Φ + δx)] with respect to
the intensity measure of Φ.
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Proof. For all B ∈ B (G),

MΦ̃ (B) =

∫
M(G)

µ (B) PΦ̃ (dµ)

=

∫
M(G)

µ (B) f (µ) PΦ (dµ)

= E [Φ (B) f (Φ)]

= E

[∫
G

1 {x ∈ B} f (Φ) Φ (dx)

]
=

∫
G×M(G)

1 {x ∈ B} f (µ) Px
Φ (dµ)MΦ (dx) ,

where the second equality follows from (2.3.6) and the last equality is due to
the C-L-M theorem 3.1.9. Using Slivnyak’s theorem 3.2.4, we may continue the
above equalities as follows

MΦ̃ (B) =

∫
G×M(G)

1 {x ∈ B} f (µ) PΦ+δx (dµ)MΦ (dx)

=

∫
G×M(G)

1 {x ∈ B} f (µ+ δx) PΦ (dµ)MΦ (dx)

=

∫
B

E [f (Φ + δx)]MΦ (dx) .

Proposition 3.2.7. Let Φ̃ be a Gibbs point process on a l.c.s.h. space G with
density f with respect to a Poisson point process Φ. Then, for MΦ-almost all x,
the reduced Palm version Φ̃!

x is a Gibbs point process with density f̃ with respect
to Φ, where

f̃ (µ) =
f (µ+ δx)

E [f (Φ + δx)]
, µ ∈M (G) .

Proof. For all measurable functions h : G×M (G)→ R̄+,

E

[∫
G
h
(
x, Φ̃

)
Φ̃ (dx)

]
=

∫
G×M(G)

h (x, µ)µ (dx) PΦ̃ (dµ)

=

∫
G×M(G)

h (x, µ)µ (dx) f (µ) PΦ (dµ)

= E

[∫
G
h (x,Φ) f (Φ) Φ (dx)

]
=

∫
G×M(G)

h (x, µ) f (µ) Px
Φ (dµ)MΦ (dx)

=

∫
G×M(G)

h (x, µ) f (µ) PΦ+δx (dµ)MΦ (dx) , (3.2.4)
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where the fourth equality is due to the C-L-M theorem 3.1.9 and the fifth one
follows from Slivnyak’s theorem 3.2.4. On the other hand, by the C-L-M theo-
rem 3.1.9,

E

[∫
G
h
(
x, Φ̃

)
Φ̃ (dx)

]
=

∫
G×M(G)

h (x, µ) Px
Φ̃

(dµ)MΦ̃ (dx)

=

∫
G×M(G)

h (x, µ) E [f (Φ + δx)] Px
Φ̃

(dµ)MΦ (dx) .

The above two equations show that, for MΦ-almost all x,

Px
Φ̃

(dµ) =
f (µ)

E [f (Φ + δx)]
PΦ+δx (dµ) .

Thus, for MΦ-almost all x,

PΦ̃!
x

(dµ) = PΦ̃x−δx (dµ)

= PΦ̃x
(dµ+ δx) =

f (µ+ δx)

E [f (Φ + δx)]
PΦ (dµ) ,

which is the announced result.

Corollary 3.2.8. Papangelou’s formula. Let Φ̃ be a Gibbs point process on a
l.c.s.h. space G with density f with respect to a Poisson point processΦ. Then
for all measurable h : G×M (G)→ R̄+,

E

[∫
G
h
(
x, Φ̃

)
Φ̃ (dx)

]
=

∫
G

E [h (x,Φ + δx) f (Φ + δx)]MΦ (dx) . (3.2.5)

Proof. This follows from Equation (3.2.4).

Using (2.3.7) for the right-hand side of the above equality, we may write
Papangelou’s formula (3.2.5) as follows

E

[∫
G
h
(
x, Φ̃

)
Φ̃ (dx)

]
=

∫
G

E

h(x, Φ̃ + δx

) f (Φ̃ + δx

)
f
(

Φ̃
)

MΦ (dx) .

Example 3.2.9. Let Φ be a Poisson point processon a l.c.s.h. space G such
that λ := Λ (G) < 1. Let g : M (G)→ R̄+ be defined by

g (µ) = µ (G)!, µ ∈M (G) .

Recall first two elementary properties of Poisson random variables N with in-
tensity λ < 1,

E [N !] =

∞∑
n=0

n!e−λ
λn

n!
=

e−λ

1− λ. (3.2.6)
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and

E [(N + 1)!] =

∞∑
n=0

(n+ 1)!e−λ
λn

n!

= e−λ
∞∑
n=0

(n+ 1)λn =
e−λ

(1− λ)
2 . (3.2.7)

Then by (3.2.6), E [g (Φ)] = e−λ

1−λ ∈ R∗+. By Remark 2.3.10, we may consider a

Gibbs point process Φ̃ with density

f (µ) =
g (µ)

E [g (Φ)]
= (1− λ) eλµ (G)!, µ ∈M (G) , (3.2.8)

with respect to Φ. The intensity measure of Φ̃ is given by (3.2.3); that is, for
any B ∈ B (G),

E
[
Φ̃ (B)

]
=

∫
B

E [f (Φ + δx)] Λ (dx)

= Λ (B) (1− λ) eλE [(Φ (G) + 1)!]

=
Λ (B)

1− λ , (3.2.9)

where the last equality is due to (3.2.7).

Example 3.2.10. Multiclass M/GI/1/PS queue. We will show that Exam-
ple 3.2.9 may be seen as a spatial extension of a famous example of queueing
theory; namely, the multiclass M/GI/1/PS queue. Let G be the set of classes
assumed finite and denote by j ∈ G a particular class. Assume that users of
each class j ∈ G arrive with rate αj ∈ R∗+ and require to transmit a volume

of data of mean β−1
j (where βj ∈ R∗+). The state of the queue is denoted by

µ = (µj)j∈G where µj is the number of users of class j. The state space is NG.

The stationary distribution of the state process is [25]

π (µ) = (1− λ)µ (G)!
∏
j∈G

Λ
µj
j

µj !
, µ ∈ NG,

where Λj =
αj
βj

and λ =
∑
j∈G Λj. The above distribution is that of a Gibbs

point process with density f given by (3.2.8) with respect to a Poisson point
process on G with intensity measure Λ = (Λj)j∈G. It follows from (3.2.9) that
the mean number of users of class j at the stationary state, denoted Nj, equals

Nj =
Λj

1− λ.

From Little’s formula [8] the mean delay, denoted Tj, equals

Tj =
Nj
αj

=
1

(1− λ)βj
.
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The mean throughput of class j, denoted rj, is the average required volume β−1
j

divided by the expected delay, that is

rj =
β−1
j

Tj
= 1− λ.

3.2.4 Palm distribution for marked random measures

The objective of the present section is to build a relation between Palm ver-
sions of a marked random measure (cf. Section 2.2.6) and Palm versions of the
associated ground random measure.

Let G and K be two l.c.s.h. spaces equipped with the Borel σ-algebras B (G)
and B (K) respectively. Let Φ̃ be a marked random measure on G×K and let Φ
be the associated ground random measure, i.e., its projection on G. Note that,
for B ∈ B (G),

MΦ̃ (B ×K) = E
[
Φ̃ (B ×K)

]
= E [Φ (B)] = MΦ (B) .

That is MΦ is the projection of MΦ̃ onto G. Assume that MΦ is σ-finite (which
we will assume from now on), then so is MΦ̃. Moreover (K,B (K)) is Polish
since it is l.c.s.h [56, Theorem 5.3, p.29,], then it follows from the measure
disintegration theorem 14.D.10 that MΦ̃ admits a disintegration

MΦ̃ (B ×K) =

∫
Π (x,K)MΦ (dx) , B ∈ B (G) ,K ∈ B (K) , (3.2.10)

where Π (·, ·) is a probability kernel from G to K. Moreover, for every B (G)⊗
B (K)-measurable function ϕ (x, z) which is nonnegative or MΦ̃-integrable∫

G×K
ϕ (x, z)MΦ̃ (dx× dz) =

∫
G

∫
K
ϕ (x, z) Π (x, dz)MΦ (dx) . (3.2.11)

Example 3.2.11. Let Φ̃ be an independently marked point process on G × K
associated to the ground process Φ through the probability kernel p̃; cf. Defini-
tion 2.2.18. Then, by (2.2.8), MΦ̃ (dx× dz) = MΦ (dx) p̃(x, dz) which shows
that Π (x, dz) = p̃(x,dz) for MΦ-almost all x ∈ G.

Remark 3.2.12. Note that, for given K ∈ B (K), MΦ̃ (· ×K)�MΦ (·). Then
Equation (3.2.10) shows that Π (·,K) is the Radon-Nikodym derivative of the
measure MΦ̃ (· ×K) with respect to MΦ; that is

Π (·,K) =
dMΦ̃ (· ×K)

dMΦ (·) .

Proposition 3.2.13. Let G and K be two l.c.s.h. spaces, Φ̃ be a marked random
measure on G×K, and Φ be its projection on G having σ-finite mean measure.
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Let
{

Φ̃(x,z)

}
(x,z)∈G

be a family of Palm versions of Φ̃ and {Φx}x∈G be a family

of Palm versions of Φ. Then, for MΦ-almost x ∈ G,

P (Φx ∈ L) =

∫
K

P
(

Φ̃(x,z) (· ×K) ∈ L
)

Π (x, dz) , L ∈ M̄ (G) ,

where Π (·, ·) is a probability kernel obtained by the mean measure disintegra-
tion (3.2.10).

Proof. By the C-L-M theorem 3.1.9, for all measurable functions f : G×K× M̃ (G×K)→
R̄+, we have

E

[∫
G×K

f
(
x, z, Φ̃

)
Φ̃ (dx× dz)

]
=

∫
G×K×M̃(G×K)

f (x, z, µ̃) P
(x,z)

Φ̃
(dµ̃)MΦ̃ (dx× dz) ,

where M̃ (G×K) be the space of measures µ̃ on (G×K,B (G)⊗ B (K)) such
that µ̃ (B ×K) < ∞ for all B ∈ Bc (G). In particular, for all measurable
functions g : G× M̃ (G×K)→ R̄+, we have

E

[∫
G×K

g
(
x, Φ̃

)
Φ̃ (dx× dz)

]
=

∫
G×K×M̃(G×K)

g (x, µ̃) P
(x,z)

Φ̃
(dµ̃)MΦ̃ (dx× dz)

=

∫
G×K×M̃(G×K)

g (x, µ̃) P
(x,z)

Φ̃
(dµ̃) Π (x, dz)MΦ (dx)

=

∫
G×M̃(G×K)

g (x, µ̃)

(∫
K

P
(x,z)

Φ̃
(dµ̃) Π (x,dz)

)
MΦ (dx)

=

∫
G×M̃(G×K)

g (x, µ̃) P̄x
Φ̃

(dµ̃)MΦ (dx) ,

where the second equality follows from (3.2.11) and for the last equality we

denote P̄x
Φ̃

(dµ̃) :=
∫
K P

(x,z)

Φ̃
(dµ̃) Π (x, dz). For any measurable function h :

G× M̄ (G)→ R̄+, define a function g on G× M̃ (G×K) by g
(
x, Φ̃

)
= h (x,Φ).

Then the LHS of the above equation equals

E

[∫
G×K

g
(
x, Φ̃

)
Φ̃ (dx× dz)

]
= E

[∫
G×K

h (x,Φ) Φ̃ (dx× dz)

]
= E

[∫
G
h (x,Φ) Φ̃ (dx×K)

]
= E

[∫
G
h (x,Φ) Φ (dx)

]
and the RHS equals∫

G×M̃(G×K)

g (x, µ̃) P̄x
Φ̃

(dµ̃)MΦ (dx) =

∫
G×M̃(G×K)

h (x, µ) P̄x
Φ̃

(dµ̃)MΦ (dx)

=

∫
G×M̄(G)

h (x, µ) P̄x
Φ (dµ)MΦ (dx) ,
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where P̄x
Φ is the projection of P̄x

Φ̃
on M̄ (G), that is

P̄x
Φ (L) = P̄x

Φ̃

{
µ̃ ∈ M̃ (G×K) : µ̃ (· ×K) ∈ L

}
,

for L ∈ M̄ (G). Thus

E

[∫
G
h (x,Φ) Φ (dx)

]
=

∫
G×M̄(G)

h (x, µ) P̄x
Φ (dµ)MΦ (dx) ,

Comparing the above equality with the C-L-M theorem 3.1.9 shows that P̄x
Φ =

Px
Φ for MΦ-almost x ∈ G. Thus Px

Φ is the projection of P̄x
Φ̃

on M̄ (G); that is,

for L ∈ M̄ (G),

Px
Φ (L) =

∫
K

P
(x,z)

Φ̃

(
µ̃ ∈ M̃ (G×K) : µ̃ (· ×K) ∈ L

)
Π (x, dz) ,

or, equivalently,

P (Φx ∈ L) =

∫
K

P
(

Φ̃(x,z) (· ×K) ∈ L
)

Π (x, dz) .

In the particular case of independently marked point processes, we may
retrieve Φ̃(x,z) from Φx as shown in the following proposition.

Proposition 3.2.14. Palm for independently marked point process. Let G and
K be two l.c.s.h. spaces, Φ̃ be an independently marked point process on G×K
associated to the ground process Φ having σ-finite mean measure through the
probability kernel p̃; cf. Definition 2.2.18. Then, for MΦ̃-almost all (x, z), the

reduced Palm version Φ̃!
(x,z) is equal in distribution to an independently marked

point process on G×K associated to the ground process Φ!
x through the probability

kernel p̃(·, ·).

Proof. By Corollary 3.1.14 (Campbell-Little-Mecke theorem in the reduced case),
Φ̃!

(x,z) satisfies∫
G×K

E
[
f
(
x, z, Φ̃!

(x,z)

)]
MΦ̃ (dx× dz) = E

[∫
G×K

f
(
x, z, Φ̃− δ(x,z)

)
Φ̃ (dx× dz)

]
.

(3.2.12)
for any measurable function f : G×K× M̃ (G×K) → R+, where M̃ (G×K)

be the space of measures µ̃ on (G×K,B (G)⊗ B (K)) such that µ̃ (B ×K) <∞
for all B ∈ Bc (G). Moreover, by (2.2.8),

MΦ̃ (dx× dz) = MΦ (dx) p̃(x,dz).

We write
Φ!
x =

∑
n∈Z:Xn∈Φ!

x

δXn .
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Let Ψ̃x be an independently marked point process on G × K associated to the
ground process Φ!

x through the probability kernel p̃(·, ·). We may write

Ψ̃x =
∑

n∈Z:Xn∈Φ!
x

δ(Xn,Yn)

which may be viewed as the pair
(

Φ!
x, Ŷ

)
, where Ŷ = {Yn}n∈Z ∈ KZ. Then,

for all x ∈ G, z ∈ K,

E
[
f
(
x, z, Ψ̃x

)]
= E

[
f
(
x, z,Φ!

x, Ŷ
)]

= E
[
E
[
f
(
x, z,Φ!

x, Ŷ
)
| Φ!

x

]]
= E

∫
KZ
f
(
x, z,Φ!

x, ŷ
) ∏
n∈Z:Xn∈Φ!

x

p̃(Xn,dyn)

 ,

where ŷ = {yn}n∈Z. Thus

∫
G×K

E
[
f
(
x, z, Ψ̃x

)]
MΦ̃ (dx× dz)

=

∫
G×K

E
[
f
(
x, z, Ψ̃x

)]
MΦ (dx) p̃(x, dz)

=

∫
G×K

E

∫
KZ
f
(
x, z,Φ!

x, ŷ
) ∏
n∈Z:Xn∈Φ!

x

p̃(Xn,dyn)

MΦ (dx) p̃(x, dz)

=

∫
G

E

∫
K×KZ

f
(
x, z,Φ!

x, ŷ
)
p̃(x, dz)

∏
n∈Z:Xn∈Φ!

x

p̃(Xn,dyn)

MΦ (dx)

=

∫
G

E
[
ϕ
(
x,Φ!

x

)]
MΦ (dx) , (3.2.13)

where

ϕ
(
x,Φ!

x

)
=

∫
K×KZ

f
(
x, z,Φ!

x, ŷ
)
p̃(x, dz)

∏
n∈Z:Xn∈Φ!

x

p̃(Xn,dyn).
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By (3.1.4), we have∫
G

E
[
ϕ
(
x,Φ!

x

)]
MΦ (dx)

=

∫
G

E
[
ϕ
(
x,Φ!

x

)]
MΦ (dx)

= E

[∫
G
ϕ (x,Φ− δx) Φ (dx)

]
= E

[∫
G

(∫
K×KZ

f (x, z,Φ− δx, ŷ) p̃(x,dz)
∏

n∈Z:Xn∈Φ−δx
p̃(Xn,dyn)

)
Φ (dx)

]

= E

 ∑
i∈Z:Xi∈Φ

∫
K×KZ

f (Xi, z,Φ− δXi , ŷ) p̃(Xi,dz)
∏

n∈Z:Xn∈Φ−δXi

p̃(Xn,dyn)


= E

[ ∑
i∈Z:Xi∈Φ

f
(
Xi, Zi, Φ̃− δ(Xi,Zi)

)]

= E

[∫
G×K

f
(
x, z, Φ̃− δ(x,z)

)
Φ̃ (dx× dz)

]
. (3.2.14)

Combining (3.2.12)-(3.2.14) we get∫
G×K

E
[
f
(
x, z, Φ̃!

(x,z)

)]
MΦ̃ (dx× dz) =

∫
G×K

E
[
f
(
x, z, Ψ̃x

)]
MΦ̃ (dx× dz) .

Taking f (x, z, µ) = 1 {(x, z) ∈ B}h (µ) where B ∈ B (G×K) and h is a mea-
surable nonnegative function on M̃ (G×K), we get∫

B

E
[
h
(

Φ̃!
(x,z)

)]
MΦ̃ (dx× dz) =

∫
B

E
[
h
(

Ψ̃x

)]
MΦ̃ (dx× dz)

Hence

E
[
h
(

Φ̃!
(x,z)

)]
= E

[
h
(

Ψ̃x

)]
,

and consequently,

Φ̃!
(x,z)

dist
= Ψ̃x,

for MΦ̃-almost all (x, z).

Example 3.2.15. Palm for i.i.d. marked point processes. Let Φ̃ be an i.i.d
marked point process on G × K associated to the ground process Φ with mark
distribution F (·); cf. Definition 2.2.18. Then, by Proposition 3.2.14, for MΦ̃-

almost all (x, z), Φ̃!
(x,z) is equal in distribution to an i.i.d. marked point process

on G×K associated to the ground process Φ!
x with the same mark distribution

F (·).



3.3. HIGHER ORDER PALM AND REDUCED PALM 141

3.3 Higher order Palm and reduced Palm

3.3.1 Higher order Palm

Lemma 3.3.1. Let Φ be a random measure on a l.c.s.h. space G, n ∈ N∗,
Φn be the n-th power of Φ and B (G)

⊗n
be the product σ-algebra on Gn. There

exists a unique σ-finite measure CnΦ on Gn × M̄ (G) characterized by

CnΦ (B × L) = E

[∫
B

1 {Φ ∈ L}Φn (dx)

]
, B ∈ B (G)

⊗n
, L ∈ M̄ (G)

called the n-th Campbell measure associated to Φ.

Proof. The proof follows the same lines as that of Lemma 3.1.1. In particular,
it relies of the fact that CnΦ is σ-finite of the algebra of unions of sets B×L,B ∈
B (G)

⊗n
, L ∈ M̄ (G). Indeed, by Lemma 1.1.4, we may construct a partition of

G into B0, B1, . . . ∈ Bc (G). Then Gn =
⋃

j1,...,jn∈N
Bj1 × . . .×Bjn , and since the

measures in M̄ (G) are locally finite we get

Gn×M̄ (G) =
⋃

j1,...,jn∈N

⋃
k∈N

Bj1×. . .×Bjn×
{
µ ∈ M̄ (G) : µ (Bji) ≤ k, ∀i ∈ [1, n]

}
.

If we apply CnΦ to each term in the above union, we get

E

[∫
Bj1×...×Bjn

1 {Φ (Bji) ≤ k, ∀i ∈ [1, n]}Φn (dx)

]
≤ kn <∞.

Note that, for B ∈ B (G)
⊗n

,

CnΦ
(
B × M̄ (G)

)
= E [Φn (B)] = MΦn (B) .

That is, the mean measure of Φn is the projection of the n-th Campbell measure
onto Gn.

Assume that MΦn is σ-finite. Since
(
M̄ (G) ,M̄ (G)

)
is Polish [52, §15.7.7]

and CnΦ is σ-finite from Lemma 3.3.1, it follows from the measure disintegration
theorem 14.D.10 that CnΦ admits a disintegration

CnΦ (B × L) =

∫
B

Px
Φ (L)MΦn (dx) , B ∈ B (G)

⊗n
, L ∈ M̄ (G) , (3.3.1)

where P·Φ (·) is a probability kernel from Gn to M̄ (G). We call Px
Φ (·) the n-th

Palm distribution at x ∈ Gn.

Theorem 3.3.2. Higher order Campbell-Little-Mecke. Let Φ be a random
measure on a l.c.s.h. space G such that MΦn is σ-finite and let {Px

Φ}x∈Gn be
a family of n-th Palm distributions of Φ. Then for all measurable f : Gn ×
M̄ (G)→ R̄+, we have

E

[∫
Gn
f (x,Φ) Φn (dx)

]
=

∫
Gn×M̄(G)

f (x, µ) Px
Φ (dµ)MΦn (dx) . (3.3.2)
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Proof. We first show the announced equality for f(x, µ) = 1{x ∈ B,µ ∈ L},
where B ∈ B (G)

⊗n
, L ∈ M̄ (G). To do so, note that

E

[∫
Gn
f (x,Φ) Φn (dx)

]
= E

[∫
Gn

1{x ∈ B,Φ ∈ L}Φn (dx)

]
= CnΦ (B × L)

=

∫
B

Px
Φ (L)MΦn (dx)

=

∫
Gn×M̄(G)

1{x ∈ B,µ ∈ L}Px
Φ (dµ)MΦn (dx)

=

∫
Gn×M̄(G)

f (x, µ) Px
Φ (dµ)MΦn (dx) ,

where we use (3.3.1) for the third equality For general measurable f : Gn ×
M̄ (G) → R̄+, the proof relies on the functional monotone class theorem along
the same lines as in the proof of Theorem 3.1.9.

Corollary 3.3.3. Let Φ be a random measure on a l.c.s.h. space G such that
MΦn is σ-finite and let {Px

Φ}x∈Gn be a family of n-th Palm distributions of Φ.

Let f : Gn × M̄ (G)→ C̄ be measurable. If either of the following conditions

E

[∫
Gn
|f (x,Φ)|Φn (dx)

]
<∞, or

∫
Gn×M

|f (x, µ)|Px
Φ (dµ)MΦn (dx) <∞

holds, then the other one holds, and Equality (3.3.2) is true.

Proof. The proof follows the same lines as that of Corollary 3.1.10.

Similarly to the case of first order Palm distributions, for x ∈ Gn, let Φx be
a random measure on G with probability distribution Px

Φ (·) in the probability
space (Ω,A,P); that is

P (Φx ∈ L) = Px
Φ (L) , L ∈ M̄ (G) .

Φx is called Palm version of Φ at x ∈ Gn.

Proposition 3.3.4. Let Φ be a point process on a l.c.s.h. space G such that
MΦn is σ-finite. Then for MΦn-almost all x = (x1, . . . , xn) ∈ Gn

P (∀i ∈ [1, n] ,Φx ({xi}) ≥ mi (x)) = 1,

where mi (x) is the multiplicity of xi within x; that is

mi (x) = card {j ∈ [1, n] : xj = xi} .

Proof. Note first that

P (∃i ∈ [1, n] : Φx ({xi}) < mi (x)) = E [1 {∃i ∈ [1, n] : Φx ({xi}) < mi (x)}]

=

∫
M(G)

1 {∃i ∈ [1, n] : µ ({xi}) < mi (x)}Px
Φ (dµ) .
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Following the lines of the proof of Lemma 3.1.11, one may prove that the map-
ping Gn ×M (G)→ R+; (x, µ) 7→ (µ ({x1}) , . . . , µ ({xn})) is measurable. Then
we may integrate the above equation with respect to MΦn , which gives∫

Gn
P (∃i ∈ [1, n] : Φx ({xi}) < mi (x))MΦn (dx)

=

∫
Gn×M(G)

1 {∃i ∈ [1, n] : µ ({xi}) < mi (x)}Px
Φ (dµ)MΦn (dx)

= E

[∫
Gn

1 {∃i ∈ [1, n] : Φ ({xi}) < mi (x)}Φn (dx)

]
= 0,

where the second equality follows from the higher order C-L-M theorem 3.3.2.
Therefore, P (∃i ∈ [1, n] : Φx ({xi}) < mi (x)) = 0 for MΦn -almost all x ∈ Gn.

3.3.2 Higher order reduced Palm

Lemma 3.3.5. Let Φ be a point process on a l.c.s.h. space G, n ∈ N∗, and
Φ(n) be the n-th factorial power of Φ. There exists a unique σ-finite measure

C(n)
Φ on Gn ×M (G) characterized by

C(n)
Φ (B × L) = E

[∫
B

1

{
Φ−

n∑
i=1

δxi ∈ L
}

Φ(n) (dx)

]
, B ∈ B (G)

⊗n
, L ∈M (G)

called the n-th reduced Campbell measure associated to Φ.

Proof. The proof relies on the same arguments as that of Lemma 3.3.1.

Note that, for B ∈ B (G)
⊗n

,

C(n)
Φ (B ×M (G)) = E

[
Φ(n) (B)

]
= MΦ(n) (B) .

Assume that MΦ(n) is σ-finite. Since C(n)
Φ is σ-finite and (M (G) ,M (G)) is

Polish [52, §15.7.7], it follows from the measure disintegration theorem 14.D.10

that C(n)
Φ admits a disintegration

C(n)
Φ (B × L) =

∫
B

P!x
Φ (L)MΦ(n) (dx) , B ∈ B (G)

⊗n
, L ∈M (G) , (3.3.3)

where P!·
Φ (·) is a probability kernel from Gn to M (G). We call P!x

Φ (·) the n-th
reduced Palm distribution at x ∈ Gn.

We may state the Campbell-Little-Mecke theorem in terms of the higher
order reduced Palm distributions as follows (which extends Corollary 3.1.14 to
higher order).
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Theorem 3.3.6. Let Φ be a point process on a l.c.s.h. space G such that MΦ(n)

is σ-finite for some n ∈ N∗. For all measurable f : Gn ×M (G)→ R̄+, we have

E

[∫
Gn
f

(
x,Φ−

n∑
i=1

δxi

)
Φ(n) (dx)

]
=

∫
Gn×M(G)

f (x, µ) P!x
Φ (dµ)MΦ(n) (dx) .

(3.3.4)

Proof. The proof follows the same lines as that of Theorem 3.3.2.

Corollary 3.3.7. Let Φ be a point process on a l.c.s.h. space G such that MΦ(n)

is σ-finite for some n ∈ N∗ and let f : Gn×M (G)→ C̄ be measurable. If either
of the following conditions

E

[∫
Gn

∣∣∣∣∣f
(
x,Φ−

n∑
i=1

δxi

)∣∣∣∣∣Φ(n) (dx)

]
<∞,

or∫
Gn×M(G)

|f (x, µ)|P!x
Φ (dµ)MΦ(n) (dx) <∞

holds, then the other one holds, and Equality (3.3.4) holds true.

Proof. The proof follows the same lines as that of Corollary 3.1.10.

For x ∈ Gn let Φ!
x be a random measure on G with probability distribution

P!x
Φ (·) in the probability space (Ω,A,P); that is

P
(
Φ!
x ∈ L

)
= P!x

Φ (L) , L ∈M (G) .

We call Φ!
x the n-th reduced Palm version of Φ at x.

Corollary 3.3.8. Let Φ be a point process on a l.c.s.h. space G such that MΦ(n)

is σ-finite for some n ∈ N∗. Then for MΦ(n)-almost all x ∈ Gn with pairwise
distinct coordinates,

Φ!
x

dist.
= Φx −

n∑
i=1

δxi .

Proof. Let A be the subset of x ∈ Gn with pairwise distinct coordinates. For
any measurable f : A×M (G)→ R+, we get from Theorem 3.3.2

E

[∫
A

f (x,Φ) Φn (dx)

]
=

∫
A

E [f (x,Φx)]MΦn (dx)

and from Theorem 3.3.6

E

[∫
A

f (x,Φ) Φ(n) (dx)

]
=

∫
A

E

[
f

(
x,Φ!

x +

n∑
i=1

δxi

)]
MΦ(n) (dx) .
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Since on A, Φn (dx) = Φ(n) (dx) and MΦn (dx) = MΦ(n) (dx), we deduce that
the right-hand sides of the above two equations are equal. Then for MΦ(n)-
almost all x ∈ Gn with pairwise distinct coordinates,

E [f (x,Φx)] = E

[
f

(
x,Φ!

x +

n∑
i=1

δxi

)]
.

This being true for all measurable f : A×M (G)→ R+, it follows that

Φx
dist.
= Φ!

x +

n∑
i=1

δxi .

Proposition 3.3.9. Palm algebra. Let Φ be a point process on a l.c.s.h.
space G such that MΦ(n+m) is σ-finite for some n,m ∈ N∗. Then for any
A ∈ B (G)

⊗n
, B ∈ B (G)

⊗m
,

MΦ(n+m) (A×B) =

∫
A

M
Φ

!(m)
x

(B)MΦ(n) (dx) . (3.3.5)

Moreover, for MΦ(n+m)-almost all (x, y) ∈ Gn ×Gm,

(
Φ!
x

)!
y

dist.
= Φ!

(x,y). (3.3.6)

Proof. Let A ∈ B (G)
⊗n

, B ∈ B (G)
⊗m

. It follows from (14.E.7) that

MΦ(n+m) (A×B) = E
[
Φ(n+m) (A×B)

]
= E

∫
A

(
Φ−

n∑
i=1

δxi

)(m)

(B) Φ(n) (dx)


=

∫
A×M(G)

µ(m) (B) P!x
Φ (dµ)MΦ(n) (dx)

=

∫
A

E
[
Φ!(m)
x (B)

]
MΦ(n) (dx) =

∫
A

M
Φ

!(m)
x

(B)MΦ(n) (dx) ,

where the third equality is due to Theorem 3.3.6 with f (x, µ) = 1 {x ∈ A}µ(m) (B).
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By definition of the reduced Campbell measure, for all L ∈M (G), we have

C(n+m)
Φ ((A×B)× L)

= E

∫
A×B

1

Φ−
n∑
i=1

δxi −
m∑
j=1

δyj ∈ L

Φ(n+m) (dx× dy)


= E

∫
A

∫
B

1

Φ−
n∑
i=1

δxi −
m∑
j=1

δyj ∈ L


(

Φ−
n∑
i=1

δxi

)(m)

(dy)

Φ(n) (dx)


=

∫
A×L

∫
B

1

µ−
m∑
j=1

δyj ∈ L

µ(m) (dy) P!x
Φ (dµ)

MΦ(n) (dx)

=

∫
A

E

∫
B

1

Φ!
x −

m∑
j=1

δyj ∈ L

Φ!(m)
x (dy)

MΦ(n) (dx)

=

∫
A

∫
B

1 {µ ∈ L}P!y
Φ!
x

(dµ)M
Φ

!(m)
x

(dy)MΦ(n) (dx)

=

∫
A×B

P!y
Φ!
x

(L)MΦ(n+m) (dx× dy) ,

where we use (14.E.7) for the second equality. The third one is due to Theo-

rem 3.3.6 with f (x, µ) = 1 {x ∈ A}
∫
B

1
{
µ−∑m

j=1 δyj ∈ L
}
µ(m) (dy), the fifth

one is also due to Theorem 3.3.6, and the last one is due to (3.3.5). Comparing
the above equation with (3.3.3), we deduce that

P
!(x,y)
Φ = P!y

Φ!
x
,

or, equivalently,

PΦ!
(x,y)

= P(Φ!
x)!
y
.

Theorem 3.3.10. If Φ is a Poisson point process, then for Mn
Φ-almost all

x ∈ Gn,

Φ!
x

dist.
= Φ.

Proof. Recall first that, by Proposition 2.3.25, MΦ(n) = Mn
Φ. We will prove

the announced result by induction on n. For n = 1, the announced identity
follows from Corollary 3.3.8 and Slivnyak’s theorem 3.2.4. Assume now that
the announced identity holds for some n ≥ 1. We deduce from (3.3.6) that, for
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Mn+1
Φ -almost all x ∈ Gn+1,

Φ!
x =

(
Φ!

(x1,...,xn)

)!

xn+1

=
(

Φ!
(x1,...,xn)

)
xn+1

− δxn+1

= Φxn+1 − δxn+1 = Φ

in distribution.

3.4 Further examples

3.4.1 For Section 3.1

Hard-core models

The following examples allow one to model some repulsion between points (mod-
elled as atoms of a point process) in such a way that they may not be too close
to each other.

Example 3.4.1. Matérn I hard-core point process. Let Φ =
∑
k∈Z δXk be a

Poisson point process on Rd with intensity measure Λ and let h > 0. Consider
the point process consisting of points of Φ which have no neighbors at distance
h; that is

Φ1 =
∑
k∈Z

δXk1 {Φ (B (Xk, h)) = 1} ,

where B (x, r) =
{
y ∈ Rd : |y − x| < r

}
. The point process Φ1 of isolated Pois-

son points is called a Matérn I hard-core point process. The mean measure of
Φ1 is given by, for A ∈ B (G),

E [Φ1 (A)] = E

[∫
Rd

1 {x ∈ A,Φ (B (x, h)) = 1}Φ (dx)

]
=

∫
Rd

∫
M(Rd)

1 {x ∈ A,µ (B (x, h)) = 1}Px
Φ (dµ) Λ (dx)

=

∫
Rd

∫
M(Rd)

1 {x ∈ A,µ (B (x, h)) = 1}PΦ+δx (dµ) Λ (dx)

=

∫
Rd

∫
M(Rd)

1 {x ∈ A,µ (B (x, h)) = 0}PΦ (dµ) Λ (dx)

=

∫
Rd

1 {x ∈ A}P (Φ (B (x, h)) = 0) Λ (dx)

=

∫
Rd

1 {x ∈ A} e−Λ(B(x,h))Λ (dx) ,

where the second equality is due to the C-L-M theorem 3.1.9 and the third one
follows from Slivnyak’s theorem 3.2.4. If Φ is homogeneous on Rd with intensity
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λ, then we may continue the above equalities as follows

E [Φ1 (A)] = e−Λ(B(0,h))Λ (A) = λe−λκdh
d |A| , (3.4.1)

where κd is the volume of the unit ball in Rd. Thus the mean measure of Φ1

equals the Lebesgue measure multiplied by the constant λ1 = λe−λκdh
d

, which is
the intensity of Φ1.

Note that, for given h > 0, the intensity λ1 = λe−λκdh
d

of isolated Poisson
points, as a function of λ, first increases to attain its maximum value

max
λ∈R∗+

λ1 = 1/(eκdh
d), (3.4.2)

for λ = 1/(κdh
d) and then decreases to 0 as λ→∞.

Example 3.4.2. Matérn II hard-core point process. We present a more effi-
cient strategy of dependent thinning of Poisson process, which leads to a model
called the Matérn II hard-core point process. Let Φ =

∑
k∈Z δXk be a Poisson

point process on Rd with intensity measure Λ and let

Φ̃ =
∑
k∈Z

δ(Xk,Uk)

be an independently marked point process associated to Φ such that Uk is, con-
ditionally on Xk, uniformly distributed in [0, 1]. For a given h > 0, we define
the Matérn II hard-core point process as

Φ2 :=
∑
k∈Z

δXk1 {Uk ≤ Uj ,∀j : Xj ∈ B (Xk, h)} .

Its mean measure is given by, for A ∈ B (G),

E [Φ2 (A)]

= E

[∑
k∈Z

1 {Xk ∈ A}1 {Uk ≤ Uj ,∀j : Xj ∈ B (Xk, h)}
]

= E

[∫
Rd×[0,1]

1 {x ∈ A}1
{
u ≤ V,∀ (Y, V ) ∈ Φ̃ : Y ∈ B (x, h)

}
Φ̃ (dx× du)

]

=

∫
Rd

1 {x ∈ A}
∫ 1

0

∫
M(Rd)

1 {u ≤ v,∀ (y, v) ∈ µ : y ∈ B (x, h)}P
(x,u)

Φ̃
(dµ) duΛ (dx)

=

∫
Rd

1 {x ∈ A}
∫ 1

0

∫
M(Rd)

1 {u ≤ v,∀ (y, v) ∈ µ : y ∈ B (x, h)}PΦ̃+δ(x,u)
(dµ) duΛ (dx) ,

where the third equality is due to the C-L-M theorem 3.1.9 and Theorem 2.2.21
and the fourth one follows from Slivnyak’s theorem 3.2.4. Note that for x ∈ Rd
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and u ∈ (0, 1), we have∫
M(Rd)

1 {u ≤ v,∀ (y, v) ∈ µ : y ∈ B (x, h)}PΦ̃+δ(x,u)
(dµ)

= E
[
1
{
u ≤ V,∀ (Y, V ) ∈ Φ̃ + δ(x,u) : Y ∈ B (x, h)

}]
= E

[
1
{
u ≤ V,∀ (Y, V ) ∈ Φ̃ : Y ∈ B (x, h)

}]
= P

[
Φ̃ (B(x, h)× [0, u]) = 0

]
= e−Λ(B(x,h))u.

Then we may continue the calculation of the mean measure of the Matérn II
hard-core point process as follows

E [Φ2 (A)] =

∫
Rd

1 {x ∈ A}
∫ 1

0

e−Λ(B(x,h))uduΛ (dx)

=

∫
Rd

1 {x ∈ A} 1− e−Λ(B(x,h))

Λ (B (x, h))
Λ (dx) .

It follows from this formula that the mean measure of the Matérn II hard-core
point process is absolutely-continuous w.r.t. Λ with Radon-Nikodym derivative

1− e−Λ(B(x,h))

Λ (B (x, h))
.

Since for all a > 0, exp(−a) ≤ 1−exp(−a)
a , it follows that the density of the

Matérn II hard-core point process is always larger than that of the Matérn I
hard-core point process of Example 3.4.1.

If Φ is homogeneous on Rd with intensity λ, then the mean measure of Φ2

equals the Lebesgue measure multiplied by the constant

λ2 =
1− e−λκdhd

κdhd

which is the intensity of Φ2. Note that, for given h > 0, the intensity λ2 is an
increasing function of λ and

lim
λ→∞

λ2 = sup
λ∈R∗+

λ2 =
1

κdhd
. (3.4.3)

Aloha and CSMA

Example 3.4.3. Transmission collision model on the plane. Let Φ =
∑
i∈Z δXi

be a homogeneous Poisson point process on R2 of intensity λ ∈ R∗+ representing
the locations of the transmitters. Each transmitter Xi serves a receiver located
at yi ∈ R2. There is no collision at Xi from Xj (j 6= i) if

Power received at yi from Xi

Power received at yi from Xj
≥ Tc,
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for some constant Tc > 0.
Assume the propagation model

Prec = Ptr × (Kr)−β , r ∈ R+, (3.4.4)

where K > 0, β > 2 are two given constants, Ptr is the transmitted power, Prec is
the received power and r is the distance between the transmitter and the receiver.

Assume that the receiver yi is very close to the corresponding transmitter Xi

in such a way that the received power is approximately equal to the transmitted
one. The interference at yi from another transmitter Xj (j 6= i) is calculated
by assuming the above propagation model and by approximating |yi −Xj | by
|Xi −Xj |. Then the condition to avoid collision becomes

Ptr

Ptr × (K |Xi −Xj |)−β
≥ Tc which is equivalent to |Xi −Xj | ≥ r :=

T
1/β
c

K
.

We say that the transmission of Xi to yi is successful if B (Xi, r) does not
contain any other transmitter Xj (j 6= i). It follows from Example 3.4.1 that
the density of successful transmissions equals

σ = λ× e−λπr2

,

which may be seen as the product of the density of transmitters λ by the proba-
bility that a transmission is successful e−λπr

2

.
Maximizing the above quantity, we get the optimal density of transmitters

λopt =
1

πr2
=

K2

πT
2/β
c

(3.4.5)

and the corresponding density of successful transmissions equals

σopt = λopt × e−λoptπr
2

=
1

eπr2
=

K2

eπT
2/β
c

.

Example 3.4.4. Spatial Aloha with collision model. Let Φ =
∑
i∈Z δXi be a

homogeneous Poisson point process on R2 of intensity λ ∈ R∗+ representing the
locations of the transmitters also called nodes. Suppose the density of nodes
λ is fixed. The idea is then to authorize (at a given time) only some fraction
of nodes to transmit. At a given timeslot, each node decides to transmit with
probability p, or to be silent with probability 1− p, independently from the other
nodes. This protocol, which is called Aloha, is mathematically equivalent to a
thinning of the point process. By Corollary 2.2.7, the transmitting nodes form
a homogeneous Poisson point process on R2 of intensity λp. Assuming the col-
lision model described in Example 3.4.3, the optimal density of the transmitting
nodes is deduced from (3.4.5)

λpopt =
1

πr2
, which implies popt = max

(
1,

1

λπr2

)
.
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Aloha Replication number
Successful transmission density Authorized transmissions density

σ = λp× e−λpπr2

σ = 1−e−λπr2
πr2

σ is maximal when λpopt = 1
πr2 σ increases with λ

Optimal density σopt = 1
eπr2 Supremum density σsup = 1

πr2

Table 3.1: Comparison of Aloha and CSMA.

Example 3.4.5. Carrier sense multiple access (CSMA). Let Φ =
∑
i∈Z δXi be

a homogeneous Poisson point process on R2 of intensity λ ∈ R∗+ representing
the locations of the transmitters also called nodes. Consider the collision model
described in Example 3.4.3, where receiver yi is assumed very close to the corre-
sponding transmitter Xi and where the transmission of Xi to yi is successful if
B (Xi, r) does not contain any other transmitter Xj (j 6= i). In order to avoid
collisions of transmissions, we give independent marks Ui uniformly distributed
in [0, 1] to points Xi ∈ Φ. Transmission at Xi takes place if

Ui ≤ Uj ,∀j : Xj ∈ B (Xi, r) .

The transmitting nodes constitute a point process

Φ2 :=
∑
i∈Z

δXi1 {Ui ≤ Uj ,∀j : Xj ∈ B (Xi, r)} .

We recognize the Matérn II hard-core Model studied in Example 3.4.2. In par-
ticular, we deduce that

E [Φ2 (A)] = λ |A| 1− e
−λπr2

λπr2
= |A| 1− e

−λπr2

πr2
.

Then the density of the authorized transmissions equals

σ =
1− e−λπr2

πr2
,

which converges to σsup = 1
πr2 when λ → ∞. Table 3.1 summarizes the results

of CSMA compared to those of Aloha. Note that σsup for CSMA is larger than
σopt of Aloha with a ratio equal to e ' 2.72. Note moreover that CSMA is better

than optimal Aloha when 1−e−λπr2
πr2 > 1

eπr2 which is equivalent to

λ >
− log

(
1− e−1

)
πr2

' 0.46

πr2
.

3.4.2 For Section 3.3

Example 3.4.6. SINR in wireless networks [14]. On R2, we model the base
stations (BS) with a homogeneous Poisson point process Φ with intensity λ > 0.
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We define the signal to interference and noise ratio (SINR) of the typical user
located at the origin with respect to the station X ∈ Φ by

SINR (X,Φ) =
P/l (|X|)

N + P
∑
Z∈Φ\{X} 1/l (|Z|) , X ∈ Φ,

where P ∈ R+ is the power transmitted by each BS, N ∈ R+ is the noise power,
and l : R+ → R+ is a measurable function representing the propagation loss due
to distance. The user is served by the BS with the highest received power; or,
equivalently, largest SINR. We are interested in the probability distribution of
the SINR of the typical user with his serving BS; that is

Pc (T ) = P

(
inf
X∈Φ

SINR (X,Φ) > T

)
= P

( ⋃
X∈Φ

{SINR (X,Φ) > T}
)
,

where T ∈ R+. Using Poincaré’s formula P(
⋃
iAi) =

∑
i P(Ai)−

∑
i 6=j P(Ai ∩

Aj) +
∑
i 6=j 6=k P(Ai ∩Aj ∩Ak)− · · · where i 6= j 6= k means that i, j and k are

pairwise different, it follows that

Pc (T ) =

∞∑
n=1

(−1)
n
Sn (T ) ,

where

Sn (T ) = E

 ∑
(X1,...,Xn)∈Φ(n)

1

(
n⋂
i=1

{SINR (Xi,Φ) > T}
)

=
1

n!
E

[∫
(R2)n

f

(
x,Φ−

n∑
i=1

δxi

)
Φ(n) (dx)

]
,

where

f (x, µ) = 1

 n⋂
i=1

SINR

xi, µ+
n∑
j=1

δxj

 > T


 .

By the Campbell-Little-Mecke theorem 3.3.6, we get

Sn (T ) =
1

n!

∫
(R2)n×M(R2)

f (x, µ) P!x
Φ (dµ)MΦ(n) (dx) .

Moreover, by Proposition 2.3.25 MΦ(n) (dx) = λndx and by Slivnyak’s theo-
rem 3.2.4 P!x

Φ (dµ) = PΦ (dµ), then

Sn (T ) =
λn

n!

∫
(R2)n

E [f (x,Φ)] dx

=
λn

n!

∫
(R2)n

P

(
n⋂
i=1

{
SINR′ (xi,Φ) > T ′

})
dx,
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where the last equality is obtained by simple algebraic manipulations with T ′ =
T

1+T and

SINR′ (xi,Φ) =
1/l (|x|)

N/P +
∑
Y ∈Φ 1/l (|Y |) +

∑n
j=1 1/l (|xj |)

.

Cf. [14] for the continuation of the calculations to get an explicit expression of
Sn (T ), and therefore for Pc (T ).

3.5 Exercises

3.5.1 For Section 3.1

Exercise 3.5.1. Let X be an integer-valued random variable with positive ex-
pectation, µ be a counting measure on a l.c.s.h. space G and define a point
process Φ = Xµ. Let A be the support of µ.

1. Show that for any x ∈ A, a Palm version of Φ at x is Φx := Y µ,, where
Y has the size biased distribution of X; that is

P (Y = k) =
kP (X = k)

E [X]
, k ∈ N. (3.5.1)

2. In particular, if X is a Poisson random variable of mean λ, show that
Y = X + 1.

3. Show that for any x ∈ A,

P (Φ = kµ | x ∈ Φ) = P (X = k | X > 0) .

Observe that in general this last conditional law of X given X > 0 is not
equal to the size biased law of X in (3.5.1). It follows that the Palm dis-
tributions of a point process may not be seen in general as the conditional
distributions of Φ, given it has an atom at x.

Solution 3.5.1. 1. Clearly MΦ = E [X]µ. Moreover, for L = {kµ : k ∈ N},

CΦ (B × L) = E [Xµ (B) 1 {X = k}]
= µ (B) kP (X = k)

=
kP (X = k)

E [X]
MΦ (B) .

Letting A be the support of µ, we deduce from the above equality that, for any
x ∈ A,

P (Φx = kµ) = Px
Φ (L) =

kP (X = k)

E [X]
.
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Therefore, Φx = Y µ, where

P (Y = k) =
kP (X = k)

E [X]
.

2. In particular, if X is a Poisson random variable of mean λ, then

P (Y = k) = e−λ
λk−1

(k − 1)!
, k ∈ N∗,

i.e., Y = X + 1.
3. For any x ∈ A,

P (Φ = kµ | x ∈ Φ) = P (Xµ = kµ | x ∈ Xµ)

= P (X = k | X > 0) ,

which is in general different from (3.5.1).

Exercise 3.5.2. Let Y be a nonnegative random variable and let Φ be a Cox
point process on R directed by Λ (dx) = Y × dx. In the canonical probability
space associated to Φ, show that the cumulative distribution function of Y under
the Palm distribution Px

Φ at x equals

Px
Φ (Y ≤ y) =

E [Y × 1 {Y ≤ y}]
E [Y ]

.

Solution 3.5.2. It follows from (2.3.1) that the mean measure of Φ is

MΦ (B) = E [Y ]× |B| .

Let CΦ be the Campbell measure associated to a point process Φ. Then, for
L = 1 {Y ≤ y} , B ∈ B (G),

CΦ (B × L) = E [Φ (B) 1 {Φ ∈ L}]
= E [Φ (B) 1 {Y ≤ y}]
= E [E [Φ (B) 1 {Y ≤ y} | Y ]]

= E [Y × 1 {Y ≤ y}]× |B| .

Thus

Px
Φ (Y ≤ y) =

CΦ (B × L)

MΦ (B)
=

E [Y × 1 {Y ≤ y}]
E [Y ]

.

Exercise 3.5.3. Discrete analogue of Slivnyak’s theorem. Let λ > 0 and N be
a random variable taking values in {0, 1, . . .}. Show that

E[Nf(N)] = λE[f(N + 1)],

for all (say nonnegative) functions f if and only if N is a Poisson random
variable of parameter λ. Enough to consider f(N) = 1 {N = k} for k ≥ 1.
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Solution 3.5.3. Let f(N) = 1 {N = k} for some k ≥ 1. Observe that

E[Nf(N)] = E[N1 {N = k}] = kP (N = k)

and

E[f(N + 1)] = E[1 {N + 1 = k}]
= P (N + 1 = k) = P (N = k − 1) .

Then E[Nf(N)] = λE[f(N + 1)] iff

P (N = k) =
λ

k
P (N = k − 1) .

Sufficiency is obvious since P (N = k) = λk

k! e
−λ. For necessity, note that

the above equation implies by induction that

P (N = k) =
λk

k!
P (N = 0) .

Since
∑∞
k=0 P (N = k) = 1 we deduce that P (N = 0) = e−λ. Then N is a

Poisson random variable of parameter λ.

Exercise 3.5.4. Let Φ be a Poisson point process on Rd with intensity measure
Λ. Assume that Λ has a density with respect to the Lebesgue measure. Show
that, P-almost surely, Φ has no two points equidistant from 0.

Solution 3.5.4. Observe that

P ({∃X 6= Y ∈ Φ : |X| = |Y |}) ≤ E[card({X 6= Y ∈ Φ : |X| = |Y |})]

= E

[∫
Rd

1{∃Y ∈ Φ, Y 6= x : |x| = |Y |}Φ (dx)

]
≤ E

[∫
Rd

Φ({y 6= x : |x| = |y|})Φ (dx)

]
.

Using the Campbell-Little-Mecke formula (3.1.8) and then using Slivnyak’s the-
orem 3.2.4 we get

E

[∫
Rd

Φ({y 6= x : |x| = |y|})Φ (dx)

]
=

∫
Rd

Ex [Φ({y 6= x : |x| = |y|})] Λ (dx)

=

∫
Rd

E [(Φ + δx) ({y 6= x : |x| = |y|})] Λ (dx)

=

∫
Rd

Λ({y 6= x : |x| = |y|})Λ (dx) = 0,

where the last equality follows from the fact that Λ has a density with respect to
the Lebesgue measure which implies that the function to integrate vanishes.
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Exercise 3.5.5. Nearest neighbor for Poisson point processes. Consider a
Poisson point process Φ of intensity measure Λ(dx) on Rd.

1. Under Palm probability Px of Φ, what is the distribution of the distance
between the point x ∈ Φ and its nearest neighbor in Φ? Comment on the
case when Λ has an atom at x.

2. What is the difference between the distribution of Φ under Px and the
distribution of Poisson point process Φ′ of intensity Λ + δx.

Solution 3.5.5. 1. By Slivnyak’s theorem 3.2.4

Px (Φ ∈ Γ) = P (Φ + δx ∈ Γ) .

Then

Px

(
inf

X∈Φ\{x}
|x−X| ≥ t

)
= P

(
inf

X∈(Φ+δx)\{x}
|x−X| ≥ t

)
= P

(
inf

X∈Φ\{x}
|x−X| ≥ t

)
= P (Φ (B (x, t) \ {x}) = 0) = e−Λ(B(x,t)\{x}).

When Λ has an atom at x, we should stress that we consider the nearest
neighbor of x in Φ other than x itself.

2. The distribution of Φ under Px equals that of Φ + δx. The distribution of
a Poisson point process Φ′ of intensity Λ + δx equals that of Φ +Nδx where N
is a Poisson random variable of mean 1.

Exercise 3.5.6. Consider a Poisson point processΦ =
∑
n∈Z δXn of intensity

measure Λ on Rd.

1. Using the Campbell-Little-Mecke and Slivnyak’s theorems, prove the fol-
lowing equations

E

 ∑
Xi,Xj∈Φ

f(Xi, Xj ,Φ)

 =

∫
Rd

∫
Rd

E [f(x, y,Φ + δx + δy)] Λ(dx)Λ(dy)

(3.5.2)

+

∫
Rd

E [f(x, x,Φ + δx)] Λ(dx),

E

 ∑
Xi 6=Xj∈Φ

f(Xi, Xj ,Φ)

 =

∫
Rd

∫
Rd

1 {x 6= y}E [f(x, y,Φ + δx + δy)] Λ(dx)Λ(dy).

(3.5.3)

2. Using (3.5.2) calculate the second moment E[I2
ε ] and variance Var(Iε)

of the total received power Iε defined in Exercise 2.7.14. Consider also
random i.i.d. transmitted powers independent of Φ.



3.5. EXERCISES 157

Solution 3.5.6. 1. Let G = Rd and observe that∑
Xi,Xj∈Φ

f(Xi, Xj ,Φ) =

∫
G
g (x,Φ) Φ (dx) ,

where
g (x,Φ) =

∑
Xj∈Φ

f(x,Xj ,Φ).

By the Campbell-Little-Mecke formula (3.1.8), we have

E

[∫
G
g (x,Φ) Φ (dx)

]
=

∫
G

Ex [g (x,Φ)] Λ (dx) .

By Slivnyak’s theorem 3.2.4

Ex [g (x,Φ)] = E [g (x,Φ + δx)]

= E

 ∑
Xj∈Φ+δx

f(x,Xj ,Φ + δx)


= E

f(x, x,Φ + δx) +
∑
Xj∈Φ

f(x,Xj ,Φ + δx)


= E [f(x, x,Φ + δx)] + E

[∫
G
f(x, y,Φ + δx)Φ (dy)

]
= E [f(x, x,Φ + δx)] +

∫
G

Ey [f(x, y,Φ + δx)] Λ (dy)

= E [f(x, x,Φ + δx)] +

∫
G

E [f(x, y,Φ + δx + δy)] Λ (dy) .

Then the announced equality follows.
2. Consider first the case of a deterministic transmitted power. Recall that

Iε =
∑
n∈Z

Ptr(K |Xn − y|)−β1 {|Xn − y| > ε} =

∫
R2

f (x) Φ (dx) ,

where f (x) = Ptr(K |x− y|)−β1 {|x− y| > ε}. Then

E[I2
ε ] = E

[(∫
R2

f (x) Φ (dx)

)2
]

= E

[∫
R2

∫
R2

f (x) f (y) Φ (dx) Φ (dy)

]
= λ2

∫
Rd

∫
Rd
f (x) f (y) dxdy + λ

∫
Rd
f (x)

2
dx

= E[Iε]
2 + λ

∫
Rd
f (x)

2
dx.
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Thus

Var(Iε) = λ

∫
Rd
f (x)

2
dx =

2πλP 2
tr

(2β − 2) ε2β−2K2β
,

where the second equality follows by analogy to (2.7.3) with Ptr replaced by P 2
tr

and β by 2β.
Consider now the case of random i.i.d. transmitted powers independent of

Φ. Observe that

Ĩε =
∑
n∈Z

Pn(K |Xn − y|)−β1 {|Xn − y| > ε} =

∫
R2

p× f̃ (x) Φ̃ (dx× dp) ,

where f̃ (x) = (K |x− y|)−β1 {|x− y| > ε} and

Φ̃ :=
∑
n∈Z

δ(Xn,Pn),

which is a Poisson point process with intensity measure

Λ̃ (dx× dp) = λdx×PP1 (dp) .

Then

E[Ĩε] = λ

∫
Rd×R+

pf̃ (x) dxPP1 (dp)

= λE [P1]

∫
Rd
f̃ (x) dx

and

E[Ĩ2
ε ] = E

(∫
R2×R+

pf̃ (x) Φ̃ (dx× dp)

)2


= E

[∫
R2×R+

∫
R2×R+

pf̃ (x) qf̃ (y) Φ̃ (dx× dp) Φ̃ (dy × dq)

]

= λ2

∫
Rd×R+

∫
Rd×R+

pf̃ (x) qf̃ (y) dxdyPP1 (dp) PP1 (dq)

+ λ

∫
Rd×R+

(
pf̃ (x)

)2

dxPP1
(dp)

= λ2E [P1]
2
∫
Rd

∫
Rd
f̃ (x) f̃ (y) dxdy + λE

[
P 2

1

] ∫
Rd
f̃ (x)

2
dx

= E[Ĩε]
2 + λE

[
P 2

1

] ∫
Rd
f̃ (x)

2
dx.

Thus

Var(Ĩε) = λE
[
P 2

1

] ∫
Rd
f̃ (x)

2
dx =

2πλE
[
P 2

1

]
(2β − 2) ε2β−2K2β

.



3.5. EXERCISES 159

Exercise 3.5.7. Mixed Palm version. Let Φ be a point process on Rd and
B ∈ Bc

(
Rd
)
. Let g and h be two nonnegative measurable functions defined

respectively on Rd and M
(
Rd
)

such that g vanishes outside B and 0 < MΦ (g) <
∞. Let X be a random variable on Rd such that, given Φ, X is chosen uniformly
among the point of Φ in B when Φ (B) > 0 (X is arbitrary if Φ (B) = 0).

1. Show that

E [g (X)h (Φ) 1 {Φ (B) ≥ 1}] = MΦ (g) E

[
h (Φg) 1 {Φg (B) ≥ 1}

Φg (B)

]
,

where Φg is the mixed Palm version of Φ with respect to g (cf. Defini-
tion 3.1.15).

2. Taking g ≡ 1 and h ≡ 1, we get

P (Φ (B) ≥ 1) = MΦ (B) E

[
1 {Φg (B) ≥ 1}

Φg (B)

]
.

Check the above equality from the very definition of Φg; i.e., from Equa-
tion (3.1.5).

Solution 3.5.7. 1. Observe that

E [g (X)h (Φ) 1 {Φ (B) ≥ 1}] = E

[
1

Φ (B)

∑
n∈Z

g (Xn)h (Φ) 1 {Φ (B) ≥ 1}
]

= E

[∫
B

g (x)
h (Φ) 1 {Φ (B) ≥ 1}

Φ (B)
Φ (dx)

]
=

∫
B

g (x) E

[
h (Φx) 1 {Φx (B) ≥ 1}

Φx (B)

]
Φ (dx)

= MΦ (g) E

[
h (Φg) 1 {Φg (B) ≥ 1}

Φg (B)

]
,

where the third equality follows from the Campbell-Little-Mecke formula (3.1.3)
and the fourth one is due to (3.1.5).

2. Applying (3.1.5) with g ≡ 1, we get, for any L ∈ M̄ (G),

Pg (L) =
1

MΦ(g)

∫
B

Px
Φ (L)MΦ (dx)

=
1

MΦ(g)
CΦ (B × L)

=
1

MΦ(g)
E [Φ (B) 1 {Φ ∈ L}] .

where the second equality is due to (3.1.2) and the third one follows from (3.1.1).
Then

E

[
1 {Φg (B) ≥ 1}

Φg (B)

]
=

1

MΦ(g)
E

[
Φ (B)

1 {Φ (B) ≥ 1}
Φ (B)

]
=

1

MΦ(g)
P (Φ (B) ≥ 1) .
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Chapter 4

Transforms and moment
measures

The framework and the notation of this chapter are those of Section 1.1.

4.1 Characteristic function

For any measure µ on G, recall the notation L1
R (µ,G) for the set of measurable

functions f : G→ R which are integrable with respect to µ.

Definition 4.1.1. The characteristic function of a random measure Φ on a
l.c.s.h. space G, denoted by ΨΦ, is defined for all f ∈ L1

R (MΦ,G) by

ΨΦ (f) = E

[
exp

(
i

∫
G
fdΦ

)]
,

where i is the imaginary unit complex number.

Lemma 4.1.2. Let Φ be a random measure on a l.c.s.h space G. Its character-
istic function ΨΦ : L1

R (MΦ,G)→ C is continuous.

Proof. Cf. [78, p.12]. Recall that for all x, y ∈ R,
∣∣eix − eiy∣∣ ≤ |x− y|. Then,

for all f, g ∈ L1
R (MΦ,G),

|ΨΦ (f)−ΨΦ (g)| ≤ E

[∣∣∣∣exp

(
i

∫
G
fdΦ

)
− exp

(
i

∫
G
gdΦ

)∣∣∣∣]
≤ E

[∣∣∣∣∫
G
fdΦ−

∫
G
gdΦ

∣∣∣∣]
≤ E

[∫
G
|f − g|dΦ

]
≤
∫
G
|f − g|dMΦ,

which shows that ΨΦ is Lipschitz continuous, and thus continuous.

161
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Example 4.1.3. Let Φ be a Poisson point process on a l.c.s.h. space G with
intensity measure Λ. We shall show that, for all f ∈ L1

R (Λ,G),

ΨΦ (f) = exp

(∫
G

(eif − 1)dΛ

)
.

The announced equality holds for f = a1B where a ∈ R+, B ∈ Bc (G), since

ΨΦ (f) = E
[
eiaΦ(B)

]
= eΛ(B)(eia−1)

and

exp

(∫
G

(eif − 1)dΛ

)
= exp

(∫
B

(
eia − 1

)
dΛ

)
= eΛ(B)(eia−1).

For all simple functions f =
∑n
j=1 aj1Bj , where a1, . . . , an ∈ R and B1, . . . , Bn ∈

Bc (G) are pairwise disjoint, we have

ΨΦ (f) = E

exp

i

n∑
j=1

ajΦ(Bj)


=

n∏
j=1

E
[
eiajΦ(Bj)

]
=

n∏
j=1

exp
[
Λ(Bj)(e

iaj − 1)
]

= exp

(∫
G

(eif − 1)dΛ

)
.

Such simple functions are dense in L1
R (Λ,G), and therefore for any f ∈ L1

R (Λ,G),
there exists a sequence fn of simple functions such that limn→∞

∫
G |fn−f |dΛ =

0. For each fn we have

ΨΦ (fn) = exp

(∫
G

(eifn − 1)dΛ

)
.

Note that by arguments similar to those of the proof of Lemma 4.1.2, the function
L1
R (MΦ,G)→ C, f 7→

∫
G(eif − 1)dΛ is continuous. Then letting n→∞ in the

above equality gives the announced result.

4.1.1 Cumulant measures

Let Φ be a random measure on a l.c.s.h. space G. Recall that we denote by
Bc (G) the set of measurable relatively compact sets in G, by MΦn the n-th
moment measure of Φ, and if Φ is a point process we denote by MΦ(n) the n-th
factorial moment measure of Φ. In the remaining part of this section, we will
assume that, for some n ∈ N∗, MΦn is locally finite.

Lemma 4.1.4. Let Φ be a random measure on a l.c.s.h. space G such that
MΦn is locally finite for some n ∈ N∗. Then MΦk and MΦ(k) are locally finite
for all k ∈ {1, . . . , n}.
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Proof. Note that MΦn is locally finite iff for all B1, . . . , Bn ∈ Bc (G),

MΦn (B1 × · · · ×Bn) = E [Φ (B1) · · ·Φ (Bn)] <∞,
or, equivalently, for all B ∈ Bc (G),

MΦn (Bn) = E [Φ (B)
n
] <∞.

It follows from the moments inequality (13.A.4) that, for all k ∈ {1, . . . , n},

E
[
Φ (B)

k
]
<∞, B ∈ Bc (G) ,

and therefore MΦk is locally finite. Using the above inequality and (13.A.22),
we deduce that, for all k ∈ {1, . . . , n},

E
[
Φ (B)

(k)
]
<∞, B ∈ Bc (G) ,

which, combined with (14.E.6), implies

MΦ(k)

(
Bk
)
<∞, B ∈ Bc (G) ,

and therefore MΦ(k) is locally finite.

The following lemma shows that the high-order moment measures MΦn of a
random measure Φ may be deduced from its characteristic function.

Lemma 4.1.5. Let Φ be a random measure on a l.c.s.h. space G. For all
B1, . . . , Bn ∈ Bc (G),

MΦn (B1 × · · · ×Bn) =
1

in
∂n

∂t1 . . . ∂tn
ΨΦ (t11B1 + · · ·+ tn1Bn)

∣∣∣∣
t1,...,tn=0

.

Moreover, the function log ΨΦ (t11B1 + . . .+ tn1Bn) of t = (t1, . . . , tn) ∈ Rn
is well-defined and Cn (i.e., n times differentiable and its n-th derivative is
continuous) on a neighborhood of 0.

Proof. For any B1, . . . , Bn ∈ Bc (G), t = (t1, . . . , tn) ∈ Rn,

ΨΦ (t11B1
+ · · ·+ tn1Bn) = E

[
eit1Φ(B1)+...+itnΦ(Bn)

]
= E

[
eit

TY
]

= ΨY (t) ,

where Y = (Φ (B1) , . . . ,Φ (Bn)) and tT is the transpose of t. Since the n-th
moment measure of Φ is assumed locally finite, then E [Y1 . . . Yn] <∞, thus by
Lemma 13.C.1,

MΦn (B1 × . . .×Bn) = E [Y1 . . . Yn]

=
1

in
∂n

∂t1 . . . ∂tn
ΨY (0)

=
1

in
∂n

∂t1 . . . ∂tn
ΨΦ (t11B1

+ · · ·+ tn1Bn)

∣∣∣∣
t1,...,tn=0

.
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By Corollary 13.C.2, the function ΨY (t) is Cn on Rn. Moreover, ΨY (0) = 1 >
0, then log ΨY (t) is well-defined and Cn on a neighborhood of 0.

Definition 4.1.6. Let Φ be a random measure on a l.c.s.h. space G. The n-th
cumulant measure of Φ, denoted by , is defined by

Cn (B1 × · · · ×Bn) =
1

in
∂n

∂t1 . . . ∂tn
log ΨΦ (t11B1 + · · ·+ tn1Bn)

∣∣∣∣
t1,...,tn=0

,

for all B1, . . . , Bn ∈ Bc (G). Note the analogy between the above equation
and (13.C.1).

By Corollary 13.C.5, the cumulant measures and moment measures are re-
lated by,

Cn (B1 × . . .×Bn) =

n∑
q=1

(−1)
q−1

(q − 1)!
∑

{J1,...,Jq}

q∏
p=1

MΦp

∏
j∈Jp

Bj

 ,

(4.1.1)

MΦn (B1 × . . .×Bn) =

n∑
q=1

∑
{J1,...,Jq}

q∏
p=1

Cp

∏
j∈Jp

Bj

 , (4.1.2)

for allB1, . . . , Bn ∈ Bc (G), where the summation is over all partitions {J1, . . . , Jq}
of {1, . . . , n}.

Example 4.1.7. It follows from (4.1.2) that, for all B,B1, B2, . . . ∈ Bc (G),

MΦ (B) = C1 (B)

MΦ2 (B1 ×B2) = C2 (B1 ×B2) + C1 (B1)C1 (B2)

MΦ3 (B1 ×B2 ×B3) = C3 (B1 ×B2 ×B3)

+ C2 (B1 ×B2)C1 (B3) + C2 (B1 ×B3)C1 (B2) + C2 (B2 ×B3)C1 (B1)

+ C1 (B1)C1 (B2)C1 (B3) (4.1.3)

and from (4.1.1) that

C2 (B1 ×B2) = MΦ2 (B1 ×B2)−MΦ (B1)MΦ (B2) (4.1.4)

C3 (B1 ×B2 ×B3) = MΦ3 (B1 ×B2 ×B3)

−MΦ2 (B1 ×B2)MΦ (B3)−MΦ2 (B1 ×B3)MΦ (B2)−MΦ2 (B2 ×B3)MΦ (B1)

+ 2MΦ (B1)MΦ (B2)MΦ (B3) .

Note the analogy with Example 13.C.6. Note in particular that the first cumulant
and moment measures are equal. Moreover, Equation (4.1.4) reads

C2 (B1 ×B2) = cov (Φ (B1) ,Φ (B2)) . (4.1.5)
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Example 4.1.8. Taking n = 4 in (4.1.1), we get

C4(B1 × · · · ×B4) = MΦ4(B1 × · · · ×B4)

−
∑∗

MΦ(B1)MΦ3(B2 ×B3 ×B4)

−
∑∗

MΦ2(B1 ×B2)MΦ2(B3 ×B4)

+ 2
∑∗

MΦ(B1)MΦ(B2)MΦ2(B3 ×B4)

− 6MΦ(B1) . . .MΦ(B4),

where
∑∗

denotes the sum of all the terms of the same type (there are 4 terms
in the first sum, 3 terms in the second one and 6 terms in the last sum).

Example 4.1.9. The second cumulant measure is useful to get the covariance
of two shot-noise processes. Indeed, let f, g : G→ R̄+ be integrable with respect
to MΦ (or f, g ∈ L2

Φ; cf. Definition 2.4.9) and let Φ (f) =
∫
G fdΦ and Φ (g) =∫

G gdΦ be the corresponding shot-noise processes, then

cov (Φ (f) ,Φ (g)) = E [Φ (f) Φ (g)]−E [Φ (f)] E [Φ (g)]

=

∫
G×G

f (x) g (y)MΦ2 (dx× dy)

−
∫
G
f (x)MΦ (dx)

∫
G
g (y)MΦ (dy)

=

∫
G×G

f (x) g (y)C2 (dx× dy) , (4.1.6)

where the second equality follows from the Campbell averaging formula and the
third one follows from (4.1.4).

4.1.2 Factorial cumulant measures

The following lemma shows that the higher-order factorial moment measures
MΦ(n) of a point process Φ may be deduced from its generating function;
cf. Defintion 1.6.18.

Lemma 4.1.10. Let Φ be a point process on a l.c.s.h. space G. For any k ∈
{1, . . . , n}, any pairwise disjoint B1, . . . , Bk ∈ Bc (G), and any ν1, . . . , νk ∈ N∗
such that ν1 + . . .+ νk = n,

MΦ(n) (Bν1
1 × . . .×Bνkk ) = lim

x1,...,xk↑1
∂n

∂ν1
x1 . . . ∂

νk
xk

GΦ

1−
k∑
j=1

(1− xj) 1Bj

 ,

where GΦ is the generating function of Φ. Moreover, the function log GΦ

(
1−∑k

j=1 (1− xj) 1Bj

)
of x ∈ Rk is well-defined on (0, 1]

k
and is C∞ on (0, 1)

k
.
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Proof. Let Y = (Φ (B1) , . . . ,Φ (Bk)). For any y = (y1, . . . , yk) ∈ [0, 1]
k
,

GΦ

1−
k∑
j=1

(1− xj) 1Bj

 = E

 k∏
j=1

x
Φ(Bj)
j

 = GY (x) .

On the other hand, for all pairwise disjointB1, . . . , Bk ∈ Bc (G), and all ν1, . . . , νk ∈
N∗ such that ν1 + · · ·+ νk = n,

MΦ(n) (Bν1
1 × . . .×Bνkk ) = E

[
Φ (B1)

(ν1)
. . .Φ (Bk)

(νk)
]

= E
[
Y

(ν1)
1 . . . Y

(νk)
k

]
= lim
x1,...,xk↑1

∂ν1+···+νk

∂ν1
x1 . . . ∂

νk
xk

GY (x)

= lim
x1,...,xk↑1

∂ν1+···+νk

∂ν1
x1 . . . ∂

νk
xk

GΦ

1−
k∑
j=1

(1− xj) 1Bj

 .

Definition 4.1.11. Let Φ be a point process on a l.c.s.h. space G. The n-th
factorial cumulant measure of Φ, denoted by C(n), is defined by

C(n) (Bν1
1 × · · · ×Bνkk ) = lim

x1,...,xk↑1
∂ν1+···+νk

∂ν1
x1 . . . ∂

νk
xk

log GΦ

1−
k∑
j=1

(1− xj) 1Bj

 ,

(4.1.7)
for all pairwise disjoint B1, . . . , Bk ∈ Bc (G), and all ν1, . . . , νk ∈ N such that
ν1 + . . .+ νk = n. (Note the analogy with (13.C.2).)

By Corollary 13.C.5, the factorial cumulant measures and factorial moment
measures are related by, for all B1, . . . , Bn ∈ Bc (G),

C(n) (B1 × . . .×Bn) =

n∑
q=1

(−1)
q−1

(q − 1)!
∑

{J1,...,Jq}

q∏
p=1

MΦ(p)

∏
j∈Jp

Bj


(4.1.8)

MΦ(n) (B1 × . . .×Bn) =

n∑
q=1

∑
{J1,...,Jq}

q∏
p=1

C(p)

∏
j∈Jp

Bj

 ,

where the summation is over all partitions {J1, . . . , Jq} of {1, . . . , n}. Indeed, the
above identities hold true for all B1, . . . , Bn which are pairwise either identical
or disjoint. Two measures which coincide on such B1 × . . . × Bn are identical
by standard results of measure theory.
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Example 4.1.12. By analogy to (4.1.4), we have, for any B1, B2 ∈ Bc (G),

C(2) (B1 ×B2) = MΦ(2) (B1 ×B2)−MΦ (B1)MΦ (B2)

= MΦ2 (B1 ×B2)−MΦ (B1 ∩B2)−MΦ (B1)MΦ (B2)

= cov (Φ (B1) ,Φ (B2))−MΦ (B1 ∩B2) ,

where the second equality is due to (14.E.5).

Example 4.1.13. Factorial cumulant measure of Poisson point processes. Let
Φ be a Poisson point process. Its generating function is given by (2.1.3), then

log GΦ

1−
k∑
j=1

(1− xj) 1Bj

 = −
k∑
j=1

(1− xj)MΦ (Bj) .

Then, by (4.1.7), the first factorial cumulant measure of Φ equals its mean
measure; that is C(1) = MΦ. Moreover, for n ≥ 2, the n-th factorial cumulant
measure of Φ is null.

4.2 Finite series transform expansions

4.2.1 Characteristic function expansion

Proposition 4.2.1. Moment expansion of characteristic functions. Let Φ be
a random measure on a l.c.s.h. space G and let f : G → R be a measurable
function such that the function defined on Gn by (x1, . . . , xn) 7→ f (x1) . . . f (xn)
is integrable with respect to MΦn ; that is∫

Gn
|f (x1) · · · f (xn)|MΦn (dx1 × · · · × dxn) <∞.

Then the characteristic function of Φ admits the following expansion, for t ∈ R,

ΨΦ (tf) = 1 +

n∑
r=1

(it)
r

r!

∫
Gr
f (x1) · · · f (xr)MΦr (dx1 × · · · × dxr) +

(it)
n

n!
εn (t) ,

(4.2.1)
where |εn (t)| ≤ 3

∫
Gn |f (x1) · · · f (xn)|MΦn (dx1 × · · · × dxn) and limt→0 εn (t).

Moreover, for t ∈ R,

log ΨΦ (tf) =

n∑
r=1

(it)
r

r!

∫
Gr
f (x1) · · · f (xr)Cr (dx1 × · · · × dxr) + o (tn) ,

(4.2.2)
where Cr is the r-th cumulant measure of Φ.

Proof. Observe that

E

[(∫
|f |dΦ

)n]
= E

[∫
Gn
|f (x1) · · · f (xn)|Φn (dx1 × · · · × dxn)

]
=

∫
Gn
|f (x1) · · · f (xn)|MΦn (dx1 × · · · × dxn) <∞,
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where the second equality follows from the Campbell averaging formula (1.2.2).

If follows form Lyapunov’s inequality (E [Xr]
1/r ≤ E [Xn]

1/n
for r ≤ n) that

E
[∫
|f |dΦ

]
< ∞, then X =

∫
fdΦ is a well defined random variable and is

almost surely finite. Its characteristic function equals

ΨX (t) = E
[
eitX

]
= E

[
eit
∫
fdΦ
]

= ΨΦ (tf) ,

for t ∈ R. Moreover E [|X|n] <∞ then it follows from Lemma 13.A.1 that

ΨX (t) =

n∑
r=0

E [Xr]
(it)

r

r!
+

(it)
n

n!
εn (t) , t ∈ R,

where |εn (t)| ≤ 3E [|X|n] and limt→0 εn (t). Observing that, for all r ≤ n,

E [Xr] = E

[∫
Gr
f (x1) . . . f (xr) Φr (dx1 × . . .× dxr)

]
=

∫
Gr
f (x1) . . . f (xr)MΦr (dx1 × . . .× dxr)

completes the proof of (4.2.1). Consider the cumulant function of X; that is

ζX (t) = log ΨX (t) = log ΨΦ (tf) , t ∈ R.

Note that ζX is Cn on a neighborhood of 0, then by Taylor-Young theorem

ζX (t) =

n∑
r=0

(it)
r

r!
cr + o (tn) ,

where cr are the cumulants of X. They are related to the moments mr = E [Xr]
by (13.A.34), that is

cr =

r∑
q=1

(−1)
q−1

(q − 1)!
∑

ν={ν1,...,νq}

q∏
p=1

m|νp|

=

r∑
q=1

(−1)
q−1

(q − 1)!
∑

ν={ν1,...,νq}

q∏
p=1

∫
G|νp|

f (x1) · · · f
(
x|νp|

)
M

Φ|νp|
(
dx1 × · · · × dx|νp|

)
=

∫
Gr
f (x1) · · · f (xr)Cr (dx1 × · · · × dxr) ,

where the last equality follows from (4.1.8). Combining the above three equa-
tions we get (4.2.2).
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4.2.2 Laplace transform expansion

Recall that the Laplace transform of random measure Φ is defined by

LΦ (f) = E

[
exp

(
−
∫
G
fdΦ

)]
,

for all measurable f : G→ R+.

Proposition 4.2.2. Moment expansion of Laplace transforms. Let Φ be a
random measure on a l.c.s.h. space G and let f : G → R+ be a measurable
function such that the function defined on Gn by (x1, . . . , xn) 7→ f (x1) . . . f (xn)
is integrable with respect to MΦn ; that is∫

Gn
f (x1) . . . f (xn)MΦn (dx1 × . . .× dxn) <∞.

Then, for t ∈ R+,

LΦ (tf) = 1 +

n∑
r=1

(−t)r
r!

∫
Gr
f (x1) . . . f (xr)MΦr (dx1 × . . .× dxr) +

tn

n!
εn (t) ,

(4.2.3)
where |εn (t)| ≤

∫
Gn f (x1) . . . f (xn)MΦn (dx1 × . . .× dxn) and limt→0 εn (t) =

0. Moreover, for t ∈ R+,

logLΦ (tf) =

n∑
r=1

(−t)r
r!

∫
Gr
f (x1) . . . f (xr)Cr (dx1 × . . .× dxr) + o (tn) ,

(4.2.4)
where Cr is the r-th cumulant measure of Φ.

Proof. The proof follows the same lines as in Proposition 4.2.1. It relies on
the expansion (13.B.3) of the Laplace transform of the random variable X =∫
fdΦ.

Example 4.2.3. Cumulant measures of the Poisson point process. Let Φ be
a Poisson point process on a l.c.s.h. space G. It follows from (2.3.18) that all
its factorial moment measures are locally finite. Then all its moment measures
are also locally finite by Lemma 14.E.4. Let f : G → R+ be measurable and
integrable with respect to MΦ; that is

∫
G fdMΦ <∞. Then, for all n ∈ N∗,∫

Gn
f (x1) . . . f (xn)MΦ(n) (dx1 × . . .× dxn) =

(∫
G
fdMΦ

)n
<∞,

where we use (2.3.18). It follows that f (x1) . . . f (xn) is integrable with respect
to MΦn . Then (4.2.4) holds true.

On the other hand, taking f bounded with support in Bc (G),

logLΦ (tf) =

∫
G

(
e−tf − 1

)
dMΦ

=

∫
G

∞∑
r=1

(−tf)
r

r!
dMΦ =

∞∑
r=1

(−t)r
r!

∫
G
frdMΦ,
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where the third equality follows from the dominated convergence theorem. Com-
paring the above equation with (4.2.4) shows that∫

Gr
f (x1) . . . f (xr)Cr (dx1 × . . .× dxr) =

∫
G
frdMΦ.

Thus the cumulant measures of a Poisson point process are given by

Cr (dx1 × . . .× dxr) = MΦ (dx1) δx1 (dx2) . . . δx1 (dxr) , (4.2.5)

(which may be compared to (13.A.27)). We see that the cumulant measures of
a Poisson point process are concentrated on the diagonal where they reduce to
the intensity measure.

The second cumulant measure allows one to get the covariance of two shot-
noise processes. Indeed, let f, g : G → R̄+ be integrable with respect to MΦ (or
f, g ∈ L2

Φ; cf. Definition 2.4.9) and let Φ (f) =
∫
G fdΦ and Φ (g) =

∫
G gdΦ be

the corresponding shot-noise processes, then it follows from (4.1.6) that

cov (Φ (f) ,Φ (g)) =

∫
G×G

f (x) g (y)C2 (dx× dy)

=

∫
G×G

f (x) g (y)MΦ (dx) δx (dy) =

∫
G
f (x) g (x)MΦ (dx) ,

which has already been proven in Proposition 2.4.6.

4.2.3 Generating function expansion

Proposition 4.2.4. Factorial moment expansion of generating functions. Let
Φ be a point process on a l.c.s.h. space G with generating function GΦ and let
h : G → [0, 1] be a measurable function whose support is in Bc (G). Then, for
ρ ∈ [0, 1),

GΦ (1− ρh) = 1+

n∑
r=1

(−ρ)
r

r!

∫
Gr
h (x1) · · ·h (xr)MΦ(r) (dx1 × · · · × dxr)+o (ρn) ,

(4.2.6)
where MΦ(r) is the r-th factorial moment measure of Φ; and

log GΦ (1− ρh) =

n∑
r=1

(−ρ)
r

r!

∫
Gr
h (x1) · · ·h (xr)C(r) (dx1 × · · · × dxr) + o (ρn) ,

(4.2.7)
where C(r) is the r-th factorial cumulant measure of Φ. Moreover, if MΦn+1 is
locally finite, then the remainder term o (ρn) in (4.2.6) is dominated by

ρn+1

(n+ 1)!

∫
Gn+1

h (x1) · · ·h (xn+1)MΦ(n+1) (dx1 × · · · × dxn+1) . (4.2.8)

Proof. Cf. [34, §5] or [31, Proposition 9.5.VI].



4.2. FINITE SERIES TRANSFORM EXPANSIONS 171

We will show later that there exists also an infinite series expansion of
Laplace transform; cf. Proposition 4.3.15 below.

Example 4.2.5. Mixed Poisson point process. Consider a mixed Poisson point
process Φ as in Example 2.3.6; that is a Cox point process Φ directed by Λ = Xµ
where X is a nonnegative random variable and µ is a locally finite measure on
G. Assume that E [Xn] <∞ for some n ∈ N∗. For any r ≤ n, the r-th factorial
moment measure of Φ equals

MΦ(r) (B) = E
[
Φ(r) (B)

]
= E

[
E
[
Φ

(r)
Λ (B) | Λ

]]
= E [Λr (B)]

= E [Xr]µr (B) ,

where the third equality follows from (2.3.18). Then the factorial moment mea-
sures of Φ up to order n are locally finite. By Equation (14.E.8) MΦn , being
a combination of factorial moment measures of order up to n, is itself locally
finite. On the other hand, if follows from (2.3.4) that the generating function
of Φ equals

GΦ (v) = LX
(∫

G
[1− v (t)]µ (dt)

)
, v ∈ V (G) .

In particular, for 1− h ∈ V (G) and ρ ∈ (0, 1),

GΦ (1− ρh) = LX
(
ρ

∫
G
h (t)µ (dt)

)
.

Since E [Xn] <∞, it follows from Lemma 13.B.1 that

LX (t) =

n∑
r=0

(−t)r
r!

E [Xr] + o (tn) , t ∈ R+.

Combining the above two equalities, we get

GΦ (1− ρh) =

n∑
r=0

(−ρ)
r

r!
E [Xr]

(∫
G
h (t)µ (dt)

)r
+ o (ρn) , ρ ∈ (0, 1) ,

which compared to (4.2.6) implies

MΦ(r) = E [Xr]µr.

Then the factorial moment measures of a mixed Poisson point process has a
power form similar to that of a Poisson point process (2.3.18), but multiplied
with the moments of the random variable X.
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4.3 Infinite series transform expansions

We will develop in the present section some further expansions of transforms of
point processes. The first result concerning the void probability is immediate.
For further results, we need to introduce some specific tools for finite point
processes, including Janossy measures. These tools may be applied to any point
process restricted to a relatively compact set.

4.3.1 Void probability expansion

Proposition 4.3.1. Let Φ be a point process on a l.c.s.h. space G and let
B ∈ B (G) such that the radius of convergence of the generating function GΦ(B)

(cf. Definition 13.A.11) is strictly larger than 2. Then the void probability
admits the following expansion

P (Φ (B) = 0) = 1 +

∞∑
k=1

E
[
Φ (B)

(k)
] (−1)

k

k!
,

and the series in the right-hand side converges absolutely.

Proof. This follows from Corollary 13.A.14, applied to the integer-valued ran-
dom variable X = Φ (B).

4.3.2 Symmetric enumeration of atoms of finite point pro-
cesses

Recall that a point process Φ on a l.c.s.h space G is said to be finite if Φ (G) <∞
almost surely; that is it takes its values in the set of finite counting measures
on G. For example, a point process with finite mean measure is finite.

Any finite point process Φ on G may be written by Corollary 1.6.12 as

Φ =

N∑
i=1

δXi ,

where N = Φ (G) < ∞ and (X1, . . . , XN ) is the sequence of atoms of Φ enu-
merated in a particular way.

Remark 4.3.2. Symmetric enumeration of atoms. We may enumerate the
atoms of a finite point process Φ =

∑N
i=1 δX̂i on a l.c.s.h. space G in a sym-

metric way; that is

P
((
X̂1 (Φ) , . . . , X̂n (Φ)

)
∈ B | Φ (G) = n

)
= P

((
X̂σ(1) (Φ) , . . . , X̂σ(n) (Φ)

)
∈ B | Φ (G) = n

)
, (4.3.1)

for any n ∈ N∗, B ∈ B (Gn) and any permutation σ of the set {1, . . . , n}.
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Indeed, consider an arbitrary atoms enumeration Φ 7→ (X1 (Φ) , . . . , XN (Φ))
where N = Φ (G). Let n ∈ N∗. Given that Φ (G) = n, consider a permutation σ
of the set {1, . . . , n} uniformly distributed amoung the n! possible permutations.
Then let X̂i (Φ) = Xσ(i) (Φ), for all i ∈ {1, . . . , n}. (The permutation σ shuffles
the atoms so that no particular enumeration is privileged.) Clearly,

P
((
X̂1 (Φ) , . . . , X̂n (Φ)

)
∈ B | Φ (G) = n

)
=

1

n!

∑
σ

P
((
Xσ(1) (Φ) , . . . , Xσ(n) (Φ)

)
∈ B | Φ (G) = n

)
, B ∈ B (Gn) ,

where the summation is over all permutations σ of the set {1, . . . , n}. Therefore,
the required property (4.3.1) holds true.

Let Φ be a finite point process. For any n ∈ N∗, let Πn be a probability
measure on Gn defined by

Πn (B) =
1

n!

∑
σ

P
((
Xσ(1) (Φ) , . . . , Xσ(n) (Φ)

)
∈ B | Φ (G) = n

)
, B ∈ B (Gn) ,

(4.3.2)
where the summation is over all permutations σ of the set {1, . . . , n}. Observe
that by construction, the measure Πn is symmetric; i.e., invariant with respect
to the permutation of coordinates in Gn.

In view of Remark 4.3.2, the probability measure Πn is the distribution of
the atoms of Φ enumerated in a symmetric way, given that Φ (G) = n.

Lemma 4.3.3. Let Φ be a point process on a l.c.s.h. space G. Then for any
A1, . . . , Ak ∈ B (G) forming a partition of G and any n1, . . . , nk ∈ N,

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk | Φ (G) = n) =

(
n

n1, . . . , nk

)
Πn (An1

1 × · · · ×Ankk ) ,

(4.3.3)
where Πn is defined by (4.3.2) and n = n1 + · · ·+ nk.

Proof. LetA1, . . . , An ∈ B (G) be such thatAm+1 = · · · = An = A. Then (4.3.2)
gives

Πn

(
A1 × · · · ×Am ×An−m

)
=

(n−m)!

n!

∑
σ

P
((
Xσ(1), . . . , Xσ(m), Xm+1, . . . , Xn

)
∈ A1 × · · · ×Am ×An−m

| Φ (G) = n)

=
(n−m)!

n!

∑
σ

P
((
Xσ(1), . . . , Xσ(m)

)
∈ A1 × · · · ×Am,Φ (A) = n−m

| Φ (G) = n) ,

where the summation is over all permutations σ of the set {1, . . . ,m}. Proceed-
ing recursively, we get

Πn (An1
1 × · · · ×Ankk ) =

n1! . . . nk!

n!
P (Φ (A1) = n1, . . . ,Φ (Ak) = nk | Φ (G) = n) .
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Lemma 4.3.4. Construction of a finite point process. We may construct (gen-
erate a realization of) a finite point process Φ on a l.c.s.h. space G as follows:

1. Generate the number of points according to the distribution

pn = P (Φ (G) = n) , n ∈ N. (4.3.4)

2. Given the number of points n ≥ 1, draw the sequence of atoms according
to the distribution Πn defined by (4.3.2).

This construction leads to a symmetric enumeration of the atoms.

Proof. This follows immediately from Remark 4.3.2.

Example 4.3.5. Mixed Binomial point process. Let Φ =
∑N
j=1 δXj be a mixed

Binomial point process as in Example 2.2.28. Let λ be the probability distri-
bution of the atom X1. Then Φ is a finite point process with associated atoms
distributions

Πn (A1 × . . .×An) = λ (A1) . . . λ (An) , n ∈ N∗, A1, . . . , An ∈ B (G) . (4.3.5)

In this case, Equation (4.3.3) reads, for any A1, . . . , Ak ∈ B (G) forming a
partition of G and any n1, . . . , nk ∈ N,

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk | Φ (G) = n) =

(
n

n1, . . . , nk

)
λ (A1)

n1 . . . λ (Ak)
nk .

Thus, conditionally to Φ(G) = n, the random vector (Φ(A1), . . . ,Φ(Ak)) has a
multinomial distribution.

4.3.3 Janossy measures

Definition 4.3.6. Janossy measures. Let Φ be a finite point process on a l.c.s.h
space G. For any n ∈ N∗, the Janossy measure on Gn is defined by

Jn (B) = n!pnΠn (B) , B ∈ B (Gn) , (4.3.6)

where pn and Πn are defined by (4.3.4) and (4.3.2), respectively.

The Janossy measure Jn is symmetric since Πn is so. Moreover,

p0 +
∑
n∈N∗

1

n!
Jn (Gn) = 1. (4.3.7)

Remark 4.3.7. Janossy measures of restriction. The Janossy measures of the
restriction of a finite point process Φ to D ∈ B(G) are not the projections of
the corresponding Janossy measures of Φ on D; in contrast to the moment and
factorial moment measures.
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Corollary 4.3.8. Let G be a l.c.s.h. space, p0 ∈ [0, 1], and for each n ∈ N∗,
let Jn be a measures on Gn such that (4.3.7) holds true. Then there exists
a finite point process Φ on G with Janossy measures {Jn}n∈N∗ and such that
P (Φ (G) = 0) = p0.

Proof. For any n ∈ N∗, let

pn :=
1

n!
Jn (Gn)

and, if pn 6= 0,

Πn (B) :=
Jn (B)

Jn (Gn)
, B ∈ B (Gn) .

Then construct Φ as in Lemma 4.3.4.

We will now express the finite-dimensional distributions of Φ in function of
its Janossy measures.

Corollary 4.3.9. Finite-dimentional distributions versus Janossy measures.
Let Φ be a finite point process on a l.c.s.h. space G. Then for any A1, . . . , Ak ∈
B (G) forming a partition of G and any n1, . . . , nk ∈ N,

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk) =
Jn (An1

1 × · · · ×Ankk )

n1! . . . nk!
, (4.3.8)

where pn and Jn are given by (4.3.4) and (4.3.6) respectively, and n = n1 + · · ·+
nk. More generally, for any disjoint A1, . . . , Ak ∈ B (G) and all n1, . . . , nk ∈ N,

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk) =
1

n1! . . . nk!

∑
r∈N

Jn+r (An1
1 × · · · ×Ankk ×Br)

r!
,

where B = (A1 ∪ . . . ∪Ak)
c

and n = n1 + · · ·+ nk.

Proof. The first equalities in the corollary are immediate from Lemma 4.3.3 and
Equation (4.3.6). Moreover, for any A ∈ B (G) and n ∈ N,

P (Φ (A) = n) =
∑
r∈N

P (Φ (A) = n,Φ (Ac) = r) =
1

n!

∑
r∈N

Jn+r (An × (Ac)
r
)

r!
.

where the second equality follows from (4.3.8). More generally, for all disjoint
A1, . . . , Ak ∈ B (G) and all n1, . . . , nk ∈ N, letting B = (A1 ∪ . . . ∪Ak)

c
and

n = n1 + . . .+ nk, we get

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk)

=
∑
r∈N

P (Φ (A1) = n1, . . . ,Φ (Ak) = nk,Φ (B) = r)

=
1

n1! . . . nk!

∑
r∈N

Jn+r (An1
1 × · · · ×Ankk ×Br)

r!
,

which combined with (4.3.8) concludes the proof.
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4.3.4 Moment versus Janossy measures

We now express the factorial moment measure in terms of the Janossy measures.

Proposition 4.3.10. Moment versus Janossy measures. For any finite point
process Φ on a l.c.s.h. space G, the k-th factorial moment measure can be
expressed in terms of the Janossy measures as follows

MΦ(k) (B) =
∑
n∈N

Jn+k (B ×Gn)

n!
, B ∈ B (G)

⊗k
. (4.3.9)

Proof. For any A1, . . . , Ar ∈ B (G) forming a partition of G and any k1, . . . , kr ∈
N such that k1 + · · ·+ kr = k,

MΦ(k)

(
Ak1

1 × · · · ×Akrr
)

= E
[
Φ(k)

(
Ak1

1 × · · · ×Akrr
)]

= E
[
Φ (A1)

(k1)
. . .Φ (Ar)

(kr)
]

=

∞∑
j1=k1

. . .

∞∑
jr=kr

j
(k1)
1 . . . j(kr)

r P (Φ (A1) = j1, . . . ,Φ (Ar) = jr)

=

∞∑
j1=k1

. . .

∞∑
jr=kr

Jj1+···+jr
(
Aj11 × · · · ×Ajrr

)
(j1 − k1)! . . . (jr − kr)!

=
∑
n∈N

1

n!

∑
n1,...,nr∈N
n1+···+nr=n

(
n

n1, . . . , nk

)
Jn+k

(
Ak1+n1

1 × · · · ×Akr+nr
r

)
,

where the fourth equality follows from Corollary 4.3.9, and the fifth equality
follows by the change of variable ni = ji − ki and grouping together the terms
such that n1 + · · ·+ nr = n. Applying Lemma 14.A.2 to the measure

S (B) = Jn+k

(
Ak1

1 × · · · ×Akrr ×B
)
, B ∈ B (Gn) ,

shows that

S (Gn) =
∑

n1,...,nk∈N
n1+···+nk=n

(
n

n1, . . . , nk

)
S (An1

1 × · · · ×Ankk )

=
∑

n1,...,nk∈N
n1+···+nk=n

(
n

n1, . . . , nk

)
Jn+k

(
Ak1+n1

1 × · · · ×Akr+nr
r

)
,

where for the second equality we use the symmetry of the Janossy measures.
Combining the above equality with the equation at the beginning of the proof
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shows that

MΦ(k)

(
Ak1

1 × · · · ×Akrr
)

=
∑
n∈N

Jn+k

(
Ak1

1 × · · · ×Akrr ×Gn
)

n!
.

Two measures on Gk which coincide on sets of the form Ak1
1 × . . . × Akrr are

equal by [11, Theorem 10.3 p.163]. This concludes the proof.

Example 4.3.11. Factorial moment measures of a mixed Binomial point pro-
cess . Let Φ =

∑N
j=1 δXj be a mixed Binomial point process as in Exam-

ple 2.2.28. Then the k-th factorial moment measure of Φ equals

MΦ(k) (dx1 × · · · × dxk) = E
[
N (k)

]
λ (dx1) . . . λ (dxk) . (4.3.10)

where λ is the probability distribution of the atom X1.
Indeed, using (4.3.5) and (4.3.6) we deduce that the Janossy measures equal

Jn (dx1 × · · · × dxn) = n!pnλ (dx1) . . . λ (dxn) .

where {pn}n∈N be the probability distribution of N = Φ (G). Then it follows
from (4.3.9) that

MΦ(k) (dx1 × · · · × dxk) =
∑
n∈N

pn+k
(n+ k)!

n!
λ (dx1) . . . λ (dxk) ,

which concludes the proof.

4.3.5 Janossy versus moment measures

Conversely, we will express the Janossy measure in terms of the factorial moment
measures. We first extend Definition 1.6.18 of the generating function in the
particular case of finite point processes so that it operates on a wider class of
measurable functions than the class V (G).

For any finite integer-valued random variable X, its generating function may
be written as a series

GX (z) = E
[
zX
]

=

∞∑
n=0

P (X = n) zn, (4.3.11)

which is absolutely convergent (at least) for any z ∈ C such that |z| ≤ 1 since∑∞
n=0 P (X = n) = 1. Let RGX be the radius of convergence of the above

series (cf. Definition 13.A.11). Observe that, by (13.A.12) in the same chapter,
RGX ≥ 1 but it may be strictly larger than 1 in some cases.

Definition 4.3.12. Generating function of finite point processes. Let Φ be a
finite point process on a l.c.s.h. space G, and let VΦ (G) be the set of measurable
functions v : G → C such that ‖v‖∞ := supx∈G |v (x)| < RGΦ(G)

. Then, the
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generating function of Φ introduced in Definition 1.6.18 may be extended to
VΦ (G) as follows

GΦ (v) = E

[∏
X∈Φ

v (X)

]
, v ∈ VΦ (G) .

Moreover, the Laplace transform of Φ introduced in Definition 1.2.1 may be
extended to all measurable functions f : G→ R such that∥∥e−f∥∥∞ := sup

x∈G

∣∣∣e−f(x)
∣∣∣ < RGΦ(G)

as follows

LΦ (f) := GΦ

(
e−f

)
= E

[
exp

(
−
∫
G
fdΦ

)]
. (4.3.12)

Observe that, for any v ∈ VΦ (G),∏
X∈Φ

v (X) ≤ (‖v‖∞)
Φ(G)

.

Then taking expectation shows that GΦ (v) <∞ since ‖v‖∞ < RGΦ(G)
.

Remark 4.3.13. Let Φ be a finite point process on a l.c.s.h. space G. For any
v ∈ V (G), ‖v‖∞ ≤ 1 (cf. Definition 1.6.18). Thus when RGΦ(G)

> 1, we have
V (G) ⊂ VΦ (G).

Lemma 4.3.14. Generating function expansion versus Janossy. Let Φ be a
finite point process on a l.c.s.h. space G. Then the following results hold.

(i) For any v ∈ V (G) ∪ VΦ (G),

GΦ (v) = p0 +

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

v (xi)

)
Jn (dx1 × · · · × dxn) . (4.3.13)

Moreover, the above series is absolutely convergent.

(ii) For any measurable function f : G→ R such that
∥∥e−f∥∥∞ < RGΦ(G)

,

LΦ (f) = p0 +

∞∑
n=1

1

n!

∫
Gn
e−
∑n
i=1 f(xi)Jn (dx1 × · · · × dxn) .

Moreover, the above series is absolutely convergent.

(iii) The result in (ii) holds true for any measurable function f : G→ R̄+.
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Proof. (i) Consider first some nonnegative v ∈ V (G) ∪ VΦ (G),

GΦ (v) = E

[∏
X∈Φ

v (X)

]

=

∞∑
n=0

pnE

[ ∏
X∈Φ

v (X)

∣∣∣∣∣Φ (G) = n

]

= p0 +

∞∑
n=1

pnE

[
n∏
i=1

v (Xi)

∣∣∣∣∣Φ (G) = n

]

= p0 +

∞∑
n=1

pn

∫
Gn

(
n∏
i=1

v (xi)

)
Πn (dx1 × · · · × dxn)

= p0 +

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

v (xi)

)
Jn (dx1 × · · · × dxn) .

For general v ∈ VΦ (G), applying the above equality for the function |v| shows
that

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

|v (xi)|
)
Jn (dx1 × . . .× dxn) = GΦ (|v|) <∞.

Then we may rewrite the same equalities as in the beginning of the proof for
general v ∈ VΦ (G) since all the series there are absolutely convergent. (ii) This
follows from (4.3.12) and (i) applied to v = e−f which is in VΦ (G). (iii) Same
argument as in (ii) with v = e−f being in V (G).

We will now give expansions of the generating function which extend (4.2.6)
to a wider class of functions. These expansions are given in [74, p.27] but the
conditions for them to hold are not explicitly stated there. These expansions
are also stated in [30, Chapter 5] without detailed proof.

Proposition 4.3.15. Generating function expansion for finite point processes.
Let Φ be a finite point process on a l.c.s.h. space G.

(i) If RGΦ(G)
> 1, then for all measurable functions v : G → C such that

‖v‖∞ < RGΦ(G)
− 1,

GΦ (v + 1) = 1 +

∞∑
k=1

1

k!

∫
Gk

(
k∏
i=1

v (xi)

)
MΦ(k) (dx1 × · · · × dxk) .

(4.3.14)

(ii) If RGΦ(G)
> 2, then

Jn (B) =

∞∑
k=0

(−1)
k

k!
MΦ(n+k)

(
B ×Gk

)
, B ∈ B (Gn) . (4.3.15)
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Moreover, the above two series are absolutely convergent.

Proof. (i) Assume that RGΦ(G)
> 1. Note first that, by Lemma 13.A.13, for all

n ∈ N, E
[
Φ (G)

(n)
]
< ∞, that is, all factorial moment measures are finite.

Consider a measurable function v : G → C such that ‖v‖∞ < RGΦ(G)
− 1, the

function v + 1 is in VΦ (G) and by (4.3.13), we get

GΦ (v + 1) = p0 +

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

[v (xi) + 1]

)
Jn (dx1 × · · · × dxn)

= p0 +

∞∑
n=1

1

n!

∫
Gn

n∑
k=0

(
n

k

)( k∏
i=1

v (xi)

)
Jn (dx1 × · · · × dxn)

= 1 +

∞∑
k=1

1

k!

∞∑
n=k

1

(n− k)!

∫
Gn

(
k∏
i=1

v (xi)

)
Jn (dx1 × · · · × dxn)

= 1 +

∞∑
k=1

1

k!

∫
Gk

(
k∏
i=1

v (xi)

)
MΦ(k) (dx1 × · · · × dxk) ,

where the third equality is due to the dominated convergence theorem and the
last one is due to Proposition 4.3.10. (ii) Assume now that RGΦ(G)

> 2 and
consider a measurable functions v : G→ C such that ‖v‖∞ < RGΦ(G)

− 2. Then
‖|v|+ 1‖∞ < RGΦ(G)

− 1, thus by (4.3.14)

GΦ (|v|+ 2) = 1 +

∞∑
k=1

1

k!

∫
Gk

(
k∏
i=1

[|v (xi)|+ 1]

)
MΦ(k) (dx1 × · · · × dxk)

= 1 +

∞∑
k=1

1

k!

∫
Gk

k∑
n=0

(
k

n

)( n∏
i=1

|v (xi)|
)
MΦ(k) (dx1 × · · · × dxk)

= a+

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

|v (xi)|
) ∞∑
k=n

1

(k − n)!

MΦ(k)

(
dx1 × · · · × dxn ×Gk−n

)
, (4.3.16)

with

a = 1 +

∞∑
k=1

E
[
Φ (G)

(k)
]

k!
= GΦ(G) (2) ,

where the second equality is due to (13.A.16). Since |v| + 2 ∈ VΦ (G), then all
the terms in Equation (4.3.16) are finite. Note that ‖v − 1‖∞ < RGΦ(G)

−1, thus
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by (4.3.14)

GΦ (v) = GΦ ((v − 1) + 1)

= 1 +

∞∑
k=0

1

k!

∫
Gk

(
k∏
i=1

[v (xi)− 1]

)
MΦ(k) (dx1 × . . .× dxk)

= 1 +

∞∑
k=0

1

k!

∫
Gk

k∑
n=0

(−1)
k−n

(
k

n

)( n∏
i=1

v (xi)

)
MΦ(k) (dx1 × . . .× dxk)

= b+

∞∑
n=1

1

n!

∫
Gn

(
n∏
i=1

v (xi)

) ∞∑
k=n

(−1)
k−n

(k − n)!

MΦ(k)

(
dx1 × · · · × dxn ×Gk−n

)
, (4.3.17)

where the fourth equality is due to the dominated convergence theorem and the
fact that the quantities in Equation (4.3.16) are finite and with

b = 1 +

∞∑
k=1

(−1)
k

E
[
Φ (G)

(k)
]

k!
= GΦ(G) (0) = p0,

where the second equality is due to (13.A.16). Comparing the expansion (4.3.17)
of GΦ (v) with (4.3.13) completes the proof.

We deduce the Laplace transform expansion for finite point processes.

Corollary 4.3.16. Laplace transform expansion for finite point processes. Let
Φ be a finite point process on a l.c.s.h. space G. Then for all measurable
functions f : G→ C̄ such that

∥∥1− e−f
∥∥
∞ < RGΦ(G)

− 1,

LΦ (f) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
k∏
i=1

(
1− e−f(xi)

))
MΦ(k) (dx1 × · · · × dxk) .

(4.3.18)
Moreover, the above series is absolutely convergent.

Proof. This follows from Proposition 4.3.15 applied to v := e−f−1 and (4.3.12).

We deduce now the Laplace transform expansion for general point processes
and functions with bounded support.

Corollary 4.3.17. Let Φ be a point process on a l.c.s.h. space G and let
f : G → C̄ be a measurable function with support D ∈ Bc (G) and such that∥∥1− e−f

∥∥
∞ < RGΦ(D)

− 1. Then the expansion (4.3.18) holds true and the
series in the right-hand side is absolutely convergent.

Proof. This is immediate from Corollary 4.3.16 applied to the restriction of the
point process Φ to D which is finite by the very definition of a point process
(since D ∈ Bc (G)).
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We now get rid of the bounded support assumption.

Corollary 4.3.18. Let Φ be a point process on a l.c.s.h. space G and let
f : G→ R̄+ be a measurable function such that the series in the right-hand side
of (4.3.18) is absolutely convergent and such that for any D ∈ Bc (G),

sup
x∈D

(
1− e−f(x)

)
≤ RGΦ(D)

− 1.

Then the expansion (4.3.18) holds true.

Proof. Let {Dn}n∈N be a sequence of locally compact sets increasing to G which
exists by Lemma 1.1.4. For any n ∈ N, let fn : G→ R̄+ be defined by fn (x) =
f (x) 1Dn (x). Observe that, for any x ∈ G, the sequence {fn (x)}n∈N increases
to f (x). Then, by the monotone convergence theorem,

lim
n→∞

∫
fndΦ =

∫
fdΦ.

Observe that e−
∫
f0dΦ − e−

∫
fndΦ is nonnegative, nondecreasing and converges

as n→∞ to e−
∫
f0dΦ−e−

∫
fdΦ. Again by the monotone convergence theorem,

lim
n→∞

E
[
e−
∫
f0dΦ − e−

∫
fndΦ

]
= E

[
lim
n→∞

(
e−
∫
f0dΦ − e−

∫
fndΦ

)]
= E

[
e−
∫
f0dΦ − e−

∫
fdΦ
]
.

Then
lim
n→∞

LΦ (fn) = LΦ (f) . (4.3.19)

For each n ∈ N, it follows from Corollary 4.3.17 that

LΦ (fn) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
k∏
i=1

(
1− e−fn(xi)

))
MΦ(k) (dx1 × · · · × dxk) .

We decompose the series in the right-hand side into two series En and On
corresponding to even values of k and odd values of k respectively. Applying
the monotone convergence theorem to each of these series, we get

lim
n→∞

En =
∑

k∈N∗ even

1

k!

∫
Gk

(
k∏
i=1

(
1− e−f(xi)

))
MΦ(k) (dx1 × · · · × dxk) ,

lim
n→∞

On = −
∑

k∈N∗ odd

1

k!

∫
Gk

(
k∏
i=1

(
1− e−f(xi)

))
MΦ(k) (dx1 × · · · × dxk) .

The right-hand sides of the above two equations are finite by assumption, then
adding them gives

lim
n→∞

LΦ (fn) = 1+

∞∑
k=1

(−1)
k

k!

∫
Gk

(
k∏
i=1

(
1− e−f(xi)

))
MΦ(k) (dx1 × · · · × dxk) .

Invoking (4.3.19) concludes the proof.
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Remark 4.3.19. For any integer-valued random variable X, let R′GX denote
the radius of convergence of the series

∞∑
n=1

E
[
X(n)

] zn
n!
.

By Lemma 13.A.16, RGX > 1 iff R′GX > 0 in which case we have R′GX =
RGX − 1. Then the conditions RGΦ(G)

> 1 and RGΦ(G)
> 2 in Proposition 4.3.15

are respectively equivalent to R′GΦ(G)
> 0 and R′GΦ(G)

> 1.

Proposition 4.3.20. Let Φ be a finite point process on a l.c.s.h. space G such
that RGΦ(G)

> 1. Then the following results hold true.

(i) All the moments and factorial moments of Φ (G) are finite.

(ii) The distribution of Φ is characterized by its factorial moment measures.

Proof. (i) Let R′GΦ(G)
be the radius of convergence of the series

∞∑
n=1

E
[
Φ (G)

(n)
] zn
n!
.

By Lemma 13.A.16, R′GΦ(G)
> 0. Then E

[
Φ (G)

(n)
]
< ∞ for all n ∈ N∗. Thus

all the moments of Φ (G) are also finite by (13.A.21). (ii) Case RGΦ(G)
> 2. By

Proposition 4.3.15(ii), the factorial moment measures uniquely determine the
Janossy measures; and the latter characterize the distribution of Φ by Corol-
lary 4.3.9. Case RGΦ(G)

∈ (1, 2]. Let Φ̃ be another point process with the same

factorial moment measures that Φ. We have to show that Φ̃ equals Φ in distri-
bution. By Proposition 1.3.11, it is enough to show that LΦ̃ (f) = LΦ (f) for all
measurable functions f : G → R+ which are bounded with support in Bc (G).
Let f be such function and let M = ‖f‖∞. Observe that

E
[
Φ (f)

(n)
]
≤MnE

[
Φ (G)

(n)
]
, n ∈ N∗.

Then R′GΦ(f)
> 0, thus by Lemma 13.A.16,

RGΦ(f)
= R′GΦ(f)

+ 1 > 1.

Therefore, by Proposition 13.B.4(iii)

RLΦ(f)
= log

(
RGΦ(f)

)
> 0.

By Proposition 13.A.7(iv), the distribution of Φ (f) is characterized by its mo-
ments, then LΦ̃ (f) = LΦ (f) which concludes the proof.

Remark 4.3.21. Table 4.1 summarizes the series expansions we established
for the different transforms in terms of specific measures. This table may be
completed by an expansion of log GΦ (v) in terms of the Khinchin measures [30,
Eq (5.5.6)].
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Transform Measures Equation
Characteristic function ΨΦ (tf) Moment measures (4.2.1)

log ΨΦ (tf) Cumulant measures (4.2.2)
Laplace transform LΦ (tf) Moment measures (4.2.3)

logLΦ (tf) Cumulant measures (4.2.4)
Generating function GΦ (1− ρh) Factorial moment measures (4.2.6)

log GΦ (1− ρh) Factorial cumulant measures (4.2.7)
GΦ (v) Janossy measures (4.3.13)

Table 4.1: Series expansions of different transforms.

4.3.6 Distribution of a finite point process

Let G∗ =
∞⋃
n=0

Gn be the set of finite ordered sequences of points of G with

the convention that G0 is the empty sequence. We induce G∗ with the σ-

algebra G∗ =
{
A ⊂ G∗ : A ∩Gn ∈ B (G)

⊗n
for all n ∈ N

}
where B (G)

⊗n
be

the product σ-algebra on Gn. Let Mf (G) be the set of finite counting measures
on G. We will use the arguments of Section 4.3.2 to show that there is a bijective
mapping between the set of symmetric probability measures on G∗ and the set
of probability measures on Mf (G).

To this end, we introduce a mapping u : G∗ →Mf (G) defined by

u : (x1, . . . , xn) 7→
n∑
k=1

δxk (4.3.20)

Consider a finite point process Φ on G and let pn and Πn be defined respec-
tively by (4.3.4) and (4.3.2). Moreover let Π0 be the probability measure on G0

with all its mass on the empty sequence. Then

Π =

∞∑
n=0

pnΠn (4.3.21)

defines a probability measure on G∗ which is symmetric (i.e., its restriction to
each Gn is invariant with respect to permutation of coordinates).

Lemma 4.3.22. The distribution PΦ of the finite point process Φ on a l.c.s.h.
space G is given by

PΦ = Π ◦ u−1

where Π and u are respectively defined by (4.3.21) and (4.3.20).

Proof. The measure Π◦u−1 is a probability on Mf (G). Then it is the probability
measure of some point process Φ̃. Observe that for any measurable mapping
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f : Mf (G)→ R+,

E
[
f
(

Φ̃
)]

=

∫
Mf (G)

f (µ) PΦ̃ (dµ)

=

∫
Mf (G)

f (µ) Π ◦ u−1 (dµ)

=

∫
G∗
f ◦ u (x) Π (dx)

=

∞∑
n=0

pn

∫
Gn
f ◦ u (x) Πn (dx) = E [f (Φ)] ,

where the third equality is due to the change of variable theorem for measures
and the last equality is due to Lemma 4.3.4.

Proposition 4.3.23. [79, Prop. I.10] Let G be a l.c.s.h. space. The mapping
associating to each symmetric probability measure Π on G∗ the probability mea-
sure Π ◦ u−1 on Mf (G) is bijective.

Proof. Lemma 4.3.22 shows that the mapping of the proposition is surjective. It
remains to show that it is injective. Let Π =

∑∞
n=0 pnΠn and Π̃ =

∑∞
n=0 p̃nΠ̃n

be two symmetric probability measures on G∗ such that Π ◦ u−1 = Π̃ ◦ u−1.
Let A = {µ ∈Mf (G) : µ (G) = n}. Since Π ◦ u−1 (A) = Π (Gn) = pn with a
similar equality for Π̃, it follows that pn = p̃n for all n ∈ N. Moreover, for any
measurable function f : A→ R+,∫

A

f (µ) Π ◦ u−1 (dµ) = pn

∫
Gn
f ◦ u (x) Πn (dx) ,

with a similar equality for Π̃. Thus∫
Gn
f ◦ u (x) Πn (dx) =

∫
Gn
f ◦ u (x) Π̃n (dx) .

Applying the above equality with f (µ) = 1 {x1 (µ) ∈ B1, . . . , xn (µ) ∈ Bn} where
B1, . . . , Bn ∈ B (G), it follows that

Πn (B1 × · · · ×Bn) = Π̃n (B1 × · · · ×Bn) .

Then Πn = Π̃n for all n ∈ N, which concludes the proof.

In view of the above proposition, we may identify the probability distri-
butions of finite point processes with the symmetric probability measures on
G∗.

Example 4.3.24. The probability distribution of the mixed Binomial point pro-
cess Φ =

∑N
j=1 δXj as in Example 2.2.28 is

Q =

∞∑
n=0

qnλ
n,
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where {qn}n∈N is the probability distribution of N = Φ (G), λ is the probability
distribution of the atom X1 and λn is the n-th power of λ in the sense of products
of measures.

Proposition 4.3.25. Let {qn}n∈N be a probability distribution on N, let λ be a
probability measure on a l.c.s.h. space G and let Q be a probability measure on
G∗ defined by

Q =

∞∑
n=0

qnλ
n, (4.3.22)

where λn is the n-th power of λ in the sense of products of measures. Consider
a measurable symmetric function f : G∗ → R̄+ such that

∫
fdQ = 1 and let P

be a probability measure on G∗ defined by

P (dx) = f (x)Q (dx) .

Then

P =

∞∑
n=0

pnπnλ
n, (4.3.23)

where

pn = qn

∫
Gn
f (x)λn (dx) ,

and πn is a function defined on Gn by

πn (x) =
f (x)∫

Gn f (y)λn (dy)
, x ∈ Gn.

Proof. Let P̃ :=
∑∞
n=0 pnπnλ

n where pn and πn are as in the proposition. For
any measurable function g : G∗ → R+∫

G∗
g (x) P̃ (dx) =

∞∑
n=0

pn

∫
Gn
g (x)πn (x)λn (dx)

=

∞∑
n=0

pn

∫
Gn g (x) f (x)λn (dx)∫

Gn f (y)λn (dy)

=

∞∑
n=0

qn

∫
Gn
g (x) f (x)λn (dx)

=

∫
G∗
g (x) f (x)Q (dx) =

∫
G∗
g (x)P (dx) .

Then P = P̃ , which concludes the proof.

The above proposition allows one to construct from a reference distribution
Q, a new one with a specified density f which may characterize some interactions
(for example attraction or repulsion) between the atoms of the point process.
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Example 4.3.26. Gibbs point process. Let Φ be a Poisson point process on a
l.c.s.h. space G with finite intensity measure Λ. Then the distribution of Φ is
given by (4.3.22) where

qn =
e−Λ(G)Λ (G)

n

n!
, λ (dx) =

Λ (dx)

Λ (G)
.

Let f : G∗ → R̄+ be some symmetric measurable function such that E [f (Φ)] =
1. Let Φ̃ be a Gibbs point process with density f with respect to Φ (cf. Defini-
tion 2.3.9). Then the distribution of Φ̃ is given by (4.3.23) where

pn =
e−Λ(G)

n!

∫
Gn
f (x) Λn (dx) ,

and πn is the function defined on Gn by

πn (x) = Λ (G)
n f (x)∫

Gn f (y) Λn (dy)
, x ∈ Gn.

Example 4.3.27. Hard-core point process. We continue Example 4.3.26 by
specifying

f (x) = αβn
∏

1≤i<j≤n
1{|xi−xj |>2R}, n ∈ N, x ∈ Gn,

where α > 0 is chosen to ensure that E [f (Φ)] = 1 and β > 0. The Gibbs point
process Φ̃ with the above density f with respect to Φ is called a hard-core point
process.

4.3.7 Order statistics on R
The order statistics of a point process on the real line are its points sorted in the
increasing or decreasing order. The following proposition gives the distributions
of these order statistics.

Proposition 4.3.28. Let Φ be a simple point process on R such that

RGΦ([a,+∞))
> 2, for all a ∈ R, (4.3.24)

where RGΦ([a,+∞))
is the radius of convergence of the generating function GΦ([a,+∞))

(or, equivalently, R′GΦ([a,+∞))
> 1 by Lemma 13.A.16). Then the points of Φ may

be sorted in the decreasing order X(1) > X(2) > . . .. Moreover, for all x ∈ R,

P
(
X(k) ≥ x

)
=

∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
1

n!
MΦ(n) ([x,+∞)

n
) .

If moreover for all n ∈ N∗, MΦ(n) admits a density ρn with respect to the
Lebesgue measure, then X(k) admits the following probability density function

f (x) =
1

(k − 1)!

∞∑
n=0

(−1)
n

n!

∫
[x,+∞)k+n−1

ρk+n (x, y1 . . . , yk+n−1) dy1 . . . dyk+n−1
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and
(
X(1), . . . , X(k)

)
admits the following probability density function

fk (x1, . . . , xk) =

∞∑
n=0

(−1)
n

n!

∫
[xk,+∞)n

ρk+n (x1, . . . , xk, y1 . . . , yn) dy1 . . . dyn,

for all x1 > . . . > xk ∈ R.

Proof. Note that sinceR([a,+∞)) > 1 then, by Lemma 13.A.13, E [Φ ([a,+∞))] <
∞ which shows in particular that Φ ([a,+∞)) is almost surely finite and there-
fore the points of Φ may be sorted in the decreasing order. (i) Distribution of
X(k). Let x ∈ R. By analogy to (14.A.1), for n ∈ N∗, define the n-th symmetric
sum as

Sn := E

 ∑
{X1,...,Xn}⊂Φ

n∏
j=1

1 {Xj ≥ x}


and let S0 := 1. Note first that

Sn =
1

n!
E

 ∑
(X1,...,Xn)∈Φ(n)

n∏
j=1

1 {Xj ≥ x}

 =
1

n!
MΦ(n) ([x,+∞)

n
) .

Let Φ̃ be the restriction of Φ to [x,+∞), which is a finite point process, say
Φ̃ =

∑m
j=1 δXj , where m is an integer-valued random variable. Note that

Sn = E

 ∑
J⊂{1,...,m}:|J|=n

∏
j∈J

1 {Xj ≥ x}


= E

 ∑
J⊂{1,...,m}:|J|=n

1

⋂
j∈J
{Xj ≥ x}

 .
Given Φ̃, we may apply Lemma 14.A.3 with Bj = {Xj ≥ x} and

Sn =
∑

J⊂{1,...,m}:|J|=n
1

⋂
j∈J
{Xj ≥ x}

 .

Observe that N =
m∑
i=1

1 {Xj ≥ x} ≥ k iff X(k) ≥ x; thus Equation (14.A.2)

writes

1
{
X(k) ≥ x

}
=

m∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn.
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Taking the expectation of the above equality with respect to Φ̃ implies

P
(
X(k) ≥ x

)
= E

Φ̃([x,+∞))∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn


= E

[ ∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn

]
,

since if n > Φ̃ ([x,+∞)), then Sn = 0. Swapping the expectation and the sum
in the right-hand side of the above equation gives the announced result. This
inversion is justified by the monotone convergence theorem and the fact that

∞∑
n=k

(
n− 1

k − 1

)
E [Sn] =

∞∑
n=k

(
n− 1

k − 1

)
Sn

=

∞∑
n=k

(
n− 1

k − 1

)
1

n!
MΦ(n) ([x,+∞)

n
)

=
1

(k − 1)!

∞∑
n=k

1

n (n− k)!
MΦ(n) ([x,+∞)

n
)

≤ 1

(k − 1)!

∞∑
n=k

1

(n− k)!
MΦ(n) ([x,+∞)

n
) <∞.

Indeed, the above series is convergent since so is
∑∞
n=k

1
n!MΦ(n) ([x,+∞)

n
) =∑∞

n=k
1
n!E

[
(Φ ([x,+∞)))

(n)
]

which is finite by assumption (4.3.24). (ii) Den-

sity of X(k). The announced result follows from (i) and the fact that

∂

∂x

∫
[x,+∞)k

ρk (y1 . . . , yk) dy1 . . . dyk = k

∫
[x,+∞)k−1

ρk (x, y1 . . . , yk) dy1 . . . dyk−1.

(iii) Density of
(
X(1), . . . , X(k)

)
. For any x1 > . . . > xk ∈ R,

P
(
X(1) ≥ x1 > X(2) ≥ x2 > · · · > X(k) ≥ xk

)
= P (Φ ([x1,+∞)) = 1,Φ ([x2,x1)) = 1, . . . ,Φ ([xk, xk−1)) = 1)

= P

(
k⋂
i=1

Φ ([xi, xi−1)) = 1

)
,

where x0 := +∞. Let Jk be the Janossy measures of the restriction of Φ to
[xk,+∞) which is a finite point process. Then by Corollary 4.3.9

P

(
k⋂
i=1

Φ ([xi, xi−1)) = 1

)
= Jk

(
k∏
i=1

[xi, xi−1)

)
.
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Since RΦ([xk,+∞)) > 2, then by Proposition 4.3.15

Jk

(
k∏
i=1

[xi, xi−1)

)
=

∞∑
n=0

(−1)
n

n!
MΦ(k+n)

(
k∏
i=1

[xi, xi−1)× [xk,+∞)
n

)
.

Since MΦ(n) admits a density ρn with respect to the n-dimensional Lebesgue
measure, then

Jk

(
k∏
i=1

[xi, xi−1)

)

=

∞∑
n=0

(−1)
n

n!

∫
∏k
i=1[xi,xi−1)×[xk,+∞)n

ρk+n (y1, . . . , yk+n) dy1 . . . dyk+n.

Then

P

(
k⋂
i=1

1
{
X(i) ∈ [xi, xi−1)

})

=

∫
∏k
i=1[xi,xi−1)

( ∞∑
n=0

(−1)
n

n!

∫
[xk,+∞)n

ρk+n (y1, . . . , yk+n) dyk+1 · · · dyk+n

)
dy1 · · · dyk,

and therefore
(
X(1), . . . , X(k)

)
admits the probability density function

fk (x1, . . . , xk) =

∞∑
n=0

(−1)
n

n!

∫
[xk,+∞)n

ρk+n (x1, . . . , xk, y1 . . . , yn) dy1 . . . dyn.

Remark 4.3.29. Bibliographic notes. The distribution of
(
X(1), . . . , X(k)

)
given in Proposition 4.3.28 is stated and proved in [45, Lemma 5.3]. The distri-
bution of X(k) is stated in [45, Lemma 5.1] without neither the condition (4.3.24)
nor a detailed proof.

Example 4.3.30. Let Φ be a Poisson point process on R with intensity measure
MΦ (dx) = λ (x) dx where λ : R → R+ is integrable on [a,+∞) for all a ∈ R.
By Proposition 2.3.25, for all n ∈ N∗,

MΦ(n) ([a,+∞)
n
) =

(∫ ∞
a

λ (y) dy

)n
.

On the other hand, by (14.E.6)

MΦ(n) ([a,+∞)
n
) = E

[
Φ ([a,+∞))

(n)
]
.
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Then

∞∑
n=0

E
[
Φ ([a,+∞))

(n)
]

n!
zn =

∞∑
n=0

1

n!

(
z

∫ ∞
a

λ (y) dy

)n
= exp

(
z

∫ ∞
a

λ (y) dy

)
,

thus R′GΦ([a,+∞))
= ∞. Then, by Proposition 4.3.28, the points of Φ may be

sorted in the decreasing order X(1) > X(2) > . . ., and for all x ∈ R,

P
(
X(k) ≥ x

)
=

∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
1

n!

(∫ ∞
x

λ (y) dy

)n
.

Moreover, by Proposition 2.3.25, for all n ∈ N∗, MΦ(n) admits the following
density with respect to the Lebesgue measure

ρn (x1, . . . , xn) =

n∏
i=1

λ (xi) , x1, . . . , xn ∈ R.

Then X(k) admits the probability density function given by, for all x ∈ R,

f (x) =
λ (x)

(k − 1)!

∞∑
n=0

(−1)
n

n!

(∫ ∞
x

λ (y)

)k+n−1

=
λ (x)

(k − 1)!

(∫ ∞
x

λ (y) dy

)k−1

exp

(
−
∫ ∞
x

λ (y) dy

)
and

(
X(1), . . . , X(k)

)
admits the probability density function given by, for all

x1 > . . . > xk ∈ R,

fk (x1, . . . , xk) =

(
n∏
i=1

λ (xi)

) ∞∑
n=0

(−1)
n

n!

(∫ ∞
xk

λ (y) dy

)n
=

n∏
i=1

λ (xi) exp

(
−
∫ ∞
xk

λ (y) dy

)
.

Proposition 4.3.31. Let Φ be a simple point process on R such that

RGΦ((−∞,a])
> 2, for all a ∈ R, (4.3.25)

(or, equivalently, R′GΦ((−∞,a])
> 1). Then the points of Φ may be sorted in the

increasing order X(1) < X(2) < . . .. Moreover, for all x ∈ R

P
(
X(k) ≤ x

)
=

∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
1

n!
MΦ(n) ((−∞, x]

n
) .
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If moreover for all n ∈ N∗, MΦ(n) admits a density ρn with respect to the
Lebesgue measure, then X(k) admits the following probability density function

f (x) =
1

(k − 1)!

∞∑
n=0

(−1)
n

n!

∫
(−∞,x]k+n−1

ρk+n (x, y1 . . . , yk+n−1) dy1 . . . dyk+n−1

and
(
X(1), . . . , X(k)

)
admits the following probability density function

fk (x1, . . . , xk) =

∞∑
n=0

(−1)
n

n!

∫
(−∞,xk]n

ρk+n (x1, . . . , xk, y1 . . . , yn) dy1 . . . dyn,

for all x1 < . . . < xk ∈ R.

Proof. The proof follows the same lines as that of Proposition 4.3.28. Note
that since RGΦ((−∞,a])

> 1 then, by Lemma 13.A.13, E [Φ ((−∞, a])] <∞ which
shows in particular that Φ ((−∞, a]) is almost surely finite and therefore the
points of Φ may be sorted in the increasing order. (i) Distribution of X(k).
Let x ∈ R. By analogy to (14.A.1), define for n ∈ N∗ the n-th symmetric sum
as

Sn := E

 ∑
{X1,...,Xn}⊂Φ

n∏
j=1

1 {Xj ≤ x}


and let S0 := 1. Note first that

Sn =
1

n!
E

 ∑
(X1,...,Xn)∈Φ(n)

n∏
j=1

1 {Xj ≤ x}

 =
1

n!
MΦ(n) ((−∞, x]

n
) .

Let Φ̃ be the restriction of Φ to (−∞, x] which is a finite point process, say
Φ̃ =

∑m
j=1 δXj where m is an integer-valued random variable. Note that

Sn = E

 ∑
J⊂{1,...,m}:|J|=n

∏
j∈J

1 {Xj ≤ x}


= E

 ∑
J⊂{1,...,m}:|J|=n

1

⋂
j∈J
{Xj ≤ x}

 .
Given Φ̃, we may apply Lemma 14.A.3 with Bj = {Xj ≤ x} and

Sn =
∑

J⊂{1,...,m}:|J|=n
1

⋂
j∈J
{Xj ≤ x}

 .

Observe that N =
m∑
i=1

1 {Xj ≤ x} ≥ k iff X(k) ≥ x; thus Equation (14.A.2)

writes

1
{
X(k) ≤ x

}
=

m∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn.
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Taking the expectation of the above equality with respect to Φ̃ implies

P
(
X(k) ≤ x

)
= E

Φ̃((−∞,x])∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn


= E

[ ∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn

]
,

since if n > Φ̃ ((−∞, x]), then Sn = 0. Swapping the expectation and the sum
in the right-hand side of the above equation gives the announced result. This is
justified by the monotone convergence theorem and the fact that

∞∑
n=k

(
n− 1

k − 1

)
E [Sn] =

∞∑
n=k

(
n− 1

k − 1

)
Sn

=

∞∑
n=k

(
n− 1

k − 1

)
1

n!
MΦ(n) ((−∞, x]

n
)

=
1

(k − 1)!

∞∑
n=k

1

n (n− k)!
MΦ(n) ((−∞, x]

n
)

≤ 1

(k − 1)!

∞∑
n=k

1

(n− k)!
MΦ(n) ((−∞, x]

n
) <∞.

Indeed, the above series is convergent since so is
∑∞
n=k

1
n!MΦ(n) ((−∞, x]

n
) =∑∞

n=k
1
n!E

[
(Φ (−∞, x])

(n)
]

which is finite by assumption (4.3.24). (ii) Density

of X(k). The announced result follows from (i) and the fact that

∂

∂x

∫
(−∞,x]k

ρk (y1 . . . , yk) dy1 . . . dyk = k

∫
(−∞,x]k−1

ρk (x, y1 . . . , yk) dy1 . . . dyk−1.

(iii) Density of
(
X(1), . . . , X(k)

)
. For all x1 < · · · < xk ∈ R,

P
(
X(1) ≤ x1 < X(2) ≤ x2 < . . . < X(k) ≤ xk

)
= P (Φ ((−∞, x1]) = 1,Φ ((x1, x2]) = 1, . . . ,Φ ((xk−1, xk]) = 1)

= P

(
k⋂
i=1

Φ ((xi−1, xi]) = 1

)
,

where x0 := −∞. Let Jk be the Janossy measures of the restriction of Φ to
(−∞, xk] which is a finite point process. Then by Corollary 4.3.9

P

(
k⋂
i=1

Φ ((xi−1, xi]) = 1

)
= Jk

(
k∏
i=1

(xi−1, xi]

)
.
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Since RΦ(−∞,xk] > 2, then by Proposition 4.3.15

Jk

(
k∏
i=1

(xi−1, xi]

)
=

∞∑
n=0

(−1)
n

n!
MΦ(k+n)

(
k∏
i=1

(xi−1, xi]× (−∞, xk]
n

)
.

Since MΦ(n) admits a density ρn with respect to the n-dimensional Lebesgue
measure, then

Jk

(
k∏
i=1

(xi−1, xi]

)
=

∞∑
n=0

(−1)
n

n!

∫
∏k
i=1(xi−1,xi]×(−∞,xk]n

ρk+n (y1, . . . , yk+n)

dy1 . . . dyk+n.

Then

P

(
k⋂
i=1

1
{
X(i) ∈ (xi−1, xi]

})

=

∫
∏k
i=1(xi−1,xi]

( ∞∑
n=0

(−1)
n

n!

∫
(−∞,xk]n

ρk+n (y1, . . . , yk+n) dyk+1 . . . dyk+n

)
dy1 . . . dyk,

therefore
(
X(1), . . . , X(k)

)
admits the probability density function given by

fk (x1, . . . , xk) =

∞∑
n=0

(−1)
n

n!

∫
(−∞,xk]n

ρk+n (x1, . . . , xk, y1 . . . , yn) dy1 . . . dyn.

Example 4.3.32. Let Φ be a Poisson point process on R with intensity measure
MΦ (dx) = λ (x) dx where λ : R → R+ is integrable on (−∞, a] for all a ∈ R.
By Proposition 2.3.25, for all n ∈ N∗,

MΦ(n) ((−∞, a]
n
) =

(∫ a

−∞
λ (y) dy

)n
.

On the other hand, by (14.E.6)

MΦ(n) ((−∞, a]
n
) = E

[
Φ ((−∞, a])

(n)
]
.

Then

∞∑
n=0

E
[
Φ ((−∞, a])

(n)
]

n!
zn =

∞∑
n=0

1

n!

(
z

∫ a

−∞
λ (y) dy

)n
= exp

(
z

∫ a

−∞
λ (y) dy

)
,
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thus R′GΦ((−∞,a])
= ∞. Then, by Proposition 4.3.28, the points of Φ may be

sorted in the increasing order X(1) < X(2) < . . ., and for all x ∈ R

P
(
X(k) ≥ x

)
=

∞∑
n=k

(−1)n−k
(
n− 1

k − 1

)
1

n!

(∫ x

−∞
λ (y) dy

)n
.

Moreover, by Proposition 2.3.25, for all n ∈ N∗, MΦ(n) admits the following
density with respect to the Lebesgue measure

ρn (x1, . . . , xn) =

n∏
i=1

λ (xi) , x1, . . . , xn ∈ R.

Then X(k) admits the probability density function given by

f (x) =
λ (x)

(k − 1)!

∞∑
n=0

(−1)
n

n!

(∫ x

−∞
λ (y)

)k+n−1

=
λ (x)

(k − 1)!

(∫ x

−∞
λ (y) dy

)k−1

exp

(
−
∫ x

−∞
λ (y) dy

)
for all x ∈ R, and

(
X(1), . . . , X(k)

)
admits the probability density function given

by

fk (x1, . . . , xk) =

(
n∏
i=1

λ (xi)

) ∞∑
n=0

(−1)
n

n!

(∫ xk

−∞
λ (y) dy

)n
=

n∏
i=1

λ (xi) exp

(
−
∫ xk

−∞
λ (y) dy

)
,

for all x1 > . . . > xk ∈ R.

4.4 Factorial moment expansion

4.4.1 Point processes on R
Let Φ be a simple point process on R, Ms (R) be the set of simple counting
measures on R and let ψ : Ms (R) → R be a measurable function. Assume
that ψ (Φ) is integrable; i.e., E [|ψ (Φ)|] <∞. We shall give an expansion of the
expectation E [ψ (Φ)] in terms of the factorial moment measures of Φ. To this
aim, we need some preliminary notation and results.

For µ ∈Ms (R), let µ|x be its restriction to the subset (−∞, x); i.e.,

µ|x(B) = µ(B ∩ (−∞, x)), B ∈ B(R).

Definition 4.4.1. A function ψ : Ms (R)→ R is said to be continuous at ±∞
if for every µ, ν ∈Ms (R)

lim
x→−∞

ψ (µ|x + ν) = ψ (ν) and lim
x→+∞

ψ(µ|x) = ψ (µ) . (4.4.1)
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Lemma 4.4.2. Telescoping formula in R. Let ψ : Ms (R)→ R be continuous at
±∞. Then, for every µ ∈Ms (R) written as µ =

∑
k∈Z:tk∈µ δtk where the atoms

tk are enumerated increasingly with k, the following telescoping formula holds

ψ(µ) = ψ(0) +
∑

k∈Z:tk∈µ
[ψ(µ|tk + δtk)− ψ(µ|tk)] , (4.4.2)

where 0 is the null measure.

Proof. Note that, for any k ∈ Z, µ|tk =
∑k−1
j=−∞ δtj . Then, for any K ∈ Z,

K∑
k=−K

[ψ(µ|tk + δtk)− ψ(µ|tk)] = ψ
(
µ|tK+1

)
− ψ

(
µ|t−K

)
.

Letting K → +∞ in the above equality and invoking (4.4.1) concludes the
proof.

For any function ψ : Ms (R) → R and x ∈ R, we define the first order

difference operator ψ
(1)
x : Ms (R)→ R by

ψ(1)
x (µ) = ψ (µ|x + δx)− ψ (µ|x) (4.4.3)

and, recursively, for any n ∈ N∗ and x1, . . . , xn ∈ R, we define n-th order

difference operator ψ
(n)
x1,...,xn : Ms (R)→ R by

ψ(n)
x1,...,xn =

(
ψ(n−1)
x1,...,xn−1

)(1)

xn
. (4.4.4)

Example 4.4.3. Difference operators for linear functions. If ψ (µ) =
∫
R f (x)µ (dx)

for some measurable function f : R→ R+, then

ψ(1)
x (µ) = f (x) , and ψ

(n)
(x1,...,xn) (µ) = 0, for n ≥ 2.

Lemma 4.4.4. If a function ψ : Ms (R) → R is continuous at ±∞, then so is

its n-th order difference operator ψ
(n)
x for all x ∈ Rn.

Proof. If follows from (4.4.4) that its enough to make the proof for n = 1, the
general result follows then by induction. Let µ, ν ∈Ms (R). We first show that,
for all x ∈ R,

lim
y→+∞

ψ(1)
x (µ|y) = ψ(1)

x (µ) .

This follows from the fact that, for y > x,

ψ(1)
x (µ|y) = ψ ((µ|y) |x + δx)− ψ ((µ|y) |x)

= ψ (µ|x + δx)− ψ (µ|x)

= ψ(1)
x (µ) .
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We now show that
lim

y→−∞
ψ(1)
x (µ|y + ν) = ψ(1)

x (ν) .

This follows from the fact that, for y < x,

ψ(1)
x (µ|y + ν) = ψ ((µ|y + ν) |x + δx)− ψ ((µ|y + ν) |x)

= ψ (µ|y + ν|x + δx)− ψ (µ|y + ν|x) ,

which, by the continuity of ψ, goes when y → −∞ to

ψ (ν|x + δx)− ψ (ν|x) = ψ(1)
x (ν) .

We now present an expansion of the expectation E [ψ (Φ)] in terms of the
factorial moment measures of Φ.

Theorem 4.4.5. [12, Theorem 3.2] Factorial moment expansion. Let Φ be a
simple point process on R and let ψ : Ms (R) → R be a measurable function
which is continuous at ±∞. If for all j ∈ {1, . . . , n+ 1},∫

Rj
E
[∣∣∣ψ(j)

x

(
Φ!
x

)∣∣∣]MΦ(j) (dx) <∞, (4.4.5)

then

E [ψ(Φ)] = ψ (0)+

n∑
j=1

∫
Rj
ψ(j)
x (0)MΦ(j) (dx)+

∫
Rn+1

E
[∣∣∣ψ(n+1)

x

(
Φ!
x

)∣∣∣]MΦ(n+1) (dx) .

(4.4.6)

Proof. (i) Cf. [7]. We prove first the announced result for n = 0; that is under
the condition ∫

R

∫
Ms(R)

∣∣∣ψ(1)
x (µ)

∣∣∣P!x
Φ (dµ)MΦ (dx) <∞, (4.4.7)

one has

E [ψ(Φ)] = ψ(0) +

∫
R

∫
Ms(R)

ψ(1)
x (µ) P!x

Φ (dµ)MΦ (dx) . (4.4.8)

Indeed, by the Campbell-Little-Mecke formula (3.3.4),∫
R

∫
Ms(R)

ψ(1)
x (µ) P!x

Φ (dµ)MΦ (dx) = E

[∫
R
ψ(1)
x (Φ− δx) Φ (dx)

]
= E

[∫
R
ψ(1)
x (Φ) Φ (dx)

]
= E

[∫
R

[ψ (Φ|x + δx)− ψ (Φ|x)] Φ (dx)

]
= E

[ ∑
k∈Z:Xk∈Φ

[ψ (Φ|Xk + δXk)− ψ (Φ|Xk)]

]
,
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where we assume that the atoms of Φ are enumerated in the increasing order.
Similarly, the condition (4.4.7) is equivalent to

E

[ ∑
k∈Z:Xk∈Φ

|ψ (Φ|Xk + δXk)− ψ (Φ|Xk)|
]
<∞.

Using the dominated convergence theorem and the telescoping formula (4.4.2),
we deduce that

E

[ ∑
k∈Z:Xk∈Φ

[ψ (Φ|Xk + δXk)− ψ (Φ|Xk)]

]
= E [ψ(Φ)]− ψ(0),

which proves (4.4.8). (ii) Let Φ!
x be a point process with distribution P!x

Φ .
For j ∈ {1, . . . , n}, isolating for all x ∈ Rj+1 its last coordinate and invoking
Fubini-Tonelli theorem, we get∫

Rj+1

∫
Ms(R)

|ψ(j+1)
x (µ) |PΦ!

x
(dµ)MΦ(j+1) (dx)

=

∫
Rj×R

∫
Ms(R)

|ψ(j+1)
x,y (µ) |PΦ!

x,y
(dµ)MΦ(j+1) (dx× dy)

=

∫
Rj

(∫
R

∫
Ms(R)

|
(
ψ(j)
x

)(1)

y
(µ) |P!y

Φ!
x

(dµ)MΦ!
x

(dy)

)
MΦ(j) (dx) ,

where the second equality is due to (4.4.4), and Proposition 3.3.9. Then Con-
dition (4.4.5) implies∫

R

∫
Ms(R)

|
(
ψ(j)
x

)(1)

y
(µ) |P!y

Φ!
x

(dµ)MΦ!
x

(dy) <∞,

for MΦ(j) -almost all x ∈ Rj . Applying Item (i) to the function ψ
(j)
x : Ms (R)→ R

and to the point process Φ!
x, we get

E
[
ψ(j)
x (Φ!

x)
]

= ψ(j)
x (0) +

∫
R

∫
Ms(R)

(
ψ(j)
x

)(1)

y
(µ) P!y

Φ!
x

(dµ)MΦ!
x

(dy) .

Integrating the above equality with respect to MΦ(j) we obtain∫
Rj

E
[
ψ(j)
x (Φ!

x)
]
MΦ(j) (dx)

=

∫
Rj
ψ(j)
x (0)MΦ(j) (dx) +

∫
Rj

(∫
R

∫
Ms(R)

(
ψ(j)
x

)(1)

y
(µ) P!y

Φ!
x

(dµ)MΦ!
x

(dy)

)
MΦ(j) (dx) ,

or, equivalently,∫
Rj

∫
Ms(R)

ψ(j)
x (µ)PΦ!

x
(dµ)MΦ(j) (dx)

=

∫
Rj
ψ(j)
x (0)MΦ(j) (dx) +

∫
Rj+1

∫
Ms(R)

ψ(j+1)
x (µ) PΦ!

x
(dµ)MΦ(j+1) (dx) ,
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where twe use (4.4.4), and invoke Proposition 3.3.9. Adding Equation (4.4.8)
with the above equations for j = 1, . . . , n and we get (4.4.6).

The following lemma gives a useful explicit expression of n-th order difference

operator ψ
(n)
x in function of ψ for all x ∈ Rn.

Lemma 4.4.6. For any function ψ : Ms (R)→ R, n ∈ N∗, and x1, . . . , xn ∈ R,

the function ψ
(n)
x1,...,xn has the following explicit expression

ψ(n)
x1,...,xn (µ) =

{ ∑n
j=0 (−1)

n−j∑
J⊂([n]

j ) ψ
(
µ|xn +

∑
i∈J δxi

)
, if xn < . . . < x1,

0, otherwise,

(4.4.9)

where
(

[n]
j

)
denotes the collection of all subsets of {1, . . . , n} of cardinality j.

Proof. The proof goes by induction with respect to n. The result holds for n = 1
by definition (4.4.3). Assume that it holds for n− 1, then by (4.4.4)

ψ(n)
x1,...,xn (µ) = ψ(n−1)

x1,...,xn−1
(µ|xn + δxn)− ψ(n−1)

x1,...,xn−1
(µ|xn)

=

n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
(µ|xn + δxn) |xn−1

+
∑
i∈J

δxi

)

−
n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
(µ|xn) |xn−1 +

∑
i∈J

δxi

)
.

If xn ≥ xn−1 then (µ|xn) |xn−1
= µ|xn−1

and (µ|xn + δxn) |xn−1
= µ|xn−1

, thus
right-hand side of the above equation vanishes. Assume now that xn < xn−1

then

(µ|xn) |xn−1
= µ|xn , and (µ|xn + δxn) |xn−1

= µ|xn + δxn ,

thus

ψ(n)
x1,...,xn (µ) =

n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
µ|xn + δxn +

∑
i∈J

δxi

)

−
n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
µ|xn +

∑
i∈J

δxi

)
,

which is the announced result where the first sum corresponds to all subsets of
{1, . . . , n} of cardinality j + 1 containing n and the second sum corresponds to
all subsets of {1, . . . , n− 1} of cardinality j (not containing n).

Example 4.4.7. Generating function expansion. We aim to find an expansion
of the generation function defined in Definition 1.6.18. Let Φ be a simple point
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process on R and let v : R→ [0, 1] be a measurable function such that the support
of 1− v is in Bc (G) and let

ψ(µ) =
∏
x∈µ

v (x) = exp

(∫
R

log [v (x)]µ (dx)

)
, µ ∈Ms (R) .

Then by (4.4.3), for x ∈ R,

ψ(1)
x (µ) = ψ (µ|x + δx)− ψ (µ|x)

=
∏

y∈µ|x+δx

v (y)−
∏
y∈µ|x

v (y)

=

 ∏
y∈µ|x

v (y)

 (v (x)− 1)

and by (4.4.9), for xn < . . . < x1 ∈ R,

ψ(n)
x1,...,xn(µ) =

n∑
j=0

(−1)
n−j ∑

J⊂([n]
j )

ψ

(
µ|xn +

∑
i∈J

δxi

)

=

n∑
j=0

(−1)
n−j ∑

J⊂([n]
j )

 ∏
y∈µ|xn

v (y)

(∏
i∈J

v (xi)

)

=

 ∏
y∈µ|xn

v (y)

 n∑
j=0

(−1)
n−j ∑

J⊂([n]
j )

(∏
i∈J

v (xi)

)

= (−1)n

 ∏
y∈µ|xn

v (y)

 n∏
k=1

(1− v(xk)).

If MΦ(n+1) is locally finite, then condition (4.4.5) is fulfilled and by Theorem 4.4.5
the generating function of Φ admits the following expansion

GΦ (v)

= E [ψ(Φ)]

= 1 +

n∑
i=1

(−1)i
∫
xi<...<x1

i∏
k=1

(1− v(xk))MΦ(i)(dx1 × . . .× dxi)

+ (−1)n+1

∫
xn+1<...<x1

∫
Ms(R)

 ∏
y∈µ|xn+1

v (y)

 n+1∏
k=1

(1− v(xk))P!x
Φ (dµ)

MΦ(n+1) (dx1 × . . .× dxn+1) .

Note the analogy of the above expansion with (4.3.14).
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4.4.2 General marked point processes

We will now extend Theorem 4.4.5 to general marked simple point process; this
extension is due to [16].

Let G and K be two l.c.s.h. spaces equipped with the Borel σ-algebras B (G)
and B (K), respectively. Recall that we denote by M̃ (G×K) the space of mea-
sures µ̃ on (G×K,B (G)⊗ B (K)) such that µ̃ (B ×K) <∞ for all B ∈ Bc (G);
and by M̃ (G×K) the σ-algebra on M̃ (G×K) generated by the mappings
µ̃ 7→ µ̃ (B ×K) , B ∈ B (G) ,K ∈ B (K) (cf. Section 2.2.6).

Let M̃s (G×K) be the set of counting measures µ̃ on (G×K,B (G)⊗ B (K))
such that the projection µ (·) = µ̃ (· ×K) is simple. (Observe that M̃s (G×K) ∈
M̃ (G×K); indeed, this follows from the fact that the projection operation
µ̃ 7→ µ is measurable and from Corollary 1.6.5).

Measurable order

We assume given a (total) order on G; that is, a relation denoted by ≺ satisfying
for all x, y, z ∈ G: (i) if x 6= y, then either x ≺ y or y ≺ x; and (ii) if x ≺ y ≺
z,then x ≺ z. Moreover, we assume that the order ≺ is measurable; i.e., the
following conditions are fulfilled:

(C1) For all a ∈ G, the set {≺ a} := {x ∈ G : x ≺ a} is in Bc (G).
(C2) {(x, y} ∈ G2 : x ≺ y} ∈ B (G)⊗ B (G).
(C3) The ordered decomposition of every µ ∈ M̃s (G×K)

µ =

J∑
k=1

δ(tk,zk), J ∈ N̄, t1 ≺ t2 ≺ . . . (4.4.10)

is measurable; i.e., for every k ∈ N∗, the mapping µ 7→ (tk (µ) , zk (µ)) defined

on
{
µ ∈ M̃s (G×K) : J (µ) ≥ k

}
is measurable.

Lemma 4.4.8. Let G and K be two l.c.s.h spaces. The mapping (x, µ) 7→ µ({≺
x}×K) defined on G×M̃s (G×K) equipped with the algebra B (G)⊗M̃ (G×K)
is measurable.

Proof. It is enough to show that for all k ∈ N∗,

{(x, µ) ∈ G× M̃s (G×K) : µ({≺ x} ×K) < k} ∈ B (G)⊗ M̃ (G×K) .

To this end, for all k ∈ N∗, define the mappings Tk on G × {µ ∈ M̃s (G×K) :
J (µ) ≥ k} by

Tk(x, µ) = (x, tk(µ)) ∈ G2.

By C3, these mappings are (B (G) ⊗ M̃ (G×K) ,B (G) ⊗ B (G))-measurable.
Moreover, {(x, µ) ∈ G×M̃s (G×K) : µ({≺ x}×K) < k} equals (Tk)−1({(x, y) :
x ≺ y or x = y}) . Thus, the announced result follows from C2 and the fact
that the diagonal is a Borel subset of G2.

We give now an example of measurable order in an arbitrary l.c.s.h. space
G.
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Example 4.4.9. Measurable order in an arbitrary l.c.s.h space. Recall the
order ≺ constructed in the proof of Proposition 1.6.11. This order satisfies C1
obviously. It satisfies also C3 as shown in the proof of Proposition 1.6.11. It
remains to prove C2. This follows from the fact that

{(x, y) ∈ G2 : x ≺ y} =
⋃
n∈N

⋃
i<j

Kn,i ×Kn,j .

The order described in Example 4.4.9 for general l.c.s.h. space G can be
replaced by more explicit ones for particular cases of G as shown in the following
example.

Example 4.4.10. Measurable orders in Rd. In R, the strict inequality < is a
measurable order. In Rd with d ≥ 2, there is no similar natural way of ordering
the points. Here are some orders in Rd:

(i) Lexicographic order of polar coordinates. That is, order points in the in-
creasing order of their distances to the origin and in case of equality, use
the lexicographic order of the angular coordinates.

(ii) Sort points in the order that a growing d-cube hits them, and break the ties
with the lexicographic order of Cartesian coordinates.

The above orders lead to different ways of enumerating points of counting
measures as already said in Example 1.6.15.

Telescoping formula

For a given point x ∈ G and each measure µ ∈ M̃s (G×K), we define the
measure µ|x as the restriction of µ to the set {≺ x} ×K, i.e.,

µ|x(B) = µ(B ∩ ({≺ x} ×K)), B ∈ B (G)⊗ B (K) .

Lemma 4.4.11. Let G and K be two l.c.s.h spaces. The mapping defined on
G×M̃s (G×K) by (x, µ) 7→ µ|x is (B (G)⊗M̃ (G×K) ,M̃ (G×K))-measurable.

Proof. The proof follows the same lines as that of Lemma 4.4.8.

A mapping ψ : M̃s (G×K)→ R is said to be ≺-continuous at ∞ if

lim
x↑∞

ψ(µ|x) = ψ(µ) (4.4.11)

for every µ ∈ M̃s (G×K), where x ↑ ∞ denotes an unbounded increase with
respect to ≺ (i.e., for every sequence x1 ≺ x2 ≺ . . . such that

⋃∞
k=1{≺ xk} = G,

we have limk→∞ ψ(µ|xk) = ψ(µ)).
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Lemma 4.4.12. Telescoping formula in general space. Let G and K be two
l.c.s.h. spaces and ψ : M̃s (G×K)→ R be ≺-continuous at ∞. Then, for every
µ ∈ M̃s (G×K) written as in (4.4.10), the following telescoping formula holds

ψ(µ) = ψ(0) +

J∑
k=1

[
ψ(µ|tk + δ(tk,zk))− ψ(µ|tk)

]
, (4.4.12)

where 0 is the null measure.

Proof. It follows from (4.4.10) that, for any k ≤ J (µ),

µ|tk =

k−1∑
i=1

δ(ti,zi).

Then, for any K ≤ J (µ),

K∑
k=1

[
ψ(µ|tk + δ(tk,zk))− ψ(µ|tk)

]
= ψ

(
K∑
i=1

δ(ti,zi)

)
− ψ(0).

If J (µ) <∞, applying the above equality with K = J (µ) gives the announced
result. Assume now that J (µ) = ∞. It follows that

⋃∞
k=1{≺ tk} = G (other-

wise, by condition C1, the sequence {tk}k∈N∗ would have an accumulation point
which contradicts the fact that µ is locally finite). Then letting K →∞ in the
above equality and invoking (4.4.11) concludes the proof.

Factorial moment expansion for marked point processes

For any function ψ : M̃s (G×K) → R and (x, z) ∈ G × K, we define the first

order difference operator ψ
(1)
(x,z) : M̃s (G×K)→ R by

ψ
(1)
(x,z) (µ) = ψ

(
µ|x + δ(x,z)

)
− ψ (µ|x) (4.4.13)

and, recursively, for n ∈ N∗ and (x1, z1) , . . . , (xn, zn) ∈ G × K, we define the

n-th order difference operator ψ
(n)
(x1,z1),...,(xn,zn) : M̃s (G×K)→ R by

ψ
(n)
(x1,z1),...,(xn,zn) =

(
ψ

(n−1)
(x1,z1),...,(xn−1,zn−1)

)
(xn,zn)

. (4.4.14)

In order to simplify the notation, we denote the (G×K)n-valued vectors

((x1, z1) , . . . , (xn, zn))

by (x, z).

Lemma 4.4.13. Let G and K be two l.c.s.h. spaces. For any function ψ :
M̃s (G×K) → R, any (x, z) ∈ (G × K)n and any n ∈ N∗, the n-th order

difference operator ψ
(n)
(x,z) is ≺-continuous at ∞.
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Proof. If follows from (4.4.14) that its enough to make the proof for n = 1, the
general result follows then by induction. Let µ ∈ M̃s (G×K). We have to show
that, for all (x, z) ∈ G×K,

lim
y↑∞

ψ
(1)
(x,z)(µ|y) = ψ

(1)
(x,z)(µ).

Using (4.4.13) it follows that, for all y ∈ G such that x ≺ y,

ψ
(1)
(x,z)(µ|y) = ψ

(
(µ|y) |x + δ(x,z)

)
− ψ ((µ|y) |x)

= ψ
(
µ|x + δ(x,z)

)
− ψ (µ|x)

= ψ
(1)
(x,z) (µ) .

Then letting y ↑ ∞ completes the proof.

Theorem 4.4.14. [16] Factorial moment expansion for marked point processes.
Let G and K be two l.c.s.h. spaces and Φ be a marked point process on G
with marks in K such that that, P-almost surely, Φ (ω) ∈ M̃s (G×K). Let
ψ : M̃s (G×K)→ R be a measurable function which is ≺-continuous at ∞. If∫

(G×K)j
E
[∣∣∣ψ(j)

(x,z)

(
Φ!

(x,z)

)∣∣∣]MΦ(j) (dx× dz) <∞, j ∈ {1, . . . , n+ 1} ,
(4.4.15)

then

E [ψ(Φ)] = ψ (0) +

n∑
j=1

∫
(G×K)j

ψ
(j)
(x,z)(0) MΦ(j) (dx× dz)

+

∫
(G×K)n+1

E
[∣∣∣ψ(n+1)

(x,z)

(
Φ!

(x,z)

)∣∣∣]MΦ(n+1) (dx× dz) . (4.4.16)

Proof. (i) We prove first the announced result for n = 0; that is under the
condition∫

G×K

∫
M̃s(G×K)

∣∣∣ψ(1)
(x,z) (µ)

∣∣∣P!(x,z)
Φ (dµ)MΦ (dx× dz) <∞, (4.4.17)

one has

E [ψ(Φ)] = ψ(0)+

∫
G×K

∫
M̃s(G×K)

ψ
(1)
(x,z) (µ) P

!(x,z)
Φ (dµ)MΦ (dx× dz) . (4.4.18)

Invoking Corollary 3.3.7, the integral in the right-hand side of the above equation
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equals

E

[∫
G×K

ψ
(1)
(x,z)

(
Φ− δ(x,z)

)
Φ (dx× dz)

]
= E

[∫
G×K

ψ
(1)
(x,z) (Φ) Φ (dx× dz)

]
= E

[∫
G×K

(
ψ
(
Φ|x + δ(x,z)

)
− ψ (Φ|x)

)
Φ (dx× dz)

]

= E

J(Φ)∑
k=1

[
ψ(Φ|tk + δ(tk,zk))− ψ(Φ|tk)

] ,
where the first equality is due to (4.4.13). Similarly, the condition (4.4.17) is
equivalent to

E

J(Φ)∑
k=1

∣∣ψ(Φ|tk + δ(tk,zk))− ψ(Φ|tk)
∣∣ <∞.

Using the dominated convergence theorem and the telescoping formula (4.4.12),
we deduce that

E

J(Φ)∑
k=1

[
ψ(Φ|tk + δ(tk,zk))− ψ(Φ|tk)

] = E [ψ(Φ)]− ψ(0),

which proves (4.4.18). (ii) Let Φ!
(x,z) be a point process with distribution P

!(x,z)
Φ .

For j ∈ {1, . . . , n}, isolating for all (x, z) ∈ (G×K)
j+1

its last coordinate, say
(y, t), and invoking Fubini-Tonelli theorem, we get∫

(G×K)j+1

∫
M̃s(G×K)

|ψ(j+1)
(x,z) (µ) |PΦ!

(x,z)
(dµ)MΦ(j+1) (dx× dz)

=

∫
(G×K)j×(G×K)

∫
M̃s(G×K)

|ψ(j+1)
(x,z),(y,t) (µ) |PΦ!

(x,z),(y,t)
(dµ)

MΦ(j+1) (dx× dz × dy × dt)

=

∫
(G×K)j

(∫
G×K

∫
M̃s(G×K)

|
(
ψ

(j)
(x,z)

)(1)

(y,t)
(µ) |P!(y,t)

Φ!
(x,z)

(dµ)MΦ!
(x,z)

(dy × dt)

)
MΦ(j) (dx× dz) ,

where the second equality is due to (4.4.14) and to Proposition 3.3.9. Then
Condition (4.4.15) implies∫

G×K

∫
M̃s(G×K)

|
(
ψ

(j)
(x,z)

)(1)

(y,t)
(µ) |P!(y,t)

Φ!
(x,z)

(dµ)MΦ!
(x,z)

(dy × dt) <∞,
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for MΦ(j)-almost all (x, z) ∈ (G×K)
j
. Since ψ is ≺-continuous at ∞ then so

is ψ
(j)
(x,z) by Lemma 4.4.13. Applying Item (i) to the function ψ

(j)
(x,z) and to the

point process Φ!
(x,z), we get

E
[
ψ

(j)
(x,z)(Φ

!
(x,z))

]
= ψ(x,z)(0) +

∫
G×K

∫
M̃s(G×K)

(
ψ

(j)
(x,z)

)
(y,t)

(µ) P
!(y,t)

Φ!
(x,z)

(dµ)

MΦ!
(x,z)

(dy × dt) .

Integrating the above equality with respect to MΦ(j) we obtain∫
(G×K)j

E
[
ψ

(j)
(x,z)(Φ

!
(x,z))

]
MΦ(j) (dx× dz)

=

∫
(G×K)j

ψ
(j)
(x,z)(0)MΦ(j) (dx× dz)

+

∫
(G×K)j

(∫
G×K

∫
M̃s(G×K)

(
ψ

(j)
(x,z)

)
(y,t)

(µ) P
!(y,t)

Φ!
(x,z)

(dµ)MΦ!
(x,z)

(dy × dt)

)
MΦ(j) (dx× dz) ,

or, equivalently,∫
(G×K)j

∫
M̃s(G×K)

ψ
(j)
(x,z)(µ)PΦ!

(x,z)
(dµ)MΦ(j) (dx× dz)

=

∫
(G×K)j

ψ
(j)
(x,z)(0)MΦ(j) (dx× dz) +

∫
(G×K)j+1

∫
M̃s(G×K)

ψ
(j+1)
(x,z) (µ) PΦ!

(x,z)
(dµ)

MΦ(j+1) (dx× dz) ,

where we use (4.4.14) and invoke Proposition 3.3.9. Adding Equation (4.4.18)
to the above equations for j = 1, . . . , n, we get (4.4.16).

Explicit expression of the difference operators

The following lemma gives a useful explicit expression of n-th order difference

operator ψ
(n)
(x,z) in function of ψ for all (x, z) ∈ (G×K)n.

Lemma 4.4.15. For any function ψ : M̃s (G×K) → R, n ∈ N∗, and (x, z) ∈
(G×K)n, the function ψ

(n)
(x,z) has the following explicit expression

ψ
(n)
(x,z) (µ) =

{ ∑n
j=0 (−1)

n−j∑
J⊂([n]

j ) ψ
(
µ|xn +

∑
i∈J δ(xi,zi)

)
if xn ≺ . . . ≺ x1

0 otherwise

(4.4.19)

where
(

[n]
j

)
denotes the collection of all subsets of {1, . . . , n} of cardinality j.
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Proof. The proof goes by induction with respect to n. The result holds for n = 1
by definition (4.4.13). Assume that it holds for n− 1, then by (4.4.14)

ψ
(n)
(x1,z1),...,(xn,zn) (µ)

= ψ
(n−1)
(x1,z1),...,(xn−1,zn−1)

(
µ|xn + δ(xn,zn)

)
− ψ(n−1)

(x1,z1),...,(xn−1,zn−1) (µ|xn)

=

n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

((
µ|xn + δ(xn,zn)

)
|xn−1

+
∑
i∈J

δ(xi,zi)

)

−
n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
(µ|xn) |xn−1

+
∑
i∈J

δ(xi,zi)

)
.

If xn−1 ≺ xn or xn−1 = xn, then

(µ|xn) |xn−1
= µ|xn−1

and
(
µ|xn + δ(xn,zn)

)
||xn−1

= µ|xn−1
.

Thus the right-hand side of the above equation vanishes. Assume now that
xn ≺ xn−1 then

(µ|xn) |xn−1 = µ|xn , and
(
µ|xn + δ(xn,zn)

)
|xn−1

= µ|xn + δ(xn,zn).

Thus

ψ
(n)
(x1,z1),...,(xn,zn) (µ) =

n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
µ|xn + δ(xn,zn) +

∑
i∈J

δ(xi,zi)

)

−
n−1∑
j=0

(−1)
n−1−j ∑

J⊂([n−1]
j )

ψ

(
µ|xn +

∑
i∈J

δ(xi,zi)

)
,

which is the announced result where the first sum corresponds to all subsets of
{1, . . . , n} of cardinality j + 1 containing n and the second sum corresponds to
all subsets of {1, . . . , n− 1} of cardinality j (not containing n).

Expansion kernels

We will now rewrite the factorial moment expansion (4.4.16) in a more usual
form. To this end, we introduce the following expansion kernels

D
(n)
(x,z)ψ (µ) =

n∑
j=0

(−1)
n−j ∑

J⊂([n]
j )

ψ

(
µ|x∗ +

∑
i∈J

δ(xi,zi)

)
(4.4.20)

=
∑

J⊂{1,...,n}
(−1)

n−|J|
ψ

(
µ|x∗ +

∑
i∈J

δ(xi,zi)

)
, (4.4.21)
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where
(

[n]
j

)
denotes the collection of all subsets of {1, . . . , n} of cardinality

j and x∗ := min {x1, . . . , xn} with the minimum taken with respect to the

order ≺. Note that D
(n)
(x,z)ψ (µ) is a symmetric function of (x, z); i.e., in-

variant with respect to a permutation of the components (xi, zi) of (x, z) =
((x1, z1) , . . . , (xn, zn)). Moreover, if xn ≺ . . . ≺ x1, then

D
(n)
(x,z)ψ (µ) = ψ

(n)
(x,z) (µ) .

Thus the expansion kernels are symmetric forms of the difference operators.

Example 4.4.16. First two expansion kernels. Applying (4.4.20) for n = 1, 2
respectively, we get

D
(1)
(x,z)ψ (µ) = ψ

(
µ|x + δ(x,z)

)
− ψ (µ|x) , (4.4.22)

D
(2)
(x1,z1),(x2,z2)ψ (µ) = ψ

(
µ|x∗ + δ(x1,z1) + δ(x2,z2)

)
− ψ

(
µ|x∗ + δ(x1,z1)

)
− ψ

(
µ|x∗ + δ(x2,z2)

)
+ ψ (µ|x∗) ,

where x∗ := min {x1, x2}.
Example 4.4.17. Expansion kernels at the null measure. Applying (4.4.20)
for µ = 0 (the null measure), we get

D
(n)
(x,z)ψ (0) =

n∑
j=0

(−1)
n−j ∑

J⊂([n]
j )

ψ

(∑
i∈J

δ(xi,zi)

)
(4.4.23)

=
∑

J⊂{1,...,n}
(−1)

n−|J|
ψ

(∑
i∈J

δ(xi,zi)

)
.

In particular,

D
(1)
(x,z)ψ (0) = ψ

(
δ(x,z)

)
− ψ (0) , (4.4.24)

D
(2)
(x1,z1),(x2,z2)ψ (0) = ψ

(
δ(x1,z1) + δ(x2,z2)

)
− ψ

(
δ(x1,z1)

)
− ψ

(
δ(x2,z2)

)
+ ψ (0) .

(4.4.25)

Example 4.4.18. Expansion kernels for linear functions. Assume that

ψ (µ) =

∫
G×K

f (x, z)µ (dx× dz)

for some measurable function f : G×K → R+. Then ψ is ≺-continuous at ∞
since

lim
x↑∞

ψ(µ|x) = lim
x↑∞

∫
{≺x}×K

f (t, z)µ (dt× dz) = ψ(µ),

where the last equality follows from the continuity from below of measures. More-
over

D
(1)
(x,z)ψ (µ) = f (x, z) , and D

(n)
(x,z)ψ (µ) = 0, for n ≥ 2.
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Factorial moment expansion over kernels

Corollary 4.4.19. Factorial moment expansion over kernels. Under the con-
ditions of Theorem 4.4.14,

E [ψ(Φ)] = ψ (0) +

n∑
j=1

1

j!

∫
(G×K)j

D
(j)
(x,z)ψ(0) MΦ(j) (dx× dz)

+
1

(n+ 1)!

∫
(G×K)n+1

E
[
D

(n+1)
(x,z) ψ

(
Φ!

(x,z)

)]
MΦ(n+1) (dx× dz) .

Moreover, if Condition (4.4.15) holds for any j ∈ N∗ and

lim
j→∞

(
1

j!

∫
(G×K)j

E
[
D

(j)
(x,z)ψ

(
Φ!

(x,z)

)]
MΦ(j) (dx× dz)

)
= 0,

then

E [ψ(Φ)] = ψ (0) +

∞∑
j=1

1

j!

∫
(G×K)j

D
(j)
(x,z)ψ(0) MΦ(j) (dx× dz) .

Proof. For any j ∈ N∗, we will say that a function or a measure on (G×K)
j

is symmetric if it is invariant with respect to a permutation of the compo-
nents (xi, zi) of (x, z) = ((x1, z1) , . . . , (xn, zn)). We have already observed that

D
(j)
(x,z)ψ (µ) is a symmetric function of (x, z) which coincides with ψ

(j)
(x,z) (µ)

when xj ≺ . . . ≺ x1. Moreover, the function (x, z) 7→ P
!(x,z)
Φ and the measure

MΦ(j) (dx× dz) are also symmetric. Then∫
(G×K)j

D
(j)
(x,z)ψ(µ) P

!(x,z)
Φ (dµ)MΦ(j) (dx× dz)

= j!

∫
(G×K)j

ψ
(j)
(x,z)(µ) P

!(x,z)
Φ (dµ)MΦ(j) (dx× dz) .

Invoking Theorem 4.4.14 concludes the proof.

Corollary 4.4.20. Factorial moment expansion for Poisson. In the conditions
of Theorem 4.4.14, if moreover Φ is a Poisson point process on G × K with
intensity measure Λ, then Condition (4.4.15) writes∫

(G×K)j
E
[∣∣∣D(j)

(x,z)ψ (Φ)
∣∣∣]Λj (dx× dz) <∞, j ∈ {1, . . . , n+ 1} , (4.4.26)

and (4.4.16) reads

E [ψ(Φ)] = ψ (0) +

n∑
j=1

1

j!

∫
(G×K)j

D
(j)
(x,z)ψ(0) Λj (dx× dz)

+
1

(n+ 1)!

∫
(G×K)n+1

E
[
D

(n+1)
(x,z) ψ (Φ)

]
Λn+1 (dx× dz) .
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Proof. Since Φ is Poisson, it follows from Proposition 2.3.25 that for any j ∈ N∗,
MΦ(j) = Λj . Moreover, by Slivnyak’s theorem 3.2.4, Φ!

(x,z)

dist.
= Φ for Λj-almost

all (x, z) ∈ (G×K)
j
. Then applying Corollary 4.4.19 concludes the proof.

Example 4.4.21. Factorial moment expansion for homogeneous Poisson. In
the conditions of Theorem 4.4.14, if moreover Φ is a homogeneous Poisson point
process on G×K with intensity λ, then Condition (4.4.15) writes∫

(G×K)j
E
[∣∣∣D(j)

(x,z)ψ (Φ)
∣∣∣] dx× dz <∞, j ∈ {1, . . . , n+ 1} , (4.4.27)

and (4.4.16) reads

E [ψ(Φ)] = ψ (0) +

n∑
j=1

λj

j!

∫
(G×K)j

D
(j)
(x,z)ψ(0) dx× dz

+
λn+1

(n+ 1)!

∫
(G×K)n+1

E
[
D

(n+1)
(x,z) ψ (Φ)

]
dx× dz. (4.4.28)

In this case, for all j ∈ {1, . . . , n},

djE [ψ(Φ)]

dλj

∣∣∣∣
λ=0

=

∫
(G×K)j

D
(j)
(x,z)ψ(0) dx× dz.

That is, considering E [ψ(Φ)] as a function of the intensity λ, the above formula
gives its successive derivatives at λ = 0.

4.4.3 Shot-noise functions

We will study in the present section the following particular function

ψ (µ) = g (µ (f)) , µ ∈ M̃s (G×K) , (4.4.29)

for some given functions f : G×K→ R+ assumed measurable and g : R+ → R.

Lemma 4.4.22. Let G and K be two l.c.s.h spaces and ψ be defined by (4.4.29).
If the function g is continuous, then ψ is ≺-continuous at ∞.

Proof. We have shown in Example 4.4.18 that the mapping µ 7→ µ (f) is ≺-
continuous at ∞, then so is ψ.

We will give sufficient conditions for (4.4.15) to hold for the above function
ψ (by extending the results of [39]).

Proposition 4.4.23. Let G and K be two l.c.s.h spaces and ψ be defined
by (4.4.29). Then for any n ∈ N∗,∣∣∣D(n)

(x,z)ψ (µ)
∣∣∣ ≤ 2n ‖g‖∞ , (4.4.30)
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where ‖g‖∞ := supx∈R+
|g (x)|. Moreover, if the function g is k times dif-

ferentiable for some k ∈ N∗, then for any n ≥ k and any injective function
σ : {1, . . . , k} → {1, . . . , n},∣∣∣D(n)

(x,z)ψ (µ)
∣∣∣ ≤ 2n−k

∥∥∥g(k)
∥∥∥
∞

k∏
i=1

f
(
xσ(i), zσ(i)

)
, (4.4.31)

where g(k) is the k-th order derivative of g.

Proof. In order to give the basic idea, we first prove (4.4.31) for n = k = 1.
By (4.4.22)

D
(1)
(x,z)ψ (µ) = ψ

(
µ|x + δ(x,z)

)
− ψ (µ|x)

= g (µ|x (f) + f ((x, z)))− g (µ|x (f))

= f (x, z)

∫ 1

0

g′ (µ|x (f) + τf ((x, z))) dτ.

Then ∣∣∣D(1)
(x,z)ψ (µ)

∣∣∣ ≤ ‖g′‖∞ f (x, z) .

Consider now the general case n ≥ 1. The expression (4.4.21) of the expansion
kernel may be written as follows

D
(n)
(x,z)ψ (µ) =

∑
(b1,...,bn)∈Pn

(−1)n−
∑n
i=1 big

(
µ|x∗ (f) +

n∑
i=1

bif (xi, zi)

)
,

where Pn denotes the set of all n-tuples (b1, . . . , bn) ∈ {0, 1}n. Since Pn has
cardinality 2n, the inequality (4.4.30) follows immediately. Let β := µ|x∗ (f)
and γi := f (xi, zi), then

D
(n)
(x,z)ψ (µ) =

∑
(b1,...,bn)∈Pn

(−1)
∑n
i=1(1−bi)g

(
β +

n∑
i=1

biγi

)
.

We now partition the set Pn into 2n−k subsets where each subset A corresponds
to some fixed (bk+1, . . . , bn) ∈ Pn−k; that is

A(bk+1, . . . , bn) = {(b1, . . . , bk, bk+1, . . . , bn) : (b1, . . . , bk) ∈ Pk}.

So we have

D
(n)
(x,z)ψ (µ) =

∑
(v1,...,vn−k)∈Pn−k

(−1)
∑n−k
i=1 (1−vi)H(A (v1, . . . , vn−k)), (4.4.32)

where

H(A (v1, . . . , vn−k)) =
∑

(b1,...,bk)∈Pk
(−1)

∑k
i=1(1−bi)g

(
β +

n−k∑
i=1

viγi+k +

k∑
i=1

biγi

)
.
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Taking the absolute value of (4.4.32), we obtain

|D(n)
(x,z)ψ (µ) | ≤

∑
(v1,...,vn−k)∈Pn−k

|H(v1, . . . , vn−k)|. (4.4.33)

Let

G(θ1, . . . , θk) := g(k)

(
β +

n−k∑
i=1

vizi+k +

k∑
i=1

θiγi

)
k∏
i=1

γi.

Integrating the above function respectively with respect to θ1, . . . , θk ∈ [0, 1]
gives ∫ 1

0

· · ·
∫ 1

0

G(θ1, . . . , θk)dθ1 . . . dθk = H(A (v1, . . . , vn−k)),

and hence

|H(A (v1, . . . , vn−k))| ≤
∫ 1

0

· · ·
∫ 1

0

|G(θ1, . . . , θk)|dθ1 . . . dθk ≤
∥∥∥g(k)

∥∥∥
∞

k∏
i=1

γi.

Substituting the above inequality into (4.4.33), we get

|D(n)
(x,z)ψ (µ) | ≤

∑
(v1,...,vn−k)∈Pn−k

∥∥∥g(k)
∥∥∥
∞

k∏
i=1

γi = 2n−k
∥∥∥g(k)

∥∥∥
∞

k∏
i=1

γi,

which proves (4.4.31) for σ (i) = i, 1 ≤ i ≤ k. Since D
(n)
(x,z)ψ (µ) is a symmetric

function of (x, z); the inequality (4.4.31) holds for any injective function σ :
{1, . . . , k} → {1, . . . , n}.
Corollary 4.4.24. Let G and K be two l.c.s.h. spaces and ψ be defined by (4.4.29).
If the function g is n times differentiable for some n ∈ N∗, then∣∣∣D(n)

(x,z)ψ (µ)
∣∣∣ ≤ an n∏

i=1

min (1, f (xi, zi)) ,

where
an = max

{
2n−k

∥∥∥g(k)
∥∥∥
∞

: k = 0, . . . , n
}
.

Proof. This follows from Proposition 4.4.23 and the fact that min (1, a) min (1, b) =
min (1, a, b, ab).

Corollary 4.4.25. Let G and K be two l.c.s.h spaces and ψ be defined by (4.4.29)
where the function g : R+ → R is assumed to be n+ 1 times differentiable with
bounded derivatives up to order n + 1 (for some n ∈ N). Then a sufficient
condition for (4.4.15) to holds is∫

(G×K)j

j∏
i=1

min (1, f (xi, zi))MΦ(j) (dx× dz) <∞, j ∈ {1, . . . , n+ 1} .

When Φ is a Poisson point process, the above inequality simplifies to∫
G×K

min (1, f (x, z))MΦ (dx× dz) <∞. (4.4.34)
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Proof. The result for a general point process follows from Corollary 4.4.24. In
the particular case of a Poisson point process, the factorial moment measure
MΦ(j) has the product form (2.3.18) which concludes the proof.

Example 4.4.26. Shannon capacity expansion in Poisson wireless networks.
We model the base stations (BS) locations in a wireless network with a homoge-
neous Poisson point process Φ =

∑
n∈N δXn on R2 with intensity λ. We define

the interference by

I =
∑
n∈N

f (Xn) = f (Φ) ,

where f (x) = |x|−β for some constant β > 2; cf. Examples 2.6.8 and 2.6.11.
Consider the Shannon capacity defined by

g (I) = log2

(
1 +

S

N + I

)
,

where S and N are two positive constants (representing respectively the received
power and noise power). Let ψ be defined by (4.4.29); then the above Shannon
capacity equals

ψ (Φ) = g (f (Φ)) .

We aim to find an expansion of E [ψ(Φ)] in function of λ.
The function g is continuous on R+,then ψ is ≺-continuous at∞ by Lemma 4.4.22.

Note that
|g (x)| ≤ g (0) <∞, x ∈ R+.

Moreover,

g′ (x) =
−S

(N + x)
2

log
(

1 + S
N+x

)
log 2

, x ∈ R+,

is bounded since limx→∞ g′ (x) = 0. Similarly, g is infinitely differentiable with
bounded derivatives on R+. The left-hand side of (4.4.34) equals

2πλ

∫ ∞
0

min (1, f (r)) rdr = 2πλ

∫ ∞
0

min
(
1, r−β

)
rdr

= 2πλ

(
1 +

∫ ∞
1

r1−βdr

)
= 2πλ

β − 1

β − 2
<∞.

Then by Corollary 4.4.25, the condition (4.4.15) holds for and n ∈ N. Moreover,
by (4.4.24)

D(1)
x ψ (0) = g (f (x))− g (0) ,

and by (4.4.25)

D(2)
x,yψ (0) = g (f (x) + f (y))− g (f (x))− g (f (y)) + g (0) .
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Therefore, by (4.4.28)

E [ψ (Φ)] = log2

(
1 +

S

N

)
+ 2πλ

∫ ∞
0

[g (f (r))− g (0)] rdr

+ πλ2

∫ ∞
0

∫ ∞
0

[g (f (r) + f (s))− g (f (r))− g (f (s)) + g (0)] rsdrds+ o
(
λ2
)
.

In particular,

dE [ψ(Φ)]

dλ

∣∣∣∣
λ=0

= 2π

∫ ∞
0

[g (f (r))− g (0)] rdr

= 2π

∫ ∞
0

[
log2

(
1 +

S

N + f (r)

)
− log2

(
1 +

S

N

)]
rdr,

(4.4.35)

which integrates the effect of a single interferer relatively to the case where there
is no interference.

4.5 Further examples

4.5.1 For Section 4.2

Example 4.5.1. Gamma random measure. Let Φ be a random measure on a
l.c.s.h. space G such that for any pairwise disjoint sets B1, . . . , Bk ∈ B (G), the
random variables Φ (B1) , . . . ,Φ (Bk) are independent Gamma random variables
with respective Laplace transforms

LΦ(Bj) (t) = E
[
e−tΦ(Bj)

]
= (1 + λt)

−α(Bj) , (4.5.1)

where λ ∈ R∗+ and α is a given locally finite measure on G.
Consider first a simple function f =

∑n
j=1 aj1Bj where a1, . . . , an ≥ 0 and

B1, . . . , Bn ∈ B (G) are pairwise disjoint. Then

E

[
exp

(
−
∫
G
fdΦ

)]
= E

exp

− n∑
j=1

ajΦ(Bj)


=

n∏
j=1

E
[
e−ajΦ(Bj)

]
=

n∏
j=1

(1 + λaj)
−α(Bj)

= exp

− n∑
j=1

log (1 + λaj)α (Bj)


= exp

(
−
∫
G

log (1 + λf (x))α (dx)

)
.
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If f is a general measurable nonnegative function on G, there exists an increas-
ing sequence of simple functions converging to it; and therefore the monotone
convergence theorem shows that the Laplace transform of Φ equals

LΦ (f) = exp

(
−
∫
G

log (1 + λf (x))α (dx)

)
,

for all measurable f : G→ R+. Using the expansion

log (1 + u) = −
n∑
r=1

(−u)
r

r
+ o (un)

and the dominated convergence theorem, we deduce that for any measurable
f : G→ R+ which is bounded with support in Bc (G)

LΦ (tf) =

n∑
r=1

(−t)r
r

λr
∫
G
f (x)

r
α (dx) + o (tn) .

Comparing the above equation with (4.2.4) shows that∫
Gr
f (x1) . . . f (xr)Cr (dx1 × . . .× dxr) = (r − 1)!λr

∫
G
f (x)

r
α (dx) .

Thus the cumulant measures of a Gamma random measure are given by

Cr (dx1 × . . .× dxr) = (r − 1)!λrα (dx1) δx1
(dx2) . . . δx1

(dxr) .

Therefore, the mean measure of Φ equals

MΦ (dx) = CΦ (dx) = λα (dx)

and its second moment measure follows from (4.1.4)

MΦ2 (dx× dy) = C2 (dx× dy) +MΦ (dx)MΦ (dy)

= λ2α (dx) δx (dy) + λ2α (dx)α (dy) .

(In particular, for all B ∈ B (G), E [Φ (B)] = λα (B) and var [Φ (B)] = λ2α (B)
as expected for a Gamma random variable.)

Example 4.5.2. Dirichlet random measure. Let Φ be a Gamma random mea-
sure as in Example 4.5.1 where the measure α is assumed non-null and finite.
Since E [Φ (G)] = λα (G) <∞, then Φ (G) is almost surely finite. On the other
hand,

P (Φ (G) = 0) = lim
t↑∞

E[e−tΦ(G)]

= lim
t↑∞

(1 + λt)
−α(G)

= 0,
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where the first equality is a general property of nonnegative random variables
and the second one follows from (4.5.1). Then, Φ̃ defined by

Φ̃ (B) = Φ (B) /Φ (G) , B ∈ B (G)

is a random measure by Proposition 1.1.7(iii), called a Dirichlet random mea-
sure.

Example 4.5.3. Compound Poisson point process. Let Φ̄ be a compound Pois-
son point process as in Example 2.3.21 with Poisson parent process Φ and de-
scendant processes {Φx}x∈G with Φx = Zxδ0. Its generating function is given
by Equation (2.3.17)

GΦ̄ (v) = exp

[
−
∫
G

(1− GZx (v (x)))MΦ (dx)

]
.

Therefore, for 1− h ∈ V (G) and ρ ∈ (0, 1),

log GΦ̄ (1− ρh) =

∫
G

(GZx (1− ρh (x))− 1)MΦ (dx)

Assume that K = supx∈G E [Znx ] <∞, then it follows from Lemma 13.A.21 that

GZx (y) = 1 +

n∑
r=1

E
[
Z(r)
x

] (y − 1)
r

r!
+

(y − 1)
n

n!
εx,n (y) , ∀y ∈ R, |y| ≤ 1,

where |εx,n (y)| ≤ 2K and limy↑1 εx,n (y) = 0. Combining the above two equali-
ties, we get

log GΦ̄ (1− ρh) =

n∑
r=1

(−ρ)
r

r!

∫
G

E
[
Z(r)
x

]
h (x)

r
MΦ (dx)

+
(−ρ)

n

n!

∫
G
h (x)

n
εx,n (1− ρh (x))MΦ (dx) .

Assuming that
∫
G h (x)

n
MΦ (dx) <∞, then it follows from the dominated con-

vergence theorem that

lim
ρ↓0

∫
G
h (x)

n
εx,n (1− ρh (x))MΦ (dx) = 0,

thus

log GΦ̄ (1− ρh) =

n∑
r=1

(−ρ)
r

r!

∫
G

E
[
Z(r)
x

]
h (x)

r
MΦ (dx) + o (ρn) ,

which compared to (4.2.7) implies that the factorial cumulant measures of Φ̄ are
given by

C(r) (dx1 × . . .× dxr) = E
[
Z(r)
x1

]
MΦ (dx1) δx1 (dx2) . . . δx1 (dxr) . (4.5.2)
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Therefore the r-th factorial cumulant measure of a compound Poisson point
process is concentrated on the diagonal where it reduces to the intensity measure
of the parent process Φ multiplied by the r-th factorial moment of the cluster
size.

Example 4.5.4. Negative binomial distributions. Let Φ be a mixed Poisson
point process as in Example 2.3.7; that is a Cox point process Φ directed by
Λ = Xµ where X has the gamma probability distribution with shape α and scale
λ. Its generating function is given by (2.3.5); that is

GΦ (v) =

(
1 + λ

∫
G

(1− v) dµ

)−α
, v ∈ V (G) .

Thus for 1− h ∈ V (G) such that
∫
G h (x)µ (dx) <∞ and ρ ∈ (0, 1),

log GΦ (1− ρh) = −α log

(
1 + λρ

∫
G
h (x)µ (dx)

)
= α

n∑
r=1

[
−λρ

∫
G h (x)µ (dx)

]r
r

+ o (ρn) ,

which compared to (4.2.7) implies that the factorial cumulant measures of Φ are
given by

C(r) (dx1 × . . .× dxr) = α (r − 1)!λrµ (dx1) . . . µ (dxr) .

4.5.2 For Section 4.4

Example 4.5.5. Palm-Khinchin equations. Consider ψ(µ) = 1 {µ ((0, t)) ≥ k}
for some t > 0, k ≥ 0. Then by (4.4.3)

ψ(1)
x (µ) = ψ (µ|x + δx)− ψ (µ|x)

= [1 {µ ((0, x)) ≥ k − 1} − 1 {µ ((0, x)) ≥ k}] 1 {0 < x < t}

and by (4.4.9)

ψ(2)
x1,x2

(µ) = ψ (µ|x2
+ δx1

+ δx2
)− ψ (µ|x2

+ δx1
)− ψ (µ|x2

+ δx2
) + ψ (µ|x2

)

= [1 {µ ((0, x2)) ≥ k − 2} − 2× 1 {µ ((0, x2)) ≥ k − 1}
+ 1 {µ ((0, x2)) ≥ k}]1 {0 < x2 < x1 < t} .

Now Theorem 4.4.5 with n = 0 for a simple stationary point process Φ with
intensity λ gives

P (Φ ((0, t)) ≥ k) = 1 {k = 0}+
∫ t

0

[
P
(
Φ!
x ((0, x)) ≥ k − 1

)
−P

(
Φ!
x ((0, x)) ≥ k

)]
λdx,
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or with n = 1,

P (Φ ((0, t)) ≥ k)

= 1 {k = 0}+ λt[1 {k ≤ 1} − 1(k = 0)]

+

∫ t

0

∫ t

x2

[
P
(
Φ!
x1,x2

((0, x2)) ≥ k − 2
)
− 2P

(
Φ!
x1,x2

((0, x2)) ≥ k − 1
)

+ P
(
Φ!
x1,x2

((0, x2)) ≥ k
)]
MΦ(2) (dx1 × dx2) .

The above two equations are called the Palm-Khinchin equations.

Example 4.5.6. Expansion kernels for shot-noise exponential. Let G and K be
two l.c.s.h. spaces. Consider a measurable function f : G×K→ R+ and let

ψ (µ) = e−µ(f), µ ∈ M̃s (G×K) , (4.5.3)

where µ (f) =
∫
G×K f (x, z) µ (dx× dz). We have shown in Example 4.4.18

that the mapping µ 7→ µ (f) is ≺-continuous at ∞, then so is ψ.
Moreover, applying (4.4.23), we get

D
(n)
(x,z)ψ (0) =

∑
J⊂{1,...,n}

(−1)
n−|J|

e−
∑
i∈J f(xi,zi)

=
∑

J⊂{1,...,n}
(−1)

n−|J| ∏
i∈J

e−f(xi,zi)

=
n∏
k=1

(
e−f(xk,zk) − 1

)
. (4.5.4)

Moreover, since ψ (µ+ ν) = ψ (µ)ψ (ν), it follows from (4.4.20) that

D
(n)
(x,z)ψ (µ) = ψ (µ|x∗)×D(n)

(x,z)ψ (0) .

In particular, ∣∣∣D(n)
(x,z)ψ (µ)

∣∣∣ ≤ n∏
k=1

(
1− e−f(xk,zk)

)
. (4.5.5)

Example 4.5.7. Poisson Laplace transform expansion. Let G and K be two
l.c.s.h. spaces, Φ be a Poisson point process on G × K with intensity measure
Λ, and let ψ be given by (4.5.3) for some measurable function f : G×K→ R+.
Assume that

a :=

∫
G×K

(
1− e−f(x,z)

)
Λ (dx× dz) <∞.

For any j ∈ N∗., the left-hand side of Condition (4.4.26) writes∫
(G×K)j

E
[∣∣∣D(j)

(x,z)ψ (Φ)
∣∣∣]Λj (dx× dz) ≤

∫
(G×K)j

j∏
k=1

(
1− e−f(xk,zk)

)
Λj (dx× dz)

= aj <∞,



4.5. FURTHER EXAMPLES 219

where the first inequality is due to (4.5.5). The above inequality shows also
that

1

j!

∫
(G×K)j

E
[∣∣∣D(j)

(x,z)ψ (Φ)
∣∣∣]Λj (dx× dz) ≤ aj

j!
→ 0, as j →∞.

Moreover, invoking (4.5.4) we get∫
(G×K)j

D
(j)
(x,z)ψ(0) Λj (dx× dz) =

∫
(G×K)j

[
j∏

k=1

(
e−f(xk,zk) − 1

)]
Λj (dx× dz) = (−1)

j
aj .

It follows from Corollary 4.4.20 that

E [ψ(Φ)] = 1 +

∞∑
j=1

(−1)
j

j!
aj = e−a.

As expected, we retrieve the expression (2.1.1) of the Laplace transform of a
Poisson point process.

Example 4.5.8. Shannon capacity derivative for isolated points point process.
The context is the same as Example 4.4.26, expect that the the base stations
(BS) locations are modelled by the following Matérn I hard-core point process
(cf. Example 3.4.1)

Φ1 =
∑
k∈Z

δXk1 {Φ (B (Xk, h)) = 1} ,

where Φ =
∑
k∈Z δXk is a hmogeneous Poisson point process on R2 with intensity

λ and h > 0 is a given constant. Since

Φ
(j)
1 (B) ≤ Φ(j) (B) , for all j ∈ N, B ∈ B (G)

⊗j
,

then for all j ∈ N,∫
(R2×K)j

j∏
i=1

min (1, f (xi, zi))MΦ
(j)
1

(dx× dz)

≤
∫

(R2×K)j

j∏
i=1

min (1, f (xi, zi))MΦ(j) (dx× dz)

=

(
2πλ

∫ ∞
0

min (1, f (r)) rdr

)j
<∞.

It follows from Corollary 4.4.25 that the condition (4.4.15) holds for and n ∈ N.
Recall that the mean measure of Φ1 is given by (3.4.1)

E [Φ1 (dx)] = λe−λπh
2

dx.

Then the first order derivative of E [ψ(Φ1)] at λ = 0 is the same as in the
Poisson case (4.4.35). For the second order derivative, we need the second
order factorial moment measure which will be given in Example 7.4.4 below.
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4.6 Exercises

4.6.1 For Section 4.1

Exercise 4.6.1. No aligned points in homogeneous Poisson point processes.
Consider a homogeneous Poisson point process Φ on R2 with intensity λ ∈ R∗+.
Show that P-almost surely:

1. Φ has not three aligned points.

2. Φ has not four points on the same circle.

Solution 4.6.1. Recall that the n-th factorial moment measure of Φ is given
by (2.3.18).

1. Observe that the probability that there exists a 3-tuple of aligned points
is smaller than the expectation of the number of such 3-tuples. A 3-tuple
X,Y, Z ∈ Φ is aligned iff Z is on the straight line containing X and Y ,
which we write Z ∈ (X,Y ). Thus

P ({∃3-tuple of aligned points in Φ})
≤ E[card({3-tuples of aligned points in Φ})]

= E

 ∑
(X,Y,Z)∈Φ(3)

1 {Z ∈ (X,Y )}


=

∫
(R2)3

1 {z ∈ (x, y)}MΦ(3) (dx× dy × dz)

= λ3

∫
(R2)2

(∫
R2

1 {z ∈ (x, y)}dz

)
dxdy = 0,

where the third line is due to Campbell’s averaging formula (1.2.2) and
the fourth one is due to (2.3.18).

2. Analogously, denoting the circumscribed circle of (X,Y, Z) by C (X,Y, Z),

P ({∃4 points of Φ on the same circle})
≤ E[card({4-tuple in Φ on the same circle})]

= E

 ∑
(X,Y,Z,T )∈Φ(3)

1 {T ∈ C (X,Y, Z)}


= λ4

∫
(R2)4

1 {t ∈ C (X,Y, Z)} dxdydzdt = 0.

Exercise 4.6.2. Moment measures of independently marked point processes.
Let G and K be two l.c.s.h. spaces equipped with the Borel σ-algebras B (G) and
B (K) respectively. Let Φ̃ =

∑
k∈Z δ(Xk,Zk) be an independently marked point
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process on G×K associated to the ground process Φ =
∑
k∈Z δXk, on G through

the probability kernel p̃(·, ·). Show that, for all n ∈ N∗, the n-th moment measure
of Φ̃ is given by

MΦ̃n (dx1 × dz1 × . . .× dxn × dzn) = MΦn (dx1 × . . .× dxn)
∏n
i=1p̃ (xi,dzi) .

Solution 4.6.2. For all B1, . . . , Bn ∈ B (G) ,K1, . . . ,Kn ∈ B (K),

MΦ̃n (B1 ×K1 × · · · ×Bn ×Kn)

= E
[
Φ̃n (B1 ×K1 × · · · ×Bn ×Kn)

]
= E

 ∑
k1,...,kn∈Z

n∏
i=1

1 {Xki ∈ Bi, Zki ∈ Ki}


= E

E

 ∑
k1,...,kn∈Z

n∏
i=1

1 {Xki ∈ Bi, Zki ∈ Ki}

∣∣∣∣∣∣ Φ


= E

 ∑
k1,...,kn∈Z

n∏
i=1

1 {Xki ∈ Bi} p̃ (Xki ,Ki)


= E

[∫
Gn

(
n∏
i=1

1 {xi ∈ Bi} p̃ (xi,Ki)

)
Φn (dx1 × · · · × dxn)

]

=

∫
Gn

(
n∏
i=1

1 {xi ∈ Bi} p̃ (xi,Ki)

)
MΦn (dx1 × · · · × dxn) ,

where the last equality follows from Campbell’s averaging formula 1.2.2 for the
point process Φn.

Exercise 4.6.3. Poisson shot-noise third moment. Let fi : G → R+ be mea-
surable (i ∈ {1, 2, 3}) and Φ be a Poisson point process on a l.c.s.h. space G.
Express the expectation E [Φ (f1) Φ (f2) Φ (f3)] as sum of integrals with respect
to MΦ of products of the functions fi. Deduce the expression of the shot-noise

third moment E
[
Φ (f)

3
]

for all measurable f : G→ R+.

Solution 4.6.3. Applying Campbell averaging formula (1.2.2) to the point pro-
cess Φ3 we get

E [Φ (f1) Φ (f2) Φ (f3)] =

∫
G3

f1 (x1) f2 (x2) f3 (x3)MΦ3 (dx1 × dx2 × dx3) .
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On the other hand,

MΦ3 (dx1 × dx2 × dx3) = C3 (dx1 × dx2 × dx3)

+
∑∗

C2 (dx1 × dx2)× CΦ (dx3)

+ CΦ (dx1)CΦ (dx2)CΦ (dx3)

= MΦ (dx1) δx1
(dx2) δx1

(dx3)

+
∑∗

MΦ (dx1) δx1
(dx2)MΦ (dx3)

+MΦ (dx1)MΦ (dx2)MΦ (dx3) ,

where the first equality follows from (4.1.3) with
∑∗

denotes the sum of the three
terms of the same type, and the second equality follows from (4.2.5). Therefore,

E [Φ (f1) Φ (f2) Φ (f3)] = MΦ (f1f2f3)

+MΦ (f1f2)MΦ (f3) +MΦ (f1f3)MΦ (f2) +MΦ (f2f3)MΦ (f1)

+MΦ (f1)MΦ (f2)MΦ (f3) .

In particular,

E
[
Φ (f)

3
]

= MΦ

(
f3
)

+ 3MΦ

(
f2
)
MΦ (f) +MΦ (f)

3
.

4.6.2 For Section 4.2

Exercise 4.6.4. Factorial moment and cumulant measures of Poisson point
processes. Consider a Poisson point process Φ on a l.c.s.h. space G.

1. Use the generating function expansion (4.2.6) to prove Proposition 2.3.25;
that is the factorial moment measures are MΦ(r) = (MΦ)

r
.

2. Use the expansion (4.2.7) to prove that the factorial cumulant measures
are C(1) = MΦ and C(r) = 0,∀r ≥ 2. (This result was already obtained in
Example 4.1.13.)

Solution 4.6.4. It follows from Example 4.2.3 that all the moment measures
of Φ are locally finite.

1. The generating function of Φ is given by (2.1.3); thus for a measurable
function h : G→ [0, 1] whose support is in Bc (G) and ρ ∈ (0, 1),

GΦ (1− ρh) = exp

[
−ρ
∫
G
hdMΦ

]
=

∞∑
r=0

(−ρ)
r

r!

(∫
G
hdMΦ

)r
,

which compared to (4.2.6) implies MΦ(r) = (MΦ)
r
.

2. Moreover,

log GΦ (1− ρh) = −ρ
∫
G
hdMΦ,

thus, by the expansion (4.2.7), C(1) = MΦ and C(r) = 0,∀r ≥ 2.
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Exercise 4.6.5. Second moment measure of the mixed Binomial point process.
Let Φ =

∑N
j=1 δXj be a mixed Binomial point process as in Example 2.2.28. Let

λ be the probability distribution of the atom X1. Assume that E
[
N2
]
<∞.

1. Using the expansion (4.2.3) of the Laplace transform (2.2.13) of Φ, check
that the mean measure of Φ is

MΦ (dx) = E [N ]λ (dx)

which was already proved in (2.2.12); and show that the second moment
measures of Φ is

MΦ2 (dx× dy) = E [N ]λ (dx) δx (dy) + E
[
N (2)

]
λ (dx)λ (dy) .

2. Deduce that the second moment measure, the second cumulant measure
and the second factorial cumulant measure are given respectively by

MΦ(2) (dx× dy) = E
[
N (2)

]
λ (dx)λ (dy) ,

C2 (dx× dy) = E [N ]λ (dx) δx (dy) + c(2)λ (dx)λ (dy) ,

C(2) (dx× dy) = c(2)λ (dx)λ (dy) ,

where E
[
N (2)

]
is the second factorial cumulant of N . (The expression of

MΦ(2) is a particular case of (4.3.10).)

3. Prove that for any A,B ∈ Bc (G),

cov (Φ (A) ,Φ (B)) = E [N ]λ (A ∩B) + c(2)λ (A)λ (B) .

4. Check the above result in the particular case when N is Poisson.

Solution 4.6.5. 1. Observe that for any A,B ∈ B (G),

MΦ2 (A×B) = E [Φ (A) Φ (B)] ≤ E
[
Φ (G)

2
]

= E
[
N2
]
<∞.

Then MΦ2 is a finite measure. Let f ∈ F+ (G) be bounded. Then∫
G2

f (x) f (y)MΦ2 (dx× dy) <∞.

Then the expansion (4.2.3) applies with n = 2.
By the expression (2.2.13) of the Laplace transform of Φ, we have for any

t ∈ R+,
LΦ (tf) = GN

(
Lf(X1)(t)

)
, f ∈ F+ (G) ,

By Lemma 13.A.21

GN (x) = 1 +

2∑
k=1

E
[
N (k)

] (x− 1)
k

k!
+ o

(
(x− 1)

2
)
, ∀x ∈ R, |x| ≤ 1.
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Since f is bounded, E
[
f (X1)

2
]
<∞, then by Lemma 13.B.1,

Lf(X1) (t) = 1 +

2∑
r=1

(−1)
r
E [f (X1)

r
]
tr

r!
+ o

(
t2
)
, t ∈ R+,

Combining the above two expansions, we get

GN
(
Lf(X1)(t)

)
= 1 + E [N ]

2∑
r=1

(−1)
r
E [f (X1)

r
]
tr

r!

+
E
[
N (2)

]
2!

(
2∑
r=1

(−1)
r
E [f (X1)

r
]
tr

r!

)2

+ o
(
t2
)

= 1−E [N ] E [f (X1)] t

+
t2

2

(
E [N ] E

[
f (X1)

2
]

+ E
[
N (2)

]
E [f (X1)]

2
)

+ o
(
t2
)

Comparing the above expansion with (4.2.3) shows that∫
G
f (x)MΦ (dx) = E [N ] E [f (X1)]

and∫
G2

f (x) f (y)MΦ2 (dx× dy) = E [N ] E
[
f (X1)

2
]

+ E
[
N (2)

]
E [f (X1)]

2
.

The announced expressions of the first and second moment measures then follow
respectively from the above two equations.

2. Applying (14.E.5) we deduce that for any A,B ∈ B (G),

MΦ(2) (A×B) = MΦ2 (A×B)−MΦ (A ∩B)

= E [N ]F (A ∩B) + E
[
N (2)

]
F (A)F (B)−E [N ]F (A ∩B)

= E
[
N (2)

]
F (A)F (B) .

Moreover, by (4.1.4)

C2 (dx× dy) = MΦ2 (dx× dy)−MΦ (dx)MΦ (dy)

= E [N ]F (dx) δx (dy) +
(
E
[
N (2)

]
−E [N ]

2
)
F (dx)F (dy)

= E [N ]F (dx) δx (dy) + c(2)F (dx)F (dy)

where the last equality is due to (13.A.36). Finally, by (4.1.4)

C(2) (dx× dy) = MΦ(2) (dx× dy)−MΦ (dx)MΦ (dy)

=
(
E
[
N (2)

]
−E [N ]

2
)
F (dx)F (dy) = c(2)F (dx)F (dy) .
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3. By (4.1.5), for any A,B ∈ Bc (G),

cov (Φ (A) ,Φ (B)) = C2 (A×B) = E [N ]F (A ∩B) + c(2)F (A)F (B) .

4. When N is Poisson, it follows from (13.A.28) that c(2) = 0. Then the
above equality gives

cov (Φ (A) ,Φ (B)) = E [N ]F (A ∩B) .

On the other hand, when N is Poisson, Φ is a Poisson point process. Then, the
above result may be deduced immediately from (2.4.3.
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Chapter 5

Determinantal and
permanental point
processes

Determinantal point processes allow one to model some spatial correlations be-
tween the atoms of the point process. They were first introduced by O. Mac-
chi [65] and are of great interest in Mathematical Physics.

5.1 Determinantal point process basics

Recall that the context is that described in Section 1.1; in particular G is a
l.c.s.h. space, B (G) is the associated Borel σ-algebra, and Bc (G) is the set of
relatively compact measurable subsets of G.

5.1.1 Definition and basic properties

Definition 5.1.1. Determinantal point process. Let µ be a locally finite mea-
sure on the l.c.s.h. space G and let K : G2 → C be a measurable function. A
point process Φ on G is said to be determinantal with background measure µ
and kernel K if for all k ∈ N∗, the k-th factorial moment measure MΦ(k) admits
a density with respect to the product measure µk which equals

ρ(k) (x1, . . . , xk) = det (K (xi, xj))1≤i,j≤k , for µk-almost all (x1, . . . , xk) ∈ Gk,
(5.1.1)

where (aij)1≤i,j≤k denotes the matrix with entries aij and det (·) denotes the

determinant. The function ρ(k) is called the k-th factorial moment density with
respect to µk.

Observe that the mean measure of a determinantal point process Φ with

227
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background measure µ and kernel K is given by

MΦ (B) =

∫
B

K (x, x)µ (dx) , B ∈ B (G) . (5.1.2)

Remark 5.1.2. Let Φ be a determinantal point process on a l.c.s.h. space G
with background measure µ and kernel K : G2 → C having the form

K (x, y) =
√
f (x)K̃ (x, y)

√
f (y), (x, y) ∈ G2,

for some given measurable functions f : G → R+ and K̃ : G2 → C. Then Φ
is also a determinantal point process on G with background measure µ̃ (dx) =
f (x)µ (dx) and kernel K̃. Indeed, for any (x1, . . . , xk) ∈ Gk,

det (K (xi, xj))1≤i,j≤k =

[
k∏
i=1

f (xi)

]
det
(
K̃ (xi, xj)

)
1≤i,j≤k

.

Thus

det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

= det
(
K̃ (xi, xj)

)
1≤i,j≤k

µ̃ (dx1) . . . µ̃ (dxk) .

Lemma 5.1.3. Thinning of determinantal point process. Let Φ be a deter-
minantal point process on a l.c.s.h. space G with background measure µ and
kernel K, p : G→ [0, 1] some measurable function, and let Φ̃ the thinning of Φ
with retention function p. Then Φ̃ is a determinantal point process on G with
background measure µ and kernel

K̃ (x, y) =
√
p (x)K (x, y)

√
p (y), x, y ∈ G.

Proof. By Proposition 2.3.24, for any k ∈ N∗ and any B ∈ B (G)
⊗k

,

MΦ̃(k) (B) =

∫
B

p (x1) . . . p (xn) det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

=

∫
B

det

(√
p (xi)K (xi, xj)

√
p (xj)

)
1≤i,j≤k

µ (dx1) . . . µ (dxk) .

Lemma 5.1.4. A determinantal point process on a l.c.s.h. space G is simple.

Proof. Observe that

MΦ(2) ({(x, x) : x ∈ G})

=

∫
G2

1 {x1 = x2} ρ(2) (x1, x2) µ (dx1)µ (dx2)

=

∫
G2

1 {x1 = x2}det (K (x1, x2))1≤i,j≤2 µ (dx1)µ (dx2) = 0.

Then Φ is simple by Lemma 2.3.23(ii).
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The following lemma shows that the restriction of a determinantal point
process on G to any measurable subset of G is also determinantal.

Lemma 5.1.5. Determinantal point process restriction. Let Φ be a point pro-
cess on a l.c.s.h. space G, µ some locally finite measure on G, and K : G2 → C
a measurable function. For any D ∈ B (G), let µD be the restriction of µ to D
and KD the restriction of K to D ×D.

(i) If Φ is a determinantal point process on G with background measure µ
and kernel K, then, for any D ∈ B (G), the restriction of Φ to D is a
determinantal point process on D with background measure µD and kernel
KD.

(ii) Conversely, if for any D ∈ Bc (G), the restriction of Φ to D is a determi-
nantal point process on D with background measure µD and kernel KD,
then Φ is a determinantal point process on G with background measure µ
and kernel K.

Proof. (i) Indeed, letting ΦD be the restriction of Φ to D, then for all B ∈
B (D)

k
,

E
[
Φ

(k)
D (B)

]
= E

[
Φ(k) (B)

]
=

∫
B

det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

=

∫
B

det (KD (xi, xj))1≤i,j≤k µD (dx1) . . . µD (dxk) .

(ii) For any B1, . . . , Bk ∈ Bc (G), let D = B1∪ . . .∪Bk which is in Bc (G). Then

MΦ(k) (B1 × · · · ×Bk) = E
[
Φ(k) (B1 × · · · ×Bk)

]
= E

[
Φ

(k)
D (B1 × · · · ×Bk)

]
=

∫
B1×···×Bk

det (KD (xi, xj))1≤i,j≤k µD (dx1) · · ·µD (dxk)

=

∫
B1×···×Bk

det (K (xi, xj))1≤i,j≤k µ (dx1) · · ·µ (dxk) ,

and thus, by [11, Theorem 10.3 p.163], MΦ(k) admits det (K (xi, xj))1≤i,j≤k as

a density with respect to µk.

Example 5.1.6. Poisson is determinantal. Let Φ be a Poisson point process
on a l.c.s.h. space G with diffuse locally finite intensity measure µ. Then by
Proposition 2.3.25, the k-th factorial moment measure is MΦ(k) = µk for all
k ∈ N∗. Then Φ is a determinantal point process with background measure µ
and kernel

K (x, y) = 1{x=y}, x, y ∈ G. (5.1.3)
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Indeed, obviously det (K (x, x)) = 1 for all x ∈ G and for any density ρ(1)

of MΦ(1) with respect to µ, necessarily ρ(1) (x) = 1, for µ-almost all x ∈ G.
Consider now some k ≥ 2 and let

G2 =
{

(x, y) ∈ G2 : x 6= y
}
.

Since µ is diffuse, then µ2
(
G2\G2

)
= 0. Then by Lemma 14.A.1(ii), µk (Ak) =

0 where

Ak =
{

(x1, . . . , xk) ∈ Gk : xi = xj for some i 6= j
}
.

Observe that for any (x1, . . . , xk) ∈ Gk\Ak,the matrix (K (xi, xj))1≤i,j≤k is the
identity matrix denoted by Ik. Consequently,

(K (xi, xj))1≤i,j≤k = Ik, for µk-almost all x ∈ (x1, . . . , xk) ∈ Gk. (5.1.4)

Therefore, for any density ρ(k) of MΦ(k) with respect to µk,

ρ(k) (x1, . . . , xk) = det (K (xi, xj))1≤i,j≤k = 1,

for µk-almost all x1, . . . , xk ∈ G.

Remark 5.1.7. Non-uniqueness of kernel. The kernel of a determinantal point
process is not unique. Let Φ be a determinantal point process on a l.c.s.h. space
G with background measure µ and kernel K, and let h : G→ R∗ be a measurable
function. Define K̂ : G2 → C by

K̂ (x, y) = h (x)K (x, y)h (y)
−1
, (x, y) ∈ G2.

Then Φ admits also K̂ as kernel with respect to the background measure µ.
Indeed, for any (x1, . . . , xk) ∈ Gk, let A = (K (xi, xj))1≤i,j≤k and let H be

a diagonal matrix of dimension k with Hii = h (xi) (i = 1, . . . , k). Then

det
(
K̂ (xi, xj)

)
1≤i,j≤k

= det
(
HAH−1

)
= det (A) = det (K (xi, xj))1≤i,j≤k .

5.1.2 Indistinguishable kernels

We will now introduce a notion of indistinguishability of kernels of determinantal
point processes.

Definition 5.1.8. Indistinguishable kernels. Let µ be a locally finite measure
on a l.c.s.h. space G. Two measurable functions K and K̃ from G2 to C are
called µ-indistinguishable if the two following conditions hold true:{

K̃ (x, x) = K (x, x) , for µ-almost all x ∈ G,
K̃ (x, y) = K (x, y) , for µ2-almost all (x, y) ∈ G2.

. (5.1.5)
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Remark 5.1.9. Note that the second condition in (5.1.5) is not enough to
ensure µ-indistinguishability as shown by the example K (x, y) = 1{x=y} and

K̃(x, y) = 0 for all x, y ∈ G, and µ any diffuse (non null) measure on G.

Lemma 5.1.10. Let µ be a locally finite measure on a l.c.s.h. space G and let
K and K̃ be two measurable functions from G2 to C such that there exists some
G1 ∈ B (G) such that µ (G\G1) = 0 and

K̃ (x, y) = K (x, y) , for all x, y ∈ G1.

Then K and K̃ are µ-indistinguishable.

Proof. This follows from the fact that µ2
(
G2\G2

1

)
= 0 by Lemma 14.A.1(i).

Proposition 5.1.11. Let µ be a locally finite measure on a l.c.s.h space G and
let K and K̃ be two µ-indistinguishable measurable functions from G2 to C.
Then the following results hold true.

(i) For all k ∈ N∗ and for µk-almost all (x1, . . . , xk) ∈ Gk,

det
(
K̃ (xi, xj)

)
1≤i,j≤k

= det (K (xi, xj))1≤i,j≤k . (5.1.6)

(ii) If Φ and Φ̃ are determinantal point processes with background measure µ
and kernels K and K̃ respectively, then Φ and Φ̃ have the same factorial
moment measures.

(iii) If Φ is a determinantal point process with background measure µ and kernel
K, then Φ admits also kernel K̃ (with respect to the background measure
µ).

Proof. (i) Equality (5.1.6) is obvious for k = 1. Consider now some k ≥ 2. Let

G1 =
{
x ∈ G : K̃ (x, x) = K (x, x)

}
and

G2 =
{

(x, y) ∈ G2 : K̃ (x, y) = K (x, y)
}
.

SinceK and K̃ be two µ-indistinguishable, then µ (G\G1) = 0 and µ2
(
G2\G2

)
=

0. Let
Bk = Gk\Gk1

and
Ak =

{
(x1, . . . , xk) ∈ Gk : (xi, xj) ∈ G2\G2 for some i 6= j

}
.

It follows from Lemma 14.A.1 that

µk (Bk) = 0, and µk (Ak) = 0.

Then µk (Ak ∪Bk) = 0. Observing that the equality in Equation (5.1.6) holds
for any (x1, . . . , xk) ∈ Gk\ (Ak ∪Bk) concludes the proof. (ii) This follows
from (i) and the very definition of a determinantal point process. (iii) Same
argument as (ii).
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Some additional assumptions are needed for the existence and uniqueness of a
determinantal point process with given background measure µ and kernel K
and this is what we explore next.

5.1.3 Uniqueness of the distribution

We begin with proving uniqueness for finite determinantal point process.

Lemma 5.1.12. Uniqueness of finite determinantal point process. Let Φ be a
determinantal point process on a l.c.s.h. space G with background measure µ
and kernel K where µ is a locally finite measure on G. Assume moreover that∫
GK (x, x)µ (dx) < ∞ (equivalently, by (5.1.2), E [Φ (G)] < ∞) and that for

any k ≥ 2, the matrix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-definite for

µk-almost all (x1, . . . , xk) ∈ Gk. Then the following results hold true:

(i)

E
[
Φ (G)

(k)
]
≤ E [Φ (G)]

k
, for all k ∈ N∗, (5.1.7)

and
E
[
(1 + s)

Φ(G)
]
≤ esE[Φ(G)], for all s ∈ R∗+. (5.1.8)

(ii) The radius of convergence RGΦ(G)
of the generating function GΦ(G) (cf.

Definition 13.A.11) is infinite.

(iii) The distribution of Φ is uniquely determined by µ and K.

Proof. (i) By the very definition of a determinantal point process, for any k ≥ 2,

E
[
Φ (G)

(k)
]

=

∫
Gk

det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

≤
∫
Gk

k∏
i=1

K (xi, xi)µ (dx1) . . . µ (dxk) = E [Φ (G)]
k
,

where the second inequality follows from the Hadamard’s inequality (15.A.1).
(ii) It follows from the above inequality that, for any s ∈ R∗+,

E
[
(1 + s)

Φ(G)
]

=
∑
k∈N

1

k!
E
[
Φ (G)

(k)
]
sk ≤

∑
k∈N

(sE [Φ (G)])
k

k!
= esE[Φ(G)],

where the first equality is due to Lemma 13.A.15. Therefore, the radius of
convergence RGΦ(G)

of the generating function GΦ(G) is infinite. (iii) Since
RGΦ(G)

= ∞, then Proposition 4.3.20(ii) implies that the distribution of Φ is
characterized by its factorial moment measures which are uniquely determined
by µ and K.

Remark 5.1.13. There exist determinantal point processes with non-Hermitian
kernels; see e.g. [91, §2.2, §2.5].
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We deduce now uniqueness for general (i.e., not necessarily finite) determi-
nantal point processes.

Corollary 5.1.14. Uniqueness of general determinantal point processes. Let Φ
be a determinantal point process on a l.c.s.h. space G with background measure
µ and kernel K where µ is a locally finite measure on G. Assume moreover
that, for any D ∈ Bc (G), ∫

D

K (x, x)µ (dx) <∞

and for any k ≥ 2, the matrix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-

definite for µk-almost all (x1, . . . , xk) ∈ Gk. Then, for any D ∈ Bc (G),
E [Φ (D)] <∞,

E
[
Φ (D)

(k)
]
≤ E [Φ (D)]

k
, for all k ∈ N∗,

and
E
[
(1 + s)

Φ(D)
]
≤ esE[Φ(D)], for all s ∈ R∗+.

Moreover, the distribution of Φ is uniquely determined by µ and K.

Proof. By Lemma 5.1.5(i), for all D ∈ Bc (G), the restriction of Φ to D is a
determinantal point process which we denote by ΦD. Applying Lemma 5.1.12
to ΦD gives the announced inequalities and shows that the distribution of ΦD
is uniquely determined by µ restricted to D and K restricted to D2. This being
true for any D ∈ Bc (G), Corollary 1.3.4 allows one to conclude.

Example 5.1.15. Following Example 5.1.6, note that the Poisson point process
having a diffuse locally finite intensity measure µ is the unique (in distribution)
determinantal point process with background measure µ and kernel K (x, y) =
1{x=y} for all x, y ∈ G since by (5.1.4), (K (xi, xj))1≤i,j≤k is the identity matrix

(and, therefore, Hermitian nonnegative-definite) for µk-almost all (x1, . . . , xk) ∈
Gk.

Corollary 5.1.16. Let µ be a locally finite measure on a l.c.s.h space G and
let K and K̃ be two µ-indistinguishable measurable functions from G2 to C.
Assume moreover that K satisfies the conditions of Corollary 5.1.14. Then two
determinantal point processes with background measure µ and respective kernels
K and K̃ have the same distribution.

Proof. Let Φ and Φ̃ be determinantal point processes with background measure
µ and kernels K and K̃ respectively. By Proposition 5.1.11(iii), Φ̃ admits also
kernel K (with respect to the background measure µ). Then by Corollary 5.1.14,
Φ and Φ̃ have the same distribution.

Remark 5.1.17. Note that it is not enough to assume the second condition
in (5.1.5) instead of µ-indistinguishablility in Corollary 5.1.16. Indeed, assume
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as in Remark 5.1.9 a diffuse (non-null) measure µ, K (x, y) = 1{x=y}, and

K̃(x, y) = 0 for all x, y ∈ G. Then by Example 5.1.15, the determinantal point
process with background measure µ and kernel K is a Poisson point process with
intensity measure µ; whereas the determinantal point process with background
measure µ and kernel K̃ is the null point process.

5.1.4 Generating function and Laplace transform

We give first expansions of the generating function and Laplace transform of
a finite determinantal point process. Recall Definition 4.3.12 of the generating
function and Laplace transform of finite point processes.

Proposition 5.1.18. Generating function of finite determinantal point pro-
cess. Under the conditions of Lemma 5.1.12, the determinantal point process
Φ is almost surely finite and we have the following expansions of its generating
function and Laplace transform.

(i) For all bounded measurable functions v : G→ C,

GΦ (v) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

[
k∏
i=1

(1− v (xi))

]
det (K (xi, xj))1≤i,j≤k µ (dx1) · · ·µ (dxk) . (5.1.9)

(ii) For any measurable function f : G→ R such that infx∈G f (x) > −∞,

LΦ (f) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
1− e−f(x1)

)
. . .
(

1− e−f(xk)
)

det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk) . (5.1.10)

(iii) The void probability of Φ equals

P (Φ (B) = 0) = 1+

∞∑
k=1

(−1)
k

k!

∫
Bk

det (K (xi, xj))1≤i,j≤k µ (dx1) · · ·µ (dxk) ,

(5.1.11)
for any B ∈ B (G).

Moreover, the above three series are absolutely convergent.

Proof. The fact that Φ is almost surely finite follows from the following assump-
tion in Lemma 5.1.12

E [Φ (G)] = MΦ (G) =

∫
G
K (x, x)µ (dx) <∞,

where the second equality is due to (5.1.2). (i) Observe that, by (5.1.8), RGΦ(G)
=

∞ (where RGΦ(G)
is the radius of convergence of the generating function GΦ(G)).

Then Proposition 4.3.15(i) gives the announced expansion. (ii) Applying (i) for
v := e−f and using (4.3.12) gives the announced result. (iii) This follows from
Proposition 4.3.1 and the fact that RGΦ(G)

=∞.
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We now deduce the generating function and Laplace transform of a general
determinantal point process.

Corollary 5.1.19. Generating function of general determinantal point pro-
cesses. Under the conditions of Corollary 5.1.14, the following results hold true.

(i) The expansion (5.1.9) of the generation function holds for any bounded
measurable function v : G→ C such that the support of 1− v is in Bc (G).

(ii) The expansion (5.1.10) of the Laplace transform holds for any measurable
function f : G→ R whose support is in Bc (G) and such that infx∈G f (x) >
−∞.

(iii) The expansion (5.1.11) of the void probability holds for any B ∈ Bc (G).

Moreover, the series in the above three expansions are absolutely convergent.

Proof. (i) Let D be the support of 1 − v. By lemma 5.1.5(i), the restriction
of Φ to D is a determinantal point process which we denote by ΦD. Applying
Proposition 5.1.18(i) to ΦD gives the announced expansion. (ii) This follows
from Proposition 5.1.18(ii) with the same argument as above for D being the
support of f . (iii) This is immediate from Proposition 5.1.18(iii).

5.1.5 Inequalities for moment measures

We will now give bounds on the moment measures of a determinantal point
process.

Proposition 5.1.20. Inequalities for the moment measures of determinantal
point processes. Under the conditions of Corollary 5.1.14, the following results
hold true.

(i) All the moment measures and factorial moment measures of the determi-
nantal point process Φ are locally finite.

(ii) For any k ∈ N∗,

MΦ(k) (B1 × · · · ×Bk) ≤
k∏
i=1

MΦ(Bi), B1, . . . , Bk ∈ B (G) . (5.1.12)

(iii) Le ρ(k) be the k-th factorial moment density with respect to µk. Then for
any n,m, l ∈ N,

ρ(n+m+l) (x1, . . . , xn+m+l) ρ
(l) (xn+m+1, . . . , xn+m+l)

≤ ρ(n+l) (x1, . . . , xn, xn+m+1, . . . , xn+m+l) ρ
(m+l) (xn+1, . . . , xn+m+l) ,

with the convention that ρ(k) equals 1 when k = 0.
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Proof. (i) The fact that the factorial moment measures are locally finite follows
from (5.1.7). The moment measures are also locally finite by Equation (13.A.23).
(ii) By the definition 5.1.1 of determinantal point processes, for any B1, . . . , Bk ∈
B (G),

MΦ(k) (B1 × · · · ×Bk) =

∫
B1×...×Bk

det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

≤
∫
B1×...×Bk

(
k∏
i=1

K (xi, xi)

)
µk (dx)

=

k∏
i=1

∫
Bi

K (xi, xi)µ (dxi) =

k∏
i=1

MΦ(Bi),

where the second line is due to Hadamard’s inequality (15.A.1) and the last
equality follows from (5.1.2). (iii) This follows from (15.A.2) when l = 0 and
from (15.A.3) when l ∈ N∗.

Corollary 5.1.21. Under the conditions of Corollary 5.1.14, the moment mea-
sures and the factorial moment measures of the determinantal point process Φ
are not larger than the respective measures of the Poisson point process with the
same mean measure.

Proof. For factorial moment measures, the announced inequality follows from
Proposition 5.1.20(ii) and Proposition 2.3.25. Invoking Equation (13.A.23) al-
lows one to conclude.

5.2 Existence of determinantal point processes
with regular kernels

In this section, we will give sufficient conditions for the existence of determinan-
tal point processes with given kernel. We begin by considering canonical kernels
as in Definition 16.A.24; which we remind below. The existence of more general
determinantal point processes will be proved in Section 5.2.4.

5.2.1 Canonical determinantal point processes

We denote by L2
C (µ,G) the space of measurable functions f : G→ C which are

square-integrable with respect to µ; cf. Definition 16.A.1.

Definition 5.2.1. Canonical kernels; reminder. Let µ be a σ-finite measure
on a l.c.s.h. space G, {ϕn}n∈N∗ be a sequence in L2

C (µ,G), and {λn}n∈N∗ be

nonnegative real numbers such that
∑
n∈N∗ λn ‖ϕn‖

2
< ∞. Let K : G2 → C be

a measurable function such that

K(x, y) =

{ ∑
n∈N∗ λnϕn(x)ϕn(y)∗ if x, y ∈ G1,

0 otherwise,
(5.2.1)
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where

G1 =

{
x ∈ G :

∑
n∈N∗

λn |ϕn (x)|2 <∞
}
. (5.2.2)

Then K is called a pre-canonical kernel associated to {ϕn}n∈N∗ and {λn}n∈N∗ .
If {ϕn}n∈N∗ is orthonormal, then K is called canonical kernel.

Definition 5.2.2. A determinantal point process Φ with canonical kernel as
in Definition 5.2.1 is called a canonical determinantal point process. In the
particular case when the coefficients λn are in {0, 1} for all n ∈ N∗, we say that
the process Φ is an elementary determinantal point process.

In what follows we aim to show existence of canonical determinantal point
processes. We begin by showing the existence of the elementary determinantal
point processes.

Lemma 5.2.3. Construction of elementary determinantal point processes [49,
Lemma 4.5.1]. Let µ be a locally finite measure on a l.c.s.h. space G and
let (ϕ1, . . . , ϕN ) be an orthonormal set in L2

C (µ,G) for some given N ∈ N∗.
Then there exists a determinantal point process Φ on G with kernel K(x, y) =∑N
n=1 ϕn(x)ϕn(y)∗, x, y ∈ G. Moreover, Φ has N points almost surely and the

corresponding Janossy measure (4.3.6) is given by

JN (dx1 × . . .× dxN ) = det (K (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) .

Proof. Observe that K is Hermitian and that, for any x, y, z ∈ G,∫
G
K(x, y)K(y, z)µ (dy) =

∫
G

N∑
n,m=1

ϕn(x)ϕn(y)∗ϕm(y)ϕm(z)∗µ (dy)

=

N∑
n,m=1

ϕn(x)ϕm(z)∗1{n=m} = K(x, z),

where the second equality is due to the fact that (ϕ1, . . . , ϕN ) is orthonormal.
Then it follows from [70, Theorem 5.1.4] that for any l ∈ {1, . . . , N},∫

G
det (K (xi, xj))1≤i,j≤l µ (dxl) = (N − l + 1) det (K (xi, xj))1≤i,j≤l−1 .

(5.2.3)
Applying the identity (5.2.3) recursively, it follows that∫

GN

1

N !
det (K (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) = 1. (5.2.4)

On the other hand, for any k ∈ N∗ and any (x1, . . . , xk) ∈ Gk, the ma-
trix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-definite since its is the sum

of the Hermitian nonnegative-definite matrices (ϕn(xi)ϕn(xj)
∗)1≤i,j≤k (n =
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1, . . . , N). Then det (K (xi, xj))1≤i,j≤k ≥ 0. Let ΠN be the probability mea-

sure on GN defined by

ΠN (dx1 × · · · × dxN ) :=
1

N !
det (K (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) ,

and let Φ be a point process on G with N points which are generated according
to the above distribution. We will show that Φ is a determinantal process with
kernel K. (i) Consider first some integer k > N . Since Φ has N points, the
k-th factorial moment measure of Φ is the null measure. On the other hand,
the matrix (K (xi, xj))1≤i,j≤k equals BB∗, where B is a matrix defined by

Bij = (ϕj (xi)) , 1 ≤ i ≤ k, 1 ≤ j ≤ N.
Then (K (xi, xj))1≤i,j≤k has rank N and therefore its determinant is zero.

Therefore, Equation (5.1.1) holds for k > N . (ii) Consider now some k ∈
{1, . . . , N}. By (4.3.6), the only non-zero Janossy measure of Φ is

JN (dx1 × · · · × dxN ) := det (K (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) .

Then the k-th factorial moment measure of Φ may be deduced from (4.3.9) as
follows

MΦ(k) (dx1 × · · · × dxk)

=
JN
(
dx1 × · · · × dxk ×GN−k

)
(N − k)!

=
1

(N − k)!

[∫
GN−k

det (K (xi, xj))1≤i,j≤N µ (dxk+1) . . . µ (dxN )

]
µ (dx1) . . . µ (dxk)

= det (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk) ,

where the last equality is due to (5.2.3). Thus Equation (5.1.1) holds also for
k ∈ {1, . . . , N} which concludes the proof.

Remark 5.2.4. Here is an alternative proof of (5.2.4). Since

K(x, y) =

N∑
n=1

ϕn(x)ϕn(y)∗,

it follows from Lemma 16.A.25(vi) that

det (K (xi, xj))1≤i,j≤N =
∑

1≤n1<...<nN≤N

∣∣∣det
(
ϕnj (xi)

)
1≤i,j≤N

∣∣∣2
=
∣∣∣det (ϕj (xi))1≤i,j≤N

∣∣∣2
=

∣∣∣∣∣ ∑
π∈SN

sgn(π)

N∏
k=1

ϕπ(k)(xk)

∣∣∣∣∣
2

=
∑

π,τ∈SN
sgn(πτ)

N∏
k=1

ϕπ(k)(xk)ϕτ(k)(xk)∗,
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where SN is the set of permutations of {1, . . . , N} and sgn(π) denotes the sig-
nature of the permutation π. Integrating the above equality over GN and using
the fact that (ϕ1, . . . , ϕN ) is an orthonormal set gives (5.2.4).

We show now the existence of a determinantal point process with a given
canonical kernel K and give an explicit construction of the point process.

Theorem 5.2.5. Construction of canonical determinantal point processes [49,
Theorem 4.5.3]. Let µ be a locally finite measure on a l.c.s.h. space G, let
{ϕn}n∈N∗ be an orthonormal set in L2

C (µ,G) and let {λn}n∈N∗ be such that
each λn is in [0, 1] and

∑
n∈N∗ λn < ∞. Let Z = {Zn}n∈N∗ be a sequence of

independent Bernoulli random variables with respective means {λn}n∈N∗ . Given
a realization z = {zn}n∈N∗ of Z such that

∑
n∈N∗ zn <∞, let

Kz(x, y) =
∑
n∈N∗

znϕn(x)ϕn(y)∗, x, y ∈ G,

and let Φz be an elementary determinantal point process with background mea-
sure µ and kernel Kz. Then the mixture ΦZ in the sense of Definition 2.2.25 is
a well defined point process on G which is determinantal with background mea-
sure µ and kernel K given by (5.2.1) (that is the canonical kernel associated to
{ϕn}n∈N∗ and {λn}n∈N∗).

Proof. Let G1 be given by (5.2.2). By Lemma 16.A.25(i), µ (G\G1) = 0. It
follows from Lemma 5.1.10 and Proposition 5.1.11 that it is enough to specify
the kernel K on G1 × G1 as in (5.2.1). Moreover, K is in L2

C
(
µ2,G2

)
by

Lemma 16.A.25(iv). (i) Observe that since E
[∑

n∈N∗ Zn
]

=
∑
n∈N∗ λn < ∞,

then
∑
n∈N∗ Zn < ∞ almost surely. Let z = {zn}n∈N∗ be a realization of Z

such that
∑
n∈N∗ zn < ∞. Then only a finite number of the zn are non-zero,

thus there exists a determinantal process Φz with kernel Kz by Lemma 5.2.3.
Namely Φz has N =

∑
n∈N∗ zn points almost surely and the corresponding

Janossy measure is

JzN (dx1 × · · · × dxN ) := det (Kz (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) . (5.2.5)

The finite dimensional distributions of Φz are related to its Janossy measures
by Corollary 4.3.9 as follows. For all disjoint sets A1, . . . , Ak ∈ B (G) and all
n1, . . . , nk ∈ N such that n1 + . . .+ nk = n ≤ N ,

P (Φz (A1) = n1, . . . ,Φz (Ak) = nk) =
1

n1! . . . nk!

JzN (An1
1 × · · · ×Ankk ×Br)

(N − n)!
,

where B = (A1 ∪ . . . ∪Ak)
c

and r = N − n. The above quantity is measurable
with respect to z. Then, by Lemma 2.2.26, the mixture ΦZ in the sense of
Definition 2.2.25 is a well defined point process on G. We will show now that
ΦZ is determinantal. Indeed, for any k ∈ N∗, the k-th factorial moment measure
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of ΦZ equals

M
Φ

(k)
Z

(dx1 × · · · × dxk) = E
[
Φ

(k)
Z (dx1 × · · · × dxk)

]
= E

[
E
[
Φ

(k)
Z (dx1 × · · · × dxk) | Z

]]
= E

[
det (KZ (xi, xj))1≤i,j≤k

]
µ (dx1) . . . µ (dxk) .

It remains to show that, for µk-almost all (x1, . . . , xk) ∈ Gk,

E
[
det (KZ (xi, xj))1≤i,j≤k

]
= det (K (xi, xj))1≤i,j≤k , (5.2.6)

which we do next. (ii) We will first prove (5.2.6) for some truncation of the
kernels. More precisely, for any N ∈ N, we will prove that

E

[
det
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

]
= det

(
K(N) (xi, xj)

)
1≤i,j≤k

, (5.2.7)

where

K
(N)
Z (x, y) =

N∑
n=1

Znϕn(x)ϕn(y)∗, x, y ∈ G,

and

K(N)(x, y) =

N∑
n=1

λnϕn(x)ϕn(y)∗, x, y ∈ G.

Indeed, observe that
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

= AB where A is the matrix in

Ck×N defined by

Ain = Znϕn (xi) , 1 ≤ i ≤ k, 1 ≤ n ≤ N,

and B is the matrix in CN×k defined by

Bnj = ϕn (xj)
∗
, 1 ≤ n ≤ N, 1 ≤ j ≤ k.

By the Cauchy-Binet formula [48, §0.8.7 p.22], we get

det(AB) =
∑

1≤n1,...,nk≤N
det(A[n1, . . . , nk]) det(B {n1, . . . , nk}),

where A[n1, . . . , nk] is the submatrix of A composed by the columns numbered
n1, . . . , nk and B {n1, . . . , nk} is the submatrix of B composed by the rows
numbered n1, . . . , nk. Moreover, by the very definition of the determinant of a
matrix

det (A[n1, . . . , nk]) =
∑
π∈Sk

sgn(π)

k∏
l=1

Zπ(nl)ϕπ(nl)(xl),
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where Sk is the set of permutations of {n1, . . . , nk} and sgn(π) denotes the
signature of the permutation π. Then

E [det(A[n1, . . . , nk])] = det(C[n1, . . . , nk]),

where C is a matrix in Ck×N defined by

Cin = λn ϕn (xi) , 1 ≤ i ≤ k, 1 ≤ n ≤ N,

Therefore,

E [det(AB)] =
∑

1≤n1,...,nk≤N
E [det(A[n1, . . . , nk])] det(B {n1, . . . , nk})

=
∑

1≤n1,...,nk≤N
det(C[n1, . . . , nk]) det(B {n1, . . . , nk})

= det
(
K(N) (xi, xj)

)
1≤i,j≤k

,

where the last equality is due the Cauchy-Binet formula and the fact that(
K(N) (xi, xj)

)
1≤i,j≤k = CB. This proves (5.2.7). (iii) We take now the

limit of (5.2.7) when N → ∞. The right-hand side of (5.2.7) converges to
det (K (xi, xj))1≤i,j≤k for µk-almost all (x1, . . . , xk) ∈ Gk. Then it remains to

show that, for any (x1, . . . , xk) ∈ Gk,

lim
N→∞

E

[
det
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

]
= E

[
det (KZ (xi, xj))1≤i,j≤k

]
, (5.2.8)

to finish the proof of (5.2.6). Recall that, almost surely
∑
n∈N∗ Zn <∞. Then

only a finite number of the Zn are non-zero, thus for any x, y ∈ G,

lim
N→∞

K
(N)
Z (x, y) = lim

N→∞

N∑
n=1

Znϕn(x)ϕn(y)∗ = KZ(x, y).

Therefore, since the determinant of a matrix is a multinomial of its components,
for any (x1, . . . , xk) ∈ Gk,

lim
N→∞

det
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

= det (KZ (xi, xj))1≤i,j≤k .

Taking the expectation in the above equality we get

E

[
lim
N→∞

det
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

]
= E

[
det (KZ (xi, xj))1≤i,j≤k

]
.

Since det
(
K

(N)
Z (xi, xj)

)
1≤i,j≤k

is increasing with N by Lemma 16.A.25(v), we

may exchange the expectation and the limit in the right-hand side of the above
equality by the monotone convergence theorem to get (5.2.8).
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Corollary 5.2.6. Let Φ be a determinantal point process as in Theorem 5.2.5.
Then Φ (G) is the sum of independent Bernoulli random variables with respective
means {λn}n∈N∗ . In particular, the void probability of Φ is smaller than that of
Poisson point process with the same mean measure.

Proof. Denote the point process Φ by ΦZ as in Theorem 5.2.5. Observe that,
given Z = z, then ΦZ is an elementary determinantal point process with∑
n∈N∗ zn points by Lemma 5.2.3. Then ΦZ (G) =

∑
n∈N∗ Zn, which proves

the first part of the Corollary. It follows that

P (ΦZ (G) = 0) = P

(∑
n∈N∗

Zn = 0

)
=
∏
n∈N∗

(1− λn) ≤ e−
∑
n∈N∗ λn ,

since 1−λ ≤ e−λ for any real λ; which shows the last assertion of the Corollary.

5.2.2 Integral operator: essentials

We will now attempt to represent a general kernel K : G2 → C in its canon-
ical form so that it can be used to construct the corresponding determinantal
point process. In this regard, we shall use some results from functional analysis
presented in details in Chapter 16 which we summarize now.

In the whole section, let µ be a locally finite measure on a l.c.s.h space G
and K ∈ L2

C
(
µ2,G2

)
. Observe that since G is l.c.s.h, then the space L2

C (µ,G)
is separable by Lemma 16.A.2. We introduce an integral operator KG associated
to K defined on L2

C (µ,G) by

KGf(x) =

∫
G
K (x, y) f (y)µ (dy) , f ∈ L2

C (µ,G) , x ∈ G,

cf. Definition 16.A.8. The properties of this operator are stated in Section 16.A.
In particular, the set of eigenvalues of KG is at most countable, and has at most
one accumulation point, namely, 0. Moreover, each non-zero eigenvalue has
finite multiplicity; cf. Proposition 16.A.11(ii).

The operator KG is Hermitian iff

K (x, y) = K (y, x)
∗
, for µ2-almost all (x, y) ∈ G2,

cf. Lemma 16.A.9(vi). In this case, K has the following representation in
L2
C
(
µ2,G2

)
K (x, y) =

∑
n∈N∗

λnϕn(x)ϕn(y)∗,

where {ϕn}n∈N∗ is an orthonormal basis of L2
C (µ,G) composed of eigenvectors

of KG with respective real eigenvalues {λn}n∈N∗ ; cf. Proposition 16.A.13(i)-(iii).
A Hermitian operator KG is called trace class if

∑
n∈N∗ |λn| <∞; cf. Corol-

lary 16.A.18(i).
Finally, a Hermitian operator KG is nonnegative-definite (i.e., 〈KGf, f〉 ≥ 0

for any f ∈ L2
C (µ,G)) iff λn ≥ 0 for all n ∈ N∗; cf. Proposition 16.A.13(v).
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Remark 5.2.7. Gaussian covariance functions define nonnegative-definite oper-
ator. If µ is a finite measure and G is a compact metric space, then an integral
operator KG with continuous Hermitian kernel K is Hermitian nonnegative-
definite iff there exist a Gaussian process indexed by supp (µ) with covariance
function K; cf. Proposition 16.A.31(i) and Theorem 16.A.32.

5.2.3 Canonical version of a kernel

We introduce now the notion of canonical version of a kernel.

Definition 5.2.8. Canonical version of a kernel. Let µ be a locally finite mea-
sure on a l.c.s.h. space G and let K ∈ L2

C
(
µ2,G2

)
. Assume that the integral

operator KG is Hermitian, nonnegative-definite, and trace class. Let {ϕn}n∈N∗
be an orthonormal basis of L2

C (µ,G) composed of eigenvectors of KG with re-
spective eigenvalues {λn}n∈N∗ . Then the kernel K̃ defined by the right-hand side
of (5.2.1) (with G1 given by (5.2.2)) is called the canonical version of K.

Note thatK and its canonical version K̃ are not necessarily µ-indistinguishable
in general. Hence, a determinantal point process constructed with kernel K̃ does
not necessarily admit K as kernel. In what follows we will develop sufficient
conditions for indistinguishablility between K and K̃. Our first observation is
that this holds for pre-canonical kernels K.

Proposition 5.2.9. Kernel versus its canonical version. Let µ be a locally
finite measure on a l.c.s.h. space G and let K ∈ L2

C
(
µ2,G2

)
. Assume that the

integral operator KG is Hermitian, nonnegative-definite, and trace class. Then
the following results hold.

(i) The kernel K and its canonical version coincide µ2-almost everywhere.

(ii) The kernel K and its canonical version lead to the same integral operator.

(iii) If KG is nonnegative-definite, then for all integers k ≥ 2, the matrix
(K (xi, xj))1≤i,j≤k is Hermitian and nonnegative-definite for µk-almost

all (x1, . . . , xk) ∈ Gk.

(iv) If K is a pre-canonical kernel (cf. Definition 5.2.1), then K is µ-indis-
tinguishable from its canonical version.

Proof. (i) This follows from Proposition 16.A.13(iii). (ii) This follows from (i)
and Lemma 16.A.9(iv). (iii) This follows from Proposition 16.A.13(vi). (iv)
Assume that K is a pre-canonical kernel; i.e., it has the form (5.2.1) where
{ϕn}n∈N∗ is an arbitrary sequence in L2

C (µ,G) and {λn}n∈N∗ are nonnegative

real numbers such that
∑
n∈N∗ λn ‖ϕn‖

2
< ∞. Let D ∈ Bc (G), let PD be

the projection from L2
C (µ,G) to L2

C (µ,D) defined by (16.A.25), let KD be the
restriction of K to D×D and let KD be the integral operator associated to KD.
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Since K has the form (5.2.1), then KD(x, y) =
∑
n∈N∗ λnPDϕn(x)PDϕn(y)∗,

which is a pre-canonical kernel. Thus, by Proposition 16.A.26(iii),

tr (KD) =

∫
D

K(x, x)µ (dx) . (5.2.9)

Let K̃ be a canonical version of K and let K̃D be the restriction of K̃ to D×D.
By Item (i), K (x, y) and K̃ (x, y) coincide for µ2-almost all (x, y) ∈ D2. Then,
by Lemma 16.A.9(iv), the integral operator associated to K̃D is also KD. Since
K̃D is a pre-canonical kernel, then, again by Proposition 16.A.26(iii),

tr (KD) =

∫
D

K̃(x, x)µ (dx) . (5.2.10)

Comparing (5.2.9) and (5.2.10), we get
∫
D
K(x, x)µ (dx) =

∫
D
K̃(x, x)µ (dx).

This being true for any D ∈ Bc (G), it follows that K (x, x) = K̃ (x, x), for
µ-almost all x ∈ G.

Proposition 5.2.9(iv) shows that a pre-canonical kernel K is indistinguishable
from its canonical version K̃. Hence, a determinantal point process constructed
with kernel K̃ in Theorem 5.2.5 (under assumption λn ∈ [0, 1] for all n ∈ N∗)
admits also K as its kernel; cf. Proposition 5.1.11(iii). This is not necessarily
true in full generality as we will see in Example 5.2.15. This motivates the
introduction of the notion of regular kernels.

5.2.4 Regular kernels

We shall define several regularity classes for kernels; some of them will be usefull
later when studying the broader class of α-determinantal point processes in
Section 5.3 which includes the determinantal point processes of Definition 5.1.1
as a particular case corresponding to α = −1.

Definition 5.2.10. Regularizable kernel. Let µ be a locally finite measure on
a l.c.s.h. space G, let K : G2 → C be a measurable function, and let α ∈ R∗−.

(i) K is called regularizable on G iff (i) K ∈ L2
C
(
µ2,G2

)
; and (ii) the integral

operator KG defined by (16.A.1) is Hermitian, nonnegative-definite, and
trace class. If moreover the eigenvalues of KG are not larger than −1/α ∈
R∗+, then K is called α-regularizable on G.

(ii) K is called locally regularizable (resp. locally α-regularizable) on G iff K
is regularizable (resp. α-regularizable) on all D ∈ Bc (G).

Definition 5.2.11. Regular kernel. Let µ be a locally finite measure on a l.c.s.h.
space G, let K : G2 → C be a measurable function, and let α ∈ R∗−.

(i) K is called regular (resp. α-regular) on G iff K is regularizable (resp.
α-regularizable) on G and µ-indistinguisable from its canonical version.
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(ii) K is called locally regular (resp. locally α-regular) on G iff K is regular
(resp. α-regular) on all D ∈ Bc (G).

The considered measure µ will often be clear from the context; otherwise we
will say K is regularizable, regular, etc. with respect to µ.

Note that if K is regularizable (resp. α-regularizable) on G, then its canon-
ical version K̃ is regular (resp. α-regular) on G by Proposition 5.2.9(iv).

Lemma 5.2.12. Global versus local regularity. Let µ be a locally finite measure
on a l.c.s.h. space G, K ∈ L2

C
(
µ2,G2

)
and KG the associated integral operator.

For any D ∈ Bc (G), let KD be the integral operator associated to the restriction
of K to D ×D. Then the following results hold.

(i) KG is Hermitian iff KD is Hermitian for any D ∈ Bc (G).

(ii) KG is nonnegative-definite iff KD is nonnegative-definite for any D ∈
Bc (G).

(iii) K is regularizable on G iff it is locally regularizable on G and KG is trace
class.

Proof. By Lemma 1.1.4, there exists increasing sets D1, D2, . . . ∈ Bc (G) such
that G =

⋃
k∈N∗ Dk. (i) Necessity is obvious. It remains to prove sufficiency. For

any k ∈ N∗, the integral operator KDk is Hermitian, then by Lemma 16.A.9(vi),
K (x, y) = K (y, x)

∗
for µ2-almost all (x, y) ∈ D2

k. Thus K (x, y) = K (y, x)
∗

for µ2-almost all (x, y) ∈ G2. Invoking again Lemma 16.A.9(vi) shows that
KG is Hermitian. (ii) Only sufficiency needs to be proved. Let f ∈ L2

C (µ,G).
Then 1Dk × f →

k→∞
f in L2

C (µ,G), thus KG1Dk × f →
k→∞

KGf in L2
C (µ,G)

by Lemma 16.A.9(ii). By the bicontinuity of the inner product in Hilbert
spaces [21, Theorem 1.3.3 p.57], 〈KG1Dkf,1Dkf〉 →

k→∞
〈KGf, f〉. Since for any

k ∈ N∗, 〈KG1Dkf,1Dkf〉 = 〈KDk1Dkf,1Dkf〉 is nonnegartive, then 〈KGf, f〉 ≥
0. Therefore, KG is nonnegative-definite. (iii) Necessity. Assume that K is
regularizable on G. Then the integral operator KG is trace class by definition.
Let D ∈ Bc (G) and let KD be the integral operator associated to the restriction
of K to D ×D. By Lemma 16.A.23(ii), for any f ∈ L2

C (µ,D),

KDf =
∑
n∈N∗

〈f, PDϕn〉λnPDϕn,

where equality is in L2
C (µ,D) and PD is the projection defined by (16.A.25). Ob-

serve moreover that
∑
n∈N∗ λn ‖PDϕn‖

2 ≤∑n∈N∗ λn ‖ϕn‖
2

=
∑
n∈N∗ λn <∞.

Then by Proposition 16.A.26(i), KD is the integral operator associated to the
pre-canonical kernel associated to {PDϕn}n∈N∗ and {λn}n∈N∗ . Thus by Propo-
sition 16.A.26(ii)-(iii), KD is Hermitian, nonnegative-definite, and trace class.
This being true for any D ∈ Bc (G), it follows that K is locally regularizable on
G. Sufficiency. Assume that K ∈ L2

C
(
µ2,G2

)
is locally regularizable on G and

that the integral operator KG is trace class. Then by Items (i)-(ii), KG is Hermi-
tian and nonnegative-definite. Thus K is regularizable on G by definition.
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By Mercer’s theorem 16.A.28, regularizable continuous kernels are regular:

Corollary 5.2.13. Let µ be a locally finite measure on a l.c.s.h. space G and
let K : G2 → C be a continuous function. Then the following results hold.

(i) If K is locally regularizable on G, then K is locally regular on G.

(ii) If K is regularizable on G, then K is regular on G.

Proof. (i) Assume that K is locally regularizable on G. Let D be a compact
subset of G, KD be the restriction of K to D ×D, µD be the restriction of µ
to D, and K̃D be a canonical version of KD. Mercer’s theorem 16.A.28 shows
that

KD(x, y) = K̃D (x, y) , x, y ∈ supp (µD) . (5.2.11)

By Lemma 14.B.3, µD (D\ supp (µD)) = 0, then Lemma 5.1.10 implies that KD

is indistinguisable from K̃D. Then K is locally regular on G. (ii) Assume that
K is regularizable on G. By Lemma 5.2.12, K is locally regularizable on G.
Then by Item (i), K is locally regular on G. Then (5.2.11) holds true for any
compact subset D of G. By Lemma 1.1.4, G may be covered by a countable
union of compact sets {Dn}n∈N∗ . Since for each Dn, the equality (5.2.11) holds,
it follows that

K(x, y) = K̃ (x, y) , x, y ∈ supp (µ) .

Then K is regular on G.

Remark 5.2.14. Shift-invariant kernels and α-regularity. In the particular case
of shift-invariant kernels on Rd (i.e. K(x, y) = K(x+t, y+t) for all x, y, t ∈ Rd),
sufficient conditions for α-regularity will be given in Theorem 5.6.8 in terms of
the Fourier transform of K(x, 0).

Example 5.2.15. The Poisson kernel is not regular. Let Φ be a Poisson point
process on a l.c.s.h. space G with diffuse intensity measure µ such that 0 <
µ (G) < ∞. We have already seen in Example 5.1.6 that Φ is a determinantal
point process with background measure µ and kernel K (x, y) = 1{x=y} for all
x, y ∈ G. The integral operator associated to K is

KGf(x) =

∫
G

1{x=y}f (y)µ (dy) = 0.

Then the canonical version of K is the null kernel; that is K̃ (x, y) = 0 for all
x, y ∈ G, leading to the null point process. Observe that K (x, x) = 1 6= K̃ (x, x)
for all x ∈ G, therefore, K is not regular.

Theorem 5.2.16. Existence of determinantal point processes with regular ker-
nels. Let µ be a locally finite measure on a l.c.s.h space G, let K : G2 → C be
(−1)-regular on G. Then the following results hold.

(i) There exists a determinantal point process Φ on G with background mea-
sure µ and kernel K. Moreover, the distribution of Φ is uniquely deter-
mined by µ and K.
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(ii) The distribution of the total number of points of Φ is given by

P (Φ (G) = k) =
∑

1≤n1<...<nk

λn1
. . . λnk

∏
l 6=n1,...,nk

(1− λl)

 , k ∈ N,

(5.2.12)
where {λn}n∈N∗ are the eigenvalues of the integral operator KG associated
to K. In particular, the void probability of Φ equals P (Φ (G) = 0) =∏
n∈N∗(1− λn).

(iii) For any k ∈ N∗, the k-th Janossy measure Jk of Φ admits the following
density with respect to µk

σk (x1, . . . , xk) (5.2.13)

=
∑

1≤n1<...<nk

λn1
. . . λnk

∏
l 6=n1,...,nk

(1− λl)

 ∣∣det(ϕnj (xi))1≤i,j≤k
∣∣2 ,

for µk-almost all (x1, . . . , xk) ∈ Gk, where {ϕn}n∈N∗ is an orthonormal
basis of L2

C (µ,G) composed of eigenvectors of KG and {λn}n∈N∗ are the
corresponding eigenvalues.

Proof. (i) Let K̃ be a canonical version of K. By Theorem 5.2.5, there exists
a determinantal point process Φ on G with background measure µ and kernel
K̃. Since K and K̃ are µ-indistinguisable, then Φ has also kernel K with
respect to the background measure µ by Proposition 5.1.11(iii). Uniqueness
follows from Corollary 5.1.14 and Equation (16.A.35). (ii) With the notation
in Theorem 5.2.5, the point process Φ = ΦZ has ΦZ (G) =

∑
n∈N∗ Zn points

almost surely. Then

P (ΦZ (G) = k)

=
∑

1≤n1<···<nk
P (Zn1 = · · · = Znk = 1, Zni = 0 for i ∈ N∗\ {n1, . . . , nk})

=
∑

1≤n1<...<nk

λn1
. . . λnk

∏
l 6=n1,...,nk

(1− λl)

 ,
where the last equality follows from the fact that Z = {Zn}n∈N∗ is a sequence
of independent Bernoulli random variables with respective means {λn}n∈N∗ .
Applying (5.2.12) with k = 0 gives the expression fo the void probability of Φ.
(iii) With the notation in Theorem 5.2.5, given a realization z = {zn}n∈N∗ of
Z = {Zn}n∈N∗ , the Janossy measure of Φz is given by (5.2.5)

JzN (dx1 × · · · × dxN ) := det (Kz (xi, xj))1≤i,j≤N µ (dx1) . . . µ (dxN ) ,

where N =
∑
n∈N∗ zn. Let 1 ≤ n1 < · · · < nN be the indexes n for which

zn = 1, then, by Lemma 16.A.25(vi),

det (Kz (xi, xj))1≤i,j≤N =
∣∣det(ϕnj (xi))1≤i,j≤N

∣∣2 .



248CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

Thus, deconditioning with respect to Z = {Zn}n∈N∗ , it follows that, for any
k ∈ N∗, the Janossy measure Jk (dx1 × . . .× dxk) of Φ admits the following
density with respect to µk

σk (x1, . . . , xk)

=
∑

1≤n1<...<nk

P (Zn1
= . . . = Znk = 1, Zni = 0 for i ∈ N∗\ {n1, . . . , nN})

∣∣det(ϕnj (xi))1≤i,j≤k
∣∣2

=
∑

1≤n1<...<nk

λn1 . . . λnk
∏

l 6=n1,...,nk

(1− λl)

 ∣∣det(ϕnj (xi))1≤i,j≤k
∣∣2 .

We aim now to extend the above result to locally regular kernels which allows
to construct determinantal point processes with infinite number of atoms.

Theorem 5.2.17. Existence of determinantal point processes with locally reg-
ular kernels. Let µ be a locally finite measure on a l.c.s.h space G and let
K : G2 → C be locally (−1)-regular on G. Then the following results hold true.

(i) There exists a determinantal point process Φ on G with background mea-
sure µ and kernel K. Moreover, the distribution of Φ is uniquely deter-
mined by µ and K.

(ii) Let D ∈ Bc (G), let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,D) com-

posed of eigenvectors of KD (the integral operator associated to the restric-
tion of K to D×D) and {λn}n∈N∗ be the corresponding eigenvalues. Then
the distribution of Φ (D) is given by (5.2.12) and for any k ∈ N∗, the k-th
Janossy measure Jk of the restriction of Φ to D admits the density σk
given by (5.2.13) with respect to µk.

The proof of Theorem 5.2.17 will be given in Section 5.2.4. It relies on
the construction of determinantal point processes on compact subsets of G and
extension to the whole space by verifying Kolmogorov consistency conditions.

In the particular case of continuous kernels, the result of Theorem 5.2.17
may be strengthened as follows.

Corollary 5.2.18. Existence of determinantal point process with continuous
kernels. Let µ be a locally finite measure on a l.c.s.h. space G and let K :
G2 → C be continuous and locally (−1)-regularizable on G. Then there exists a
determinantal point process Φ on G with background measure µ and kernel K.
Moreover, the distribution of Φ is uniquely determined by µ and K.

Proof. By Corollary 5.2.13(i), K is locally (−1)-regular on G. Theorem 5.2.17
allows one to conclude.
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Proof of Theorem 5.2.17

Before proving the above theorem, we need some preliminary results.

Lemma 5.2.19. Kolmogorov consistency conditions. Let µ be a locally finite
measure on a l.c.s.h. space G, K : G2 → C be regularizable on G, and K̃ be a
canonical version of K. Then the following results hold.

(i) For any D ∈ Bc (G), let KD be the restriction of K to D × D, and K̃D

be a canonical version of KD. Then K̃D is µ-indistinguishable from K̃D,
the restriction of K̃ to D ×D.

(ii) Let α ∈ R∗−. If K is α-regularizable (resp. regular, α-regular) on G, then
K is locally α-regularizable (resp. locally regular, locally α-regular) on G.

(iii) Assume that K is (−1)-regularizable. Let Φ be a determinantal point
process on G with kernel K̃ and background measure µ and let ΦD be a
determinantal point process on D with kernel K̃D and background measure
µ restricted to D. Then ΦD has the same distribution as the restriction
of Φ to D.

Proof. (i) Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G) composed of eigen-

vectors of KG and {λn}n∈N∗ be the corresponding respective eigenvalues. The

canonical version K̃ of K is defined by

K̃ (x, y) = 1 {x, y ∈ G1} ×
∑
n∈N∗

λnϕn (x)ϕn (y)
∗
,

where G1 is defined by (5.2.2). Then

K̃D (x, y) = 1 {x, y ∈ G1} ×
∑
n∈N∗

λnPDϕn (x)PDϕn (y)
∗
,

which is a pre-canonical kernel. Observe that KD and K̃D lead to the same
integral operator by Lemma 16.A.23(ii) and Proposition 16.A.26(i). Then KD

and K̃D have the same canonical version; that is K̃D. Since K̃D is a pre-
canonical kernel, then it is indistinguisable from its canonical version K̃D by
Proposition 5.2.9(iv). (ii) Step 1 : α-regularizable ⇒ locally α-regularizable.
Assume that K is α-regularizable on G. Observe that, for any f ∈ L2

C (µ,D),

‖KDf‖2 ≤ ‖KGf‖2 ≤ |α|−2 ‖f‖2 ,

where the last equality is due to Proposition 16.A.13(iv). Then ‖KD‖ ≤ |α|−1
,

thus the eigenvalues of KD are not larger than |α|−1
. Then K is locally α-

regularizable on G. Step 2 : regular ⇒ locally regular. Assume that K is
regular on G. By Lemma 5.2.12, K is locally regularizable on G. It remains
to show that, for any D ∈ Bc (G), KD is indistinguisable from its canonical

version K̃D. Since K is regular, then KD is indistinguisable from its canonical
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version K̃D, the restriction of K̃ to D ×D. Item (i) permits to conclude. Step
3 : α-regular ⇒ locally α-regular. This follows from the first two steps. (iii)
Observe that K̃ is regular. Moreover, by (iii), K is locally (−1)-regularizable on

G, then K̃D is (−1)-regular. The existence of Φ and ΦD then follows from The-
orem 5.2.5. On the other hand, by Lemma 5.1.5(i), the restriction ΦD of Φ to D
is a determinantal point process on D with kernel K̃D and background measure
µ restricted to D. Further, by Item (i) above, K̃D is µ-indistinguishable from
K̃D. Then, by Proposition 5.1.11(iii), ΦD has also kernel K̃D. Corollary 5.1.16
implies that ΦD and ΦD have the same distribution.

Lemma 5.2.20. Let µ be a locally finite measure on a l.c.s.h space G and let
K : G2 → C be locally (−1)-regularizable on G. For any D ∈ Bc (G), let KD be

the restriction of K to D×D, and let K̃D be a canonical version of KD. Then
there exists a determinantal point process Φ on G with background measure µ
such that, for any D ∈ Bc (G), the restriction of Φ to D has for kernel K̃D.

Proof. By Theorem 5.2.5, for each D ∈ Bc (G), there exists a determinantal

point process ΦD on G with kernel K̃D and background measure µ. It remains
to show the compatibility between the distributions of the point processes ΦD

over the different D ∈ Bc (G) to show that they are the distributions of the
restrictions of the same determinantal point process Φ on G. To do so consider
the family of finite dimensional distributions of all the ΦD when D ranges over
Bc (G). By Lemma 5.2.19(iii), this family satisfies the Kolmogorov consistency
conditions for point processes [31, Theorem 9.2.X] which concludes the proof.

We are now ready to prove Theorem 5.2.17.

Proof of Theorem 5.2.17. (i) Since K is locally (−1)-regular, then for any D ∈
Bc (G), KD is indistinguisable from its canonical version K̃D. Lemma 5.2.20
and Proposition 5.1.11(iii) show that there exists a determinantal point process
Φ on G with background measure µ such that for any D ∈ Bc (G), the restric-
tion of Φ to D has kernel KD. Lemma 5.1.5(ii) implies that Φ has kernel K
on G. Uniqueness follows again from Corollary 5.1.14. (ii) This follows from
Theorem 5.2.16(ii)-(iii) applied to the restriction of Φ to any D ∈ Bc (G).

5.3 α-Determinantal point processes

5.3.1 Definition and basic properties

We now consider the class of α-determinantal point processes which includes
the determinantal point processes of Definition 5.1.1 as a particular case corre-
sponding to α = −1. In this regard, we need the notion of α-determinant of a
finite dimensional matrix; cf. Definition 15.A.6.

Definition 5.3.1. α-Determinantal point process. Let µ be a locally finite
measure on a l.c.s.h. space G, let K : G2 → C be a measurable function and let
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α ∈ R. A point process Φ on G is said to be an α-determinantal point process
with background measure µ and kernel K if for all k ∈ N∗, the k-th factorial
moment measure MΦ(k) admits a density with respect to the product measure µk

which equals

ρ(k) (x1, . . . , xk) = detα (K (xi, xj))1≤i,j≤k , for µk-almost all x1, . . . , xk ∈ G,
(5.3.1)

where detα denotes the α-determinant (15.A.12). The function ρ(k) is called the
k-th factorial moment density with respect to µk. For α = 1, we say that Φ on
G is a permanental point process. For α = −1, we retrieve the determinantal
point processes of Definition 5.1.1.

Remark 5.3.2. The terminology for α-determinantal point processes is not
unanimous in the literature.

In the first paper by O. Macchi, the determinantal and permanental point
processes are called fermion and boson processes, respectively. This terminology
is used by several other authors; e.g. in [88].

For α > 0, what we call an α-determinantal point process is called a per-
manent process with parameter 1/α in [68, §3] and an 1/α-permanental point
processes in [62, Definition 12.2].

For α < 0, what we call an α-determinantal point process is called a deter-
minant process in [68, §6].

Similarly, our α-determinantal point processes are called α-permanental point
processes by some authors.

Observe that the mean measure of an α-determinantal point process Φ with
background measure µ and kernel K is given by

MΦ (B) =

∫
B

K (x, x)µ (dx) , B ∈ B (G) . (5.3.2)

In particular, K (x, x) ∈ R+ for µ-almost all x ∈ G.

Example 5.3.3. Poisson is α-determinantal. By the same arguments as in
Example 5.1.6, for all α ∈ R, a Poisson point process on a l.c.s.h. space G
with a diffuse and locally finite intensity measure µ is an α-determinantal point
process with background measure µ and kernel K (x, y) = 1{x=y} for all x, y ∈ G.
Indeed, by (5.1.4),

detα (K (xi, xj))1≤i,j≤k = 1, for µk-almost all x1, . . . , xk ∈ G.

Here is an extension of Lemma 5.1.3 for the thinning of α-determinantal
point processes.

Lemma 5.3.4. Thinning of α-determinantal point process. Let α ∈ R and let
Φ be an α-determinantal point process on a l.c.s.h. space G with background
measure µ and kernel K, p : G→ [0, 1] be some measurable function, and let Φ̃
be the thinning of Φ with retention function p. Then Φ̃ is an α-determinantal
point process on G with background measure µ and kernel

K̃ (x, y) =
√
p (x)K (x, y)

√
p (y), x, y ∈ G.
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Proof. The proof follows the same lines as that of Lemma 5.1.3, with det (·)
replaced by detα (·).

The following proposition will be useful for the construction of α-determinantal
point processes by superposition.

Proposition 5.3.5. Superposition of α-determinantal point processes. Let µ be
a locally finite measure on a l.c.s.h. space G, K : G2 → C a measurable function,
and Φ1, . . . ,Φm independent point processes such that Φl is an αl-determinantal
point process on G with background measure µ and kernel α−1

l K for all 1 ≤ l ≤
m. Assume that α1, . . . , αm ∈ R∗ are such that α−1

1 + · · ·+ α−1
m 6= 0. Then the

superposition Φ = Φ1 + · · ·+ Φm is an α-determinantal point process on G with

background measure µ and kernel α−1K, where α =
(
α−1

1 + · · ·+ α−1
m

)−1
.

Proof. It follows from [37] that for any matrix A = (Aij)1≤i,j≤k ∈ Ck×k,

detα(α−1A) =
∑

{I1,...,Im}

m∏
l=1

detαl

(
α−1
l (Aij)i,j∈Il

)
, (5.3.3)

where the summation
∑
{I1,...,Im} is over all partitions {I1, . . . , Im} of {1, . . . , k}.

On the other hand, by Lemma 14.E.5, for any k ∈ N∗ and any B1, . . . , Bk ∈
B (G),

Φ(k) (B1 × · · · ×Bk) =
∑

{I1,...,Im}

m∏
l=1

Φ
(|Il|)
l

(∏
u∈Il

Bu

)
.

Taking expectation and using the independence of the Φl’s, we get

MΦ(k) (B1 × · · · ×Bk)

=
∑

{I1,...,Im}

m∏
l=1

M
Φ

(|Il|)
l

(∏
u∈Il

Bu

)

=
∑

{I1,...,Im}

m∏
l=1

∫
∏
u∈Il

Bu

detαl
(
α−1
l K (xi, xj)

)
i,j∈Il

∏
u∈Il

µ (dxu)

=
∑

{I1,...,Im}

∫
B1×...×Bk

(
m∏
l=1

detαl
(
α−1
l K (xi, xj)

)
i,j∈Il

)
µ (dx1) . . . µ (dxk)

=

∫
B1×...×Bk

 ∑
{I1,...,Im}

m∏
l=1

detαl
(
α−1
l K (xi, xj)

)
i,j∈Il

µ (dx1) . . . µ (dxk)

=

∫
B1×...×Bk

detα
(
α−1K (xi, xj)

)
1≤i,j≤k µ (dx1) . . . µ (dxk) ,

where the last equality is due to (5.3.3).

Similarly to Lemma 5.1.5, we have:



5.3. α-DETERMINANTAL POINT PROCESSES 253

Lemma 5.3.6. α-Determinantal point process restriction. Let Φ be a point
process on a l.c.s.h. space G, µ some locally finite measure on G, K : G2 → C be
a measurable function and α ∈ R. For any D ∈ B (G), let µD be the restriction
of µ to D and KD be the restriction of K to D ×D.

(i) If Φ is an α-determinantal point process on G with background measure
µ and kernel K, then, for any D ∈ B (G), the restriction of Φ to D is
an α-determinantal point process on D with background measure µD and
kernel KD.

(ii) Inversely, if for any D ∈ Bc (G), the restriction of Φ to D is an α-
determinantal point process on D with background measure µD and kernel
KD, then Φ is an α-determinantal point process on G with background
measure µ and kernel K.

Proof. The proof follows in the same lines as that of Lemma 5.1.5.

Similarly to Proposition 5.1.11, we have:

Proposition 5.3.7. Let µ be a locally finite measure on a l.c.s.h. space G, let
K and K̃ be two µ-indistinguishable measurable functions from G2 to C and let
α ∈ R. Then the following results hold true.

(i) For all k ∈ N∗,

detα

(
K̃ (xi, xj)

)
1≤i,j≤k

= detα (K (xi, xj))1≤i,j≤k ,

for µk-almost all (x1, . . . , xk) ∈ Gk.

(ii) If Φ and Φ̃ are α-determinantal point processes with background measure
µ and kernels K and K̃ respectively, then Φ and Φ̃ have the same factorial
moment measures.

(iii) If Φ is an α-determinantal point process with background measure µ and
kernel K, then Φ has also kernel K̃ (with respect to the background mea-
sure µ).

Proof. The proof follows in the same lines as that of Proposition 5.1.11.

5.3.2 Uniqueness of distribution

Here is the analogue of Lemma 5.1.12 for α-determinantal point processes.

Proposition 5.3.8. Let α ∈ R∗ and let Φ be an α-determinantal point pro-
cess on a l.c.s.h. space G with background measure µ and kernel K where µ
is a locally finite measure on G. Assume moreover that

∫
GK (x, x)µ (dx) <

∞ (equivalently, by (5.3.2), E [Φ (G)] < ∞) and that for any k ≥ 2, the
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matrix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-definite for µk-almost all

(x1, . . . , xk) ∈ Gk. Then

E
[
Φ (G)

(k)
]
≤ k! (|α|E [Φ (G)])

k
, for all k ∈ N∗,

and

E
[
(1 + s)

Φ(G)
]
≤ 1

1− s |α|E [Φ (G)]
, for all s ∈

[
0,

1

|α|E [Φ (G)]

)
.

Moreover, the radius of convergence RGΦ(G)
of the generating function GΦ(G) is

larger than or equal to 1 + 1
|α|E[Φ(G)] . Further, the distribution of Φ is uniquely

determined by µ and K.

Proof. Let A = (Aij)1≤i,j≤k ∈ Ck×k be a Hermitian nonnegative-definite ma-
trix. Observe that

detα(A) ≤
∑
π∈Sk

|α|k−cyc(π)
k∏
i=1

∣∣Aiπ(i)

∣∣
≤ |α|k

∑
π∈Sk

k∏
i=1

∣∣Aiπ(i)

∣∣
≤ |α|k k!

k∏
i=1

Aii, (5.3.4)

where the third equality follows from (15.A.4). Then by the very definition of
an α-determinantal point process, for any k ≥ 2,

E
[
Φ (G)

(k)
]

=

∫
Gk

detα (K (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

≤ |α|k k!

∫
Gk

k∏
i=1

K (xi, xi)µ (dx1) . . . µ (dxk) = k! (|α|E [Φ (G)])
k
.

It follows from the above inequality that, for any s ∈ R∗+,

E
[
(1 + s)

Φ(G)
]

=
∑
k∈N

1

k!
E
[
Φ (G)

(k)
]
sk ≤

∑
k∈N

(s |α|E [Φ (G)])
k
,

where the first equality is due to Lemma 13.A.15. Therefore, the radius of
convergence RGΦ(G)

of the generating function GΦ(G) is larger than or equal

to 1 + 1
|α|E[Φ(G)] . Proposition 4.3.20(ii) implies that the distribution of Φ is

characterized by its factorial moment measures which are uniquely determined
by µ and K.

Corollary 5.3.9. Let α ∈ R∗ and let Φ be an α-determinantal point process
on a l.c.s.h. space G with background measure µ and kernel K where µ is
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a locally finite measure on G. Assume moreover that, for any D ∈ Bc (G),∫
D
K (x, x)µ (dx) < ∞ and for any k ≥ 2, the matrix (K (xi, xj))1≤i,j≤k is

Hermitian nonnegative-definite for µk-almost all (x1, . . . , xk) ∈ Gk. Then, for
any D ∈ Bc (G), E [Φ (D)] <∞ and

E
[
Φ (D)

(k)
]
≤ k! (|α|E [Φ (D)])

k
, for all k ∈ N∗,

and

E
[
(1 + s)

Φ(D)
]
≤ 1

1− s |α|E [Φ (D)]
, for all s ∈

[
0,

1

|α|E [Φ (D)]

)
.

Moreover, the radius of convergence RGΦ(D)
of the generating function GΦ(D) is

larger than or equal to 1 + 1
|α|E[Φ(D)] . Further, the distribution of Φ is uniquely

determined by µ and K.

Proof. By lemma 5.3.6, for any D ∈ Bc (G), the restriction of Φ to D is an α-
determinantal point process which we denote by ΦD. Applying Proposition 5.3.8
to ΦD gives the announced inequalities and shows that the distribution of Φ is
uniquely determined by µ restricted to D and K restricted to D2. This being
true for any D ∈ Bc (G), Corollary 1.3.4 allows one to conclude the proof.

Corollary 5.3.10. Let α ∈ R∗, µ a locally finite measure on a l.c.s.h. space
G, and K and K̃ two µ-indistinguishable measurable functions from G2 to C.
Assume moreover that K satisfies the conditions of Corollary 5.3.9. Then two α-
determinantal point processes with background measure µ and respective kernels
K and K̃ have the same distribution.

Proof. This follows from Corollary 5.3.9 and Proposition 5.3.7(iii).

5.3.3 Generating function and Laplace transform

We give now expansions of the generating function and Laplace transform of a
finite α-determinantal point process. Recall Definition 4.3.12 of the generating
function and Laplace transform of finite point processes.

Proposition 5.3.11. Generating function of finite α-determinantal point pro-
cess. Under the conditions of Proposition 5.3.8, the α-determinantal point pro-
cess Φ is almost surely finite and we have the following expansions of its gener-
ating function and Laplace transform. Let RGΦ(G)

be the radius of convergence
of the generating function GΦ(G).

(i) For all bounded measurable functions v : G → C such that ‖1− v‖∞ <
RGΦ(G)

− 1,

GΦ (v) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

[
k∏
i=1

(1− v (xi))

]
detα (K (xi, xj))1≤i,j≤k

µ (dx1) . . . µ (dxk) . (5.3.5)
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(ii) For any measurable function f : G→ C̄ such that
∥∥1− e−f

∥∥
∞ < RGΦ(G)

−
1,

LΦ (f) = 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk
ϕ (x1) . . . ϕ (xk) detα (K (xi, xj))1≤i,j≤k

µ (dx1) . . . µ (dxk) , (5.3.6)

where ϕ (x) = 1− e−f(x).

(iii) The void probability of Φ equals

P (Φ (D) = 0) = 1+

∞∑
k=1

(−1)
k

k!

∫
Dk

detα (K (xi, xj))1≤i,j≤k µ (dx1) · · ·µ (dxk) ,

(5.3.7)
for any D ∈ B (G) such that RGΦ(D)

> 2.

Moreover, the above two series are absolutely convergent.

Proof. The fact that Φ is almost surely finite comes from the following assump-
tion in Proposition 5.3.8

E [Φ (G)] = MΦ (G) =

∫
G
K (x, x)µ (dx) <∞,

where the second equality is due to (5.3.2). (i) Observe that, by Proposi-
tion 5.3.8, RGΦ(G)

≥ 1+ 1
|α|E[Φ(G)] > 1 (where RGΦ(G)

is the radius of convergence

of the generating function GΦ(G)). Then Proposition 4.3.15(i) gives the an-
nounced expansion. (ii) This follows from Corollary 4.3.16. (iii) This follows
from Proposition 4.3.1.

We deduce now the generating function and Laplace transform of a general
α-determinantal point process.

Corollary 5.3.12. Generating function of α-determinantal point processes.
Under the conditions of Corollary 5.3.9, the following results hold true. For any
D ∈ Bc (G), let RGΦ(D)

be the radius of convergence of the generating function
GΦ(D).

(i) The expansion (5.3.5) of the generation function holds for any measurable
function v : G → C such that the support D of 1 − v is in Bc (G) and
‖1− v‖∞ < RGΦ(D)

− 1.

(ii) The expansion (5.3.6) of the Laplace transform holds for any measur-
able function f : G → C̄ whose support D is in Bc (G) and such that∥∥1− e−f

∥∥
∞ < RGΦ(D)

− 1.

(iii) The expansion (5.3.7) of the void probability holds for any D ∈ Bc (G)
such that RGΦ(D)

> 2.
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Moreover, the series in the above two expansions are absolutely convergent.

Proof. (i) Let D be the support of 1 − v. By Lemma 5.3.6(i), the restriction
of Φ to D is a determinantal point process which we denote by ΦD. Applying
Proposition 5.3.11(i) to ΦD gives the announced expansion. (ii) This follows
from Proposition 5.3.11(ii) with the same argument as above for D being the
support of f . (iii) This is immediate from Proposition 5.3.11(iii).

5.3.4 Permanental point process as Cox point process

Permanental point processes is a special class of α-determinantal point processes
(α = 1) which are also Gaussian Cox point processes. For required results
concerning the symmetric complex Gaussian random variables; see Section 14.G.

Proposition 5.3.13. [49, Proposition 4.9.2] Let µ be a locally finite measure
on a l.c.s.h. space G and let {Z (x)}x∈G be a symmetric complex Gaussian
stochastic process (cf. Definition 14.G.1(iii)). Let Φ be a Cox point process on

G directed by the measure Λ (dx) = |Z (x)|2 µ (dx) (Φ is called Gaussian Cox
point process) Then Φ is a permanental point process with kernel

K (x, y) = E
[
Z (x)Z (y)

∗]
, x, y ∈ G.

Proof. For any locally finite measure ζ, let Φζ be a Poisson point process of
intensity measure ζ. Then by Definition 2.3.1, the Cox point process Φ is the
mixture ΦΛ. Given Λ, it follows from Proposition 2.3.25 that the k-th factorial
moment measure of ΦΛ is given by

M
Φ

(k)
Λ

(dx1 × · · · × dxk) = Λ (dx1) . . .Λ (dxk)

= |Z (x1)|2 . . . |Z (xk)|2 µ (dx1) . . . µ (dxk) .

Thus, for any B ∈ B (G)
⊗k

,

MΦ(k) (B) = E
[
M

Φ
(k)
Λ

(B)
]

= E
[
E
[
M

Φ
(k)
Λ

(B) | Λ
]]

= E

[∫
B

|Z (x1)|2 . . . |Z (xk)|2 µ (dx1) . . . µ (dxk)

]
=

∫
B

E
[
|Z (x1)|2 . . . |Z (xk)|2

]
µ (dx1) . . . µ (dxk)

=

∫
B

per
(
E
[
Z (xi)Z (xj)

∗])
1≤i,j≤k µ (dx1) . . . µ (dxk) ,

where the last equality follows from Wick’s formula (14.G.1).

The converse of the above proposition is also true: a permanental point
process with regular kernel can be constructed as some Gaussian Cox process.
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Theorem 5.3.14. [49, Corollary 4.9.3] Let µ be a locally finite measure on a
l.c.s.h. space G and let K : G2 → C be a regular kernel on G. Then there exists
a permanental point process with background measure µ and kernel K.

Proof. Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G) composed of eigen-

vectors of KG and {λn}n∈N∗ be the corresponding respective eigenvalues. Since
K is regular, it is µ-indistinguishable from its canonical version (5.2.1); that is

K̃ (x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, x, y ∈ G1,

where G1 =
{
x ∈ G :

∑
n∈N∗ λn |ϕn (x)|2 <∞

}
. By Proposition 5.3.7(iii), it is

enough to show that there exists a permanental point process with background
measure µ and kernel K̃. Let {Yn}n∈N∗ be independent standard complex Gaus-
sian random variables (cf. Definition 14.G.1(i)) and let {Z (x)}x∈G be defined
by

Z (x) =

{
0, x ∈ G\G1,∑
n∈N∗

√
λnϕn(x)Yn, x ∈ G1.

Observe that, for each x ∈ G1, the series in the right-hand side of the above
equality converges in L2

C (P,Ω) by [21, Theorem 1.3.15(a) p.70]. Then Z (x)
belongs to the Hilbert subspace H of L2

C (P,Ω) generated by {Yn}n∈N∗ ; cf. Def-
inition 14.G.3. Moreover, H is symmetric complex Gaussian by Lemma 14.G.4.
Thus the stochastic process {Z (x)}x∈G is symmetric complex Gaussian. Since
{Yn}n∈N∗ is an orthonormal basis of H, then for any x, y ∈ G1,

E
[
Z (x)Z (y)

∗]
=
∑
n∈N∗

√
λnϕn(x)

√
λnϕn(y)∗ = K̃ (x, y) ,

where the first equality is due to [21, Theorem 1.3.15(d) p.71]. Let Φ be a Cox

point process on G directed by the measure Λ (dx) = |Z (x)|2 µ (dx). Then, by
Proposition 5.3.13, Φ is a permanental point process with kernel K̃ (x, y) with
respect to the background measure µ.

We now extend the above result to locally regular kernels.

Theorem 5.3.15. Existence of permanental point process with locally regular
kernels. Let µ be a locally finite measure on a l.c.s.h space G and let K : G2 → C
be locally regular on G. Then there exists a unique (in distribution) permanental
point process Φ on G with background measure µ and kernel K.

Proof of Theorem 5.3.15

We shall proceed as we did for determinantal point processes in Section 5.2.4;
we begin by two preliminary results.

Lemma 5.3.16. Kolmogorov consistency conditions for permanental point pro-
cess. Let µ be a locally finite measure on a l.c.s.h. space G, K : G2 → C
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regularizable on G, and K̃ a canonical version of K. Let D ∈ Bc (G), KD the

restriction of K to D×D, and K̃D a canonical version of KD. Let Φ be a per-
manental point process on G with kernel K̃ and background measure µ and let
ΦD be a permanental point process on D with kernel K̃D and background mea-
sure µ restricted to D. Then ΦD has the same distribution as the restriction of
Φ to D.

Proof. The proof follows the same lines as that of Lemma 5.2.19(iii) by invok-
ing Theorem 5.3.14 for the existence of Φ and ΦD and Corollary 5.3.10 for
uniqueness in distribution.

Lemma 5.3.17. Let µ be a locally finite measure on a l.c.s.h. space G and
K : G2 → C locally regularizable on G. For any D ∈ Bc (G), let KD be the

restriction of K to D×D and let K̃D be a canonical version of KD. Then there
exists a permanental point process Φ on G with background measure µ such that
for any D ∈ Bc (G), the restriction of Φ to D has kernel K̃D.

Proof. The proof follows the same lines as that of Lemma 5.2.20 by invoking
Theorem 5.3.14 for the existence of ΦD and Corollary 5.3.10 for uniqueness in
distribution.

Proof of Theorem 5.3.15. The proof follows the same lines as that of Theo-
rem 5.2.17(i). Since K is locally regular, then for any D ∈ Bc (G), KD is

indistinguisable from K̃D. Lemma 5.3.17 and Proposition 5.3.7(iii) show that
there exists a permanental point process Φ on G with background measure
µ such that for any D ∈ Bc (G), the restriction of Φ to D has kernel KD.
Lemma 5.3.6(ii) implies that Φ has kernel K on G. Uniqueness follows again
from Corollary 5.3.9.

5.3.5 Existence of α-determinantal point processes for α ∈
{±1/m : m ∈ N∗}

We consider now the problem of existence of α-determinantal point processes for
values of α 6= 1 and −1 (the case α = 1 or −1 are already treated in Sections 5.2
and 5.3.4 respectively). Below, an α-determinantal point process is constructed
for any α ∈ {−1/m : m ∈ N∗} (resp. {1/m : m ∈ N∗}) as a superposition of
determinantal (resp. permanental) point processes.

Theorem 5.3.18. Existence of α-determinantal point processes. Let µ be a
locally finite measure on a l.c.s.h. space G. Let α ∈ R and K : G2 → C be such
that:

(a) either α ∈ {−1/m : m ∈ N∗} and K is locally α-regular on G;

(b) or α ∈ {1/m : m ∈ N∗} and K is locally regular on G.

Then the following results hold.
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(i) There exists an α-determinantal point process Φα on G with background
measure µ and kernel K.

(ii) The distribution of Φα is uniquely determined by µ and K.

(iii) Φα may be constructed as the superposition of m = 1/ |α| independent
sign (α)-determinantal point processes with background measure µ and ker-
nel |α|K.

Proof. Observe that:

(a) If α = −1/m (m ∈ N∗), then −αK is locally (−1)-regular on G, hence,
by Theorem 5.2.17(i), there exists a determinantal point process Φ on G
with background measure µ and kernel −αK.

(b) If α = 1/m (m ∈ N∗), then αK is locally regular on G, hence by Theo-
rem 5.3.15, there exists a permanental point process Φ on G with back-
ground measure µ and kernel αK.

Let Φα be the superposition of m independent point processes with the same
distribution as Φ. By Proposition 5.3.5 Φα is α-determinantal with background
measure µ and kernel K. Uniqueness follows from Corollary 5.3.9.

Corollary 5.3.19. In the conditions of Theorem 5.3.18(a), for any B ∈ Bc (G),
the radius of convergence RGΦα(D)

of the generating function GΦα(D) is infinite.

Proof. Let α = −1/m for some m ∈ N∗ and let Φ be a determinantal point
processes with background measure µ and kernel |α|K. By Theorem 5.3.18(iii),

GΦα(D) =
(
GΦ(D)

)m
.

Then by [59, Proposition 1.1.4 p.4], RGΦα(D)
≥ RGΦ(D)

= ∞ where the last
equality is due to Lemma 5.1.12(ii).

For more general values of α, the existence of the corresponding α-determi-
nantal point processes is not garanteed for all locally regular kernel K. Indeed,
since the factorial moment density should be nonnegative, detα in the right-hand
side of (5.3.1) should be nonnegative. This holds true for any nonnegative-
definite matrix only for the specific values of α considered above.

Remark 5.3.20. Cf. [10, Theorem 2.3].

(i) detα (A) ≥ 0 for any complex Hermitian nonnegative-definite matrix A iff

α ∈ {±1/m : m ∈ N} ∪ {0} . (5.3.8)

(ii) detα (A) ≥ 0 for any real symmetric nonnegative-definite matrix A iff

α ∈ {−1/m : m ∈ N} ∪ {2/m : m ∈ N} ∪ {0} .

Remark 5.3.21. Bibliographic notes. [68, §3] shows the existence of α-deter-
minantal point processes for any α ∈ R∗+ with some specific kernels, besides the
Poisson kernel (5.1.3).



5.4. LAPLACE TRANSFORM AND JANOSSY MEASURES REVISITED261

5.4 Laplace transform and Janossy measures re-
visited

In this section, we shall express the Laplace transform of α-determinantal point
processes as a determinant of some associated operator (called Fredholm de-
terminant ; see Definition 16.B.4). We shall also give the Janossy measures of
α-determinantal point processes.

5.4.1 Laplace transform as operator determinant

Lemma 5.4.1. Laplace transform as operator determinant. Let µ be a locally
finite measure on a l.c.s.h. space G. Let α ∈ R and K : G2 → C be such that:

(a) either α ∈ {−1/m : m ∈ N∗} and K is α-regular on G;

(b) or α ∈ {1/m : m ∈ N∗} and K is regular on G.

Let Φα be an α-determinantal point process on G with background measure
µ and kernel K. Then for any measurable function f : G→ R̄+,

LΦα (f) = det (I + αKϕ)
−1/α

, (5.4.1)

where ϕ = 1 − e−f and Kϕ is the integral operator with kernel Kϕ (x, y) =√
ϕ (x)K (x, y)

√
ϕ (y); provided the function f satisfies in the case (b) that∥∥1− e−f

∥∥
∞ < min

(
RGΦα(G)

− 1, 1/ ‖αKG‖
)
. (5.4.2)

Proof. The existence of Φα is proved in Theorem 5.3.18. Since |Kϕ(x, y)| ≤
|K(x, y)|, then Kϕ is square integrable with respect to µ2. Thus the associated
integral operator Kϕ is well defined by Lemma 16.A.9(i). Let {ϕn}n∈N∗ be an
orthonormal basis of L2

C (µ,G) composed of eigenvectors of KG and let {λn}n∈N∗
be the corresponding eigenvalues. Then, a canonical version K̃ of K is given
by (5.2.1)

K̃ (x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, x, y ∈ G1,

where G1 be given by (5.2.2). Then Kϕ is the integral operator with kernel Kϕ

defined by

Kϕ (x, y) =
√
ϕ (x)K̃ (x, y)

√
ϕ (y)

=
∑
n∈N∗

λn
√
ϕ (x)ϕn(x)ϕn(y)∗

√
ϕ (y),

for all x, y ∈ G1. Observe that∫
G
|Kϕ(x, x)|µ (dx) =

∑
n∈N∗

λn

∫
G
ϕ (x) |ϕn (x)|2 µ (dx) ≤

∑
n∈N∗

λn <∞.



262CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

Then, by Proposition 16.A.26(iii), Kϕ is trace class and

tr (Kϕ) =

∫
G
Kϕ(x, x)µ (dx) .

(i) Case α = −1. By Proposition 16.B.10,

det (I − Kϕ)

= 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

det (Kϕ (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

= 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
1− e−f(x1)

)
. . .
(

1− e−f(xk)
)

det
(
K̃ (xi, xj)

)
1≤i,j≤k

µ (dx1) · · ·µ (dxk)

= 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
1− e−f(x1)

)
. . .
(

1− e−f(xk)
)

det (K (xi, xj))1≤i,j≤k

µ (dx1) · · ·µ (dxk) ,

where the last equality is due to Proposition 5.1.11(i). The right-hand side of the
above relation equals LΦα (f) by Proposition 5.1.18(ii). (ii) Case α = −1/m,
for some m ∈ N∗. Let Φ be a determinantal point processes with background
measure µ and kernel |α|K. By Theorem 5.3.18(iii) and Proposition 1.3.15

LΦα (f) = [LΦ (f)]
m

= det (I + αKϕ)
−1/α

,

where the second equality is due to Item (i). (iii) Case α = 1/m, for some
m ∈ N∗. Since ‖Kϕ‖ ≤

∥∥1− e−f
∥∥
∞ ‖αKG‖ < 1, where the second inequality is

due to (5.4.2), then by Proposition 16.B.13(i),

det (I + αKϕ)
−1/α

= 1 +
∞∑
k=1

(−1)
k

k!

∫
Gk

detα (Kϕ (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk)

= 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
1− e−f(x1)

)
. . .
(

1− e−f(xk)
)

detα

(
K̃ (xi, xj)

)
1≤i,j≤k

µ (dx1) · · ·µ (dxk)

= 1 +

∞∑
k=1

(−1)
k

k!

∫
Gk

(
1− e−f(x1)

)
. . .
(

1− e−f(xk)
)

detα (K (xi, xj))1≤i,j≤k

µ (dx1) · · ·µ (dxk) ,

where the last equality is due to Proposition 5.3.7(i). The right-hand side of
the above relation equals LΦα (f) by Proposition 5.3.11(ii) and the assumption∥∥1− e−f

∥∥
∞ < RGΦ(G)

− 1 which is due to (5.4.2).
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Note that both side of equality (5.4.1) are well defined for any measurable
function f : G → R̄+. In fact, we will show in Proposition 5.4.5 below that
condition (5.4.2) is actually not necessary for equality (5.4.1) to hold. For this,
we shall relate the determinant to Janossy measures.

5.4.2 Janossy measures of α-determinantal point processes;
α ∈ {1/m : m ∈ N∗}

We now introduce the notion of α-inverse of integral operators for α ∈ R+.

Definition 5.4.2. α-Inverse of integral operators. Let G be a l.c.s.h. space,
α ∈ R+, and K : G2 → C be a measurable function.

(i) If K is regular on G, then we define the α-inverse of the associated integral
operator KG by

LG
α := (I + αKG)−1KG. (5.4.3)

(ii) If K is locally regular on G, then for each D ∈ Bc (G) we define the
α-inverse of KD by

LDα := (I + αKD)−1KD. (5.4.4)

The following lemma studies the properties of the α-inverse operator (5.4.3).
In particular, the first result justifies the naming of the operator LG

α as an α-
inverse of KG.

Lemma 5.4.3. α-Inverse operator properties. Let µ be a locally finite measure
on a l.c.s.h. space G, α ∈ R+, K : G2 → C be regular on G, and LG

α the
α-inverse of the associated integral operator KG. Then the following results hold
true.

(i) (I + αKG)
(
I − αLG

α

)
= I.

(ii) The operator LG
α defined by (5.4.3) is trace class and has nonnegative

eigenvalues. Moreover,

∥∥LG
α

∥∥ =
‖KG‖

1 + α ‖KG‖
. (5.4.5)

(iii) Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G) composed of eigenvec-

tors of KG and {λn}n∈N∗ be the corresponding eigenvalues. Then LG
α is an

integral operator with kernel L̃G
α equal to the canonical kernel associated

to {ϕn}n∈N∗ and
{

λn
1+αλn

}
n∈N∗

.

(iv) Let g : G → R+ be a bounded measurable function, then LG
αg and gLG

α

are trace class, where LG
αg is the composition of LG

α with the operator of
multiplication by g and similarly for gLG

α.



264CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

Proof. (i) Using (5.4.3), we get

(I + αKG)
(
I − αLG

α

)
= (I + αKG)

[
I − α(I + αKG)−1KG

]
= I.

(ii) A straightforward calculation shows that, for any λ 6= −1/α and ϕ ∈
L2
C (µ,G),

KGϕ = λϕ⇔ LG
αϕ =

λ

1 + αλ
ϕ. (5.4.6)

By Proposition 16.A.13(i), there exists an orthonormal basis of L2
C (µ,G) com-

posed of eigenvectors {ϕn}n∈N∗ of KG with respective eigenvalues {λn}n∈N∗ .
The above display shows that {ϕn}n∈N∗ are also eigenvectors of LG

α with cor-

responding eigenvalues
{

λn
1+αλn

}
n∈N∗

which are nonnegative. Since KG is trace

class, then
∑
n∈N∗ λn < ∞. Clearly

∑
n∈N∗

λn
1+αλn

< ∞, and hence LG
α is trace

class. By Proposition 16.A.13(iv)∥∥LG
α

∥∥ = sup
n∈N∗

λn
1 + αλn

= sup
n∈N∗

1

α

(
1− 1

1 + αλn

)
=

1

α

(
1− 1

1 + α supn∈N∗ λn

)
=

‖KG‖
1 + α ‖KG‖

.

(iii) We have shown in (ii) that {ϕn}n∈N∗ are eigenvectors of LG
α with respective

eigenvalues
{

λn
1+αλn

}
n∈N∗

. (iv) Recall LG
αg is bounded (cf. Example 16.B.8),

then Lemma 16.A.17 allows one to conclude.

Remark 5.4.4. Let K be as in Lemma 5.4.3. In general, the restriction prop-
erty (16.A.26) doesn’t hold for the α-inverse operator LDα defined by (5.4.4);
that is

LDα 6= PDLG
αPD,

where PD is the projection operator (see (16.A.25)).

Proposition 5.4.5. Let µ be a locally finite measure on a l.c.s.h. space G,
α ∈ R∗+, and K : G2 → C be regular on G. Let f : G → R+ be a measurable
function, ϕ = 1− e−f , and Kϕ be the integral operator with kernel Kϕ (x, y) =√
ϕ (x)K (x, y)

√
ϕ (y). Then, the following results hold true.

(i)
det(I + αKϕ) = det(I + αKG) det(I − αe−f/2LG

αe
−f/2), (5.4.7)

where LG
α is the α-inverse of KG given by (5.4.3).

(ii)

det (I + αKϕ)
−1/α

= det(I + αKG)−1/α

+
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi)JG

α,k (dx1 × · · · × dxk) ,
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where JG
α,k is given by

JG
α,k (dx1 × · · · × dxk) = (5.4.8)

det(I + αKG) detα

(
L̃G
α (xi, xj)

)
1≤i,j≤k

µ (dx1) . . . µ (dxk) ,

with L̃G
α being the canonical kernel associated to LG

α.

(iii) If α ∈ {1/m : m ∈ N∗}, then there exists a finite point process Φα on G
with Janossy measures

{
JG
α,k

}
k∈N∗

given by (5.4.8) and such that

P(Φα(G) = 0) = det(I + αKG)−1/α.

Moreover, the Laplace transform of Φα is given by

LΦα (f) = det (I + αKϕ)
−1/α

,

for any measurable function f : G→ R+.

(iv) For α = 1, the number of atoms Φ1(G) has the same distribution as∑
n∈N∗ Zn where {Zn}n∈N∗ are independent geometric random variables

with respective parameters {1/ (1 + λn)}n∈N∗ (i.e., P (Zn = k) = 1
1+λn

(
λn

1+λn

)k
for any k ∈ N), with {λn}n∈N∗ being the eigenvalues of KG accounting for
their multiplicities.

(v) For any α ∈ {1/m : m ∈ N∗},

RGΦα(G)
= 1 +

1

‖αKG‖
.

(vi) For any α ∈ {1/m : m ∈ N∗}, the point process Φα is α-determinantal on
G with background measure µ and kernel K.

Proof. (i) Observe that ϕ is bounded, then

det(I + αKϕ) = det(I + αKGϕ)

= det(I + αKG − αKGe
−f )

= det(I + αKG) det(I − α(I + αKG)−1KGe
−f )

= det(I + αKG) det(I − αLG
αe
−f )

= det(I + αKG) det(I − αe−f/2LG
αe
−f/2).

where the first equality is due to (16.B.9), the third equality is due to (16.B.5)
and the fact that LG

αe
−f is trace class by Lemma 5.4.3(iv), and the last equality

is due to (16.B.4). (ii) By Lemma 5.4.3(iv), the operator e−f/2LG
αe
−f/2 is trace



266CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

class. Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G) composed of eigenvec-

tors of KG and {λn}n∈N∗ be the corresponding eigenvalues. By Lemma 5.4.3(iii),

the operator e−f/2LG
αe
−f/2 is an integral operator with kernel

L (x, y) =
∑
n∈N∗

λn
1 + αλn

e−f(x)/2ϕn (x)ϕn (y)
∗
e−f(y)/2.

Then by Proposition 16.A.26(ii), the operator e−f/2LG
αe
−f/2 is Hermitian and

nonnegative-definite. By Proposition 5.2.9(iv), L is indistinguishable from its
canonical version. Since f is nonnegative, then

∥∥e−f/2∥∥∞ ≤ 1. On the other

hand by (5.4.5),
∥∥αLG

α

∥∥ < 1 and therefore
∥∥αe−f/2LG

αe
−f/2∥∥ < 1. Then apply-

ing Proposition 16.B.13(i) to the operator e−f/2LG
αe
−f/2, we get

det(I − αe−f/2LG
αe
−f/2)−1/α

= 1 +
∑
k∈N∗

1

k!

∫
Gk

detα (L (xi, xj))1≤i,j≤k µ (dx1) . . . µ (dxk) (5.4.9)

= 1 +
∑
k∈N∗

1

k!

∫
Gk

detα

(
L̃G
α (xi, xj)

)
1≤i,j≤k

e−
∑k
i=1 f(xi) µ (dx1) . . . µ (dxk) ,

where L̃G
α (x, y) =

∑
n∈N∗

λn
1+αλn

ϕn (x)ϕn (y)
∗

is a canonical kernel associated to

LG
α as provided in Lemma 5.4.3(iii). Combining the above equation with (5.4.7)

and then using (5.4.8), we get

det(I + αKϕ)−1/α = det(I + αKG)−1/α

+
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi) JG

α,k (dx1 × . . .× dxk) .

(iii) Step 1. Consider first the case α = 1. By Lemma 16.A.25(v), for

µk-almost all x1, . . . , xk ∈ G, the matrix
(
L̃G

1 (xi, xj)
)

1≤i,j≤k
is nonnegative-

definite. Therefore, by Lemma 15.A.7, det1

(
L̃G

1 (xi, xj)
)

1≤i,j≤k
≥ 0 since

det1 = per. Thus JG
1,k defined by (5.4.8) is indeed a measure on Gk. More-

over, applying (ii) with f = 0, we get

det(I +KG)−1 +
∑
k∈N∗

1

k!
JG

1,k

(
Gk
)

= det (I) = 1.

Then, by Corollary 4.3.8, there exists a finite point process Φ on G with Janossy

measures
(
JG

1,k

)
k∈N∗

and such that P (Φ (G) = 0) = det(I+KG)−1. This point

process has Laplace transform given by, for any measurable function f : G →
R+,

LΦ (f) = det(I +KG)−1 +
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi)JG

1,k (dx1 × · · · × dxk)

= det (I +Kϕ)
−1
,



5.4. LAPLACE TRANSFORM AND JANOSSY MEASURES REVISITED267

where the first equality follows from Lemma 4.3.14(iii) and the second equality
follows from (ii). Step 2. Consider now some α ∈ {1/m : m ∈ N∗}. Observe
that αK is locally regular on G. Then by Step 1, there exists a point process Φ
such that

LΦ (f) = det (I + αKϕ)
−1
.

Let Φα be the sum of m independent point processes with the same distribution
as Φ. By Proposition 1.3.15, its Laplace transform equals

LΦα (f) = [LΦ (f)]
m

= det (I + αKϕ)
−1/α

.

The sum of m independent copies of the finite random variable Φ(G) is also
finite. Then Φα is a finite point process. By Lemma 4.3.14(iii), for any measur-
able function f : G→ R+,

LΦα (f) = P(Φα(G) = 0) +

∞∑
k=1

1

k!

∫
Gk
e−
∑k
i=1 f(xi)Jk (dx1 × . . .× dxk) ,

where Jk is the kth Janossy meassure of Φα. On the other hand,

LΦα (f) = det (I + αKϕ)
−1/α

= det(I + αKG)−1/α +
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi)JG

α,k (dx1 × · · · × dxk) ,

where the second equality follows from Item (ii). Identifying the terms of the
above two expansions concludes the proof. (iv) Let t ∈ R+ and f (x) = t for all
x ∈ G, then

LΦ1(D) (t) = LΦ1
(f)

= det
(
I +

(
1− e−t

)
KD
)−1

(5.4.10)

=
∏
n∈N∗

(
1 +

(
1− e−t

)
λn
)−1

=
∏
n∈N∗

LZn (t) ,

where the second equality follows from (5.4.1) with α = 1, the third equality is
due to (16.B.6), and the fourth equality is due to the fact that

LZn (t) = E
[
e−tZn

]
=

1

1 + λn

∑
k∈N

(
λn

1 + λn

)k
e−tk

=
(
1 + λn − λne−t

)−1
.

(v) Case α = 1. Let {λn}n∈N∗ be the eigenvalues of KG accounting for their
multiplicities. By Item (iii), Φ1(G) =

∑
n∈N∗ Zn where {Zn}n∈N∗ are indepen-

dent geometric random variables with respective parameters {1/ (1 + λn)}n∈N∗ .
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Observe from (13.A.14) that

RGZn = 1 +
1

λn
.

Moreover, for any n ∈ N∗ and x ∈ R+,

GZn (x) = E
[
xZn

]
=

1

1 + λn

∑
k∈N

(
λn

1 + λn

)k
xk

=

{
(1 + λn − λnx)

−1
, if x ∈

[
0, 1 + 1

λn

)
,

∞, if x ≥ 1 + 1
λn
.

Since for any x ∈ R+,

GΦ1(G) (x) = E
[
xΦ1(G)

]
=
∏
n∈N∗

GZn (x) ,

then GΦ1(G) (x) =∞ for any x ≥ 1 + 1
λn

for some n ∈ N∗. Thus

RGΦ1(G)
≤ inf
n∈N∗

(
1 +

1

λn

)
= 1 +

1

‖KG‖
,

where the last equality is due to Proposition 16.A.13(iv). It remains to prove
the converse inequality. Observe from (5.4.10) that for any t ∈ R+,

LΦ1(G) (t) = A (B (t)) ,

where
A (x) = det (I + xKG)

−1
, B (t) = 1− e−t.

By Proposition 16.B.13(i), A (x) admits a series expansion with radius of con-
vergence RA ≥ 1/ ‖KG‖. On the other hand,

B (t) = −
∞∑
n=1

(−t)n
n!

, t ∈ R,

has a radius of convergence RB = ∞. By Lemma 15.B.1, A (B (t)) admits a

convergent power series expansion for any t ∈ R such that
∑∞
n=0

|t|n
n! < RA.

Thus LΦ1(G) (t) = A (B (t)) admits a convergent power series expansion for any
t ∈ R+ such that et − 1 < RA. Thus

RLΦ1(G)
≥ log (1 +RA) ≥ log

(
1 +

1

‖KG‖

)
.

Proposition 13.B.4(iii), then implies

RGΦ1(G)
= exp

(
RLΦ1(G)

)
≥ 1 +

1

‖KG‖
.
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Case α ∈ {1/m : m ∈ N∗}. Recall from Theorem 5.3.18(iii) that Φα may be
constructed as the superposition of m independent permanental point processes
with background measure µ and kernel αK. Then

Φα (G) = X1 + . . .+Xm,

where X1, . . . , Xm are m independent random variables such that

RGXi = 1 +
1

‖αKG‖
.

Since for any x ∈ R+,

GΦα(G) (x) = E
[
xΦα(G)

]
=

m∏
i=1

GXi (x) ,

then, by [59, Proposition 1.1.4 p.4],

RGΦα(G)
≥ min
i∈{1,...,m}

{
RGXi

}
= 1 +

1

‖αKG‖
.

On the other hand, if x > 1 + 1/ ‖αKG‖, then GXi (x) = ∞ which implies
GΦα(G) (x) =∞. Thus

RGΦα(G)
≤ 1 +

1

‖αKG‖
.

Combining the above two inequalities concludes the proof. (vi) By Theo-
rem 5.3.18, there exists an α-determinantal point process Φ̃α on G with back-
ground measure µ and kernel K. On the other hand, by Item (iii), there
exists a point process Φα whose Laplace transform is given by LΦα (f) =

det (I + αKϕ)
−1/α

, for any measurable function f : G → R+. Lemma 5.4.1(b)

shows that the Laplace transform of Φ̃α coincide with that of Φα on the set
of measurable functions f : G → R̄+ which satisfy condition (5.4.2). Ob-
serve from Proposition 5.3.8 that the moment measures of Φ̃α are finite and
RGΦ̃α(G)

≥ 1 + 1

|α|E[Φ̃(G)]
which implies RLΦα(Φ̃)

> 0 (cf. Definition 13.B.3) by

Proposition 13.B.4(iii). Then by Corollary 1.3.12, Φα
dist.
= Φ̃α.

Corollary 5.4.6. Let µ be a locally finite measure on a l.c.s.h. space G and
K : G2 → C be locally regular on G. For any α ∈ {1/m : m ∈ N∗}, let Φα be an
α-determinantal point process on G with background measure µ and kernel K.
Then the following results hold.

(i) The Laplace transform LΦα (f) is given by (5.4.1) for any measurable
function f : G→ R̄+ whose support is in Bc (G).

(ii) For any D ∈ Bc (G), the restriction of Φα to D admits the Janossy mea-

sures
{
JDα,k

}
k∈N∗

given by (5.4.8) and has void probability P(Φα(D) =

0) = det(I + αKD)−1/α.



270CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

(iii) For α = 1 and any D ∈ Bc (G), the number of atoms Φ1(D) has the
same distribution as

∑
n∈N∗ Zn where {Zn}n∈N∗ are independent geomet-

ric random variables with respective parameters {1/ (1 + λn)}n∈N∗ (i.e.,

P (Zn = k) = 1
1+λn

(
λn

1+λn

)k
for any k ∈ N), with {λn}n∈N∗ being the

eigenvalues of KD accounting for their multiplicities.

(iv) For any α ∈ {1/m : m ∈ N∗} and any D ∈ Bc (G),

RGΦα(D)
= 1 +

1

‖αKD‖
.

Proof. The existence of Φα follows from Theorem 5.3.18(i). Applying Propo-
sition 5.4.5 to the restriction of Φα to any D ∈ Bc (G) gives the announced
results.

5.4.3 Janossy measures of α-determinantal point processes;
α ∈ {−1/m : m ∈ N∗}

We will define the α-inverse of integral operators for α ∈ R∗−. In this regard we
introduce the notion of strictly α-regular kernel.

Definition 5.4.7. Strictly α-regular kernel; α ∈ R∗−. Let µ be a locally finite
measure on a l.c.s.h. space G, K : G2 → C be a measurable function, and
α ∈ R∗−.

• K is called strictly α-regular on G iff K is α-regular and the eigenvalues
of KG are strictly smaller than −1/α ∈ R∗+ .

• K is called locally strictly α-regular on G iff K is strictly α-regular on all
D ∈ Bc (G).

The following definition extends Definition 5.4.2 for negative values of α.

Definition 5.4.8. α-Inverse of integral operators; α ∈ R∗−. Let G be a l.c.s.h.
space, α ∈ R∗−, and K : G2 → C be a measurable function.

(i) If K is strictly α-regular on G, then we define the α-inverse of associated
integral operator KG by

LG
α := (I + αKG)−1KG. (5.4.11)

(ii) If K is locally strictly α-regular on G, then for each D ∈ Bc (G) we define
the α-inverse of KD by

LDα := (I + αKD)−1KD. (5.4.12)

Similarly to Lemma 5.4.3, we give now the properties of the α-inverse oper-
ator for negative values of α.
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Lemma 5.4.9. α-Inverse operator properties; α ∈ R∗−. Let µ be a locally finite
measure on a l.c.s.h space G, let α ∈ R∗− and let K : G2 → C be strictly
α-regular on G. Then the following results hold true.

(i) (I + αKG)
(
I − αLG

α

)
= I.

(ii) The operator LG
α is trace class and has nonnegative eigenvalues.

(iii) Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G) composed of eigenvec-

tors of KG and {λn}n∈N∗ be the corresponding eigenvalues. Then LG
α is an

integral operator with kernel L̃G
α equal to the canonical kernel associated

to {ϕn}n∈N∗ and
{

λn
1+αλn

}
n∈N∗

.

(iv) Let g : G→ R+ be a bounded measurable function, then LG
αg and gLG

α are
trace class.

Proof. The proof follows the same lines as that of Lemma 5.4.3, except that∑
n∈N∗

λn
1+αλn

< ∞ has to be checked as follows. Since
∑
n∈N∗ λn < ∞, then

λn → 0 as n → ∞, thus λn
1+αλn

∼ λn from which the announced result follows.

Proposition 5.4.10. Let µ be a locally finite measure on a l.c.s.h. space G, let
α ∈ R∗− and let K : G2 → C be strictly α-regular on G. Let f : G → R+ be a
measurable function, ϕ = 1 − e−f and Kϕ be the integral operator with kernel

Kϕ (x, y) =
√
ϕ (x)K (x, y)

√
ϕ (y). Then, the following results hold true.

(i)

det(I + αKϕ) = det(I + αKG) det(I − αe−f/2LG
αe
−f/2), (5.4.13)

where LG
α is the α-inverse of KG given by (5.4.11).

(ii)

det (I + αKϕ)
−1/α

= det(I + αKG)−1/α

+
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi)JG

α,k (dx1 × . . .× dxk) ,

where JG
α,k is given by

JG
α,k (dx1 × . . .× dxk) = det(I + αKG) detα

(
L̃G
α (xi, xj)

)
1≤i,j≤k

µ (dx1) . . . µ (dxk) , (5.4.14)

with L̃G
α being the canonical kernel associated to LG

α.
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(iii) Let Φα be an α-determinantal point process on G with background mea-

sure µ and kernel K. Then, Φα has Janossy measures
{
JG
α,k

}
k∈N∗

given

by (5.4.14); moreover P(Φα(G) = 0) = det(I + αKG)−1/α.

Proof. (i) The proof follows the same lines as that of Lemma 5.4.5(i). (ii) The
arguments are the same as those in the proof of Lemma 5.4.5(ii), except that
the inequality

∥∥αLG
α

∥∥ < 1 does not hold now. So one should apply Proposi-
tion 16.B.13(ii) to prove (5.4.9). (iii) The existence of Φα follows from Theo-
rem 5.3.18(i). Let f : G→ R̄+ be a measurable function, ϕ = 1− e−f , and Kϕ
the integral operator with kernel

√
ϕ (x)K (x, y)

√
ϕ (y). Then

LΦα (f) = det (I + αKϕ)
−1/α

= det(I + αKG)−1/α +
∑
k∈N∗

1

k!

∫
Gk
e−
∑k
i=1 f(xi)JG

α,k (dx1 × · · · × dxk) ,

where the first equality follows from Lemma 5.4.1 and the second equality is
due to Item (ii). On the other hand, by Lemma 4.3.14(iii),

LΦα (f) = P(Φα(G) = 0) +

∞∑
k=1

1

k!

∫
Gk
e−
∑k
i=1 f(xi)Jk (dx1 × · · · × dxk) ,

where {Jk}k∈N∗ are the Janossy measures of Φα. Identifying the terms of the
above two expansions concludes the proof.

Corollary 5.4.11. Let µ be a locally finite measure on a l.c.s.h. space G, let
α ∈ {−1/m : m ∈ N∗}, K be locally strictly α-regular on G, and Φα be an α-
determinantal point process on G with background measure µ and kernel K.
Then the following results hold.

(i) The Laplace transform LΦα (f) is given by (5.4.1) for any measurable
function f : G→ R̄+ whose support is in Bc (G).

(ii) For any D ∈ Bc (G), the restriction of Φα to D admits the Janossy mea-

sures
{
JDα,k

}
k∈N∗

given by (5.4.14) and has void probability P(Φα(D) =

0) = det(I + αKD)−1/α.

Proof. The existence of Φα follows from Theorem 5.3.18(i). Applying Propo-
sition 5.4.10 to the restriction of Φα to any D ∈ Bc (G) gives the announced
results.

Remark 5.4.12. The expression of the Janossy measures (5.4.14) in the par-
ticular case α = −1 (i.e., for a determinantal point process with a locally strictly
(−1)-regular kernel) is consistent with (5.2.13). Indeed, let {ϕn}n∈N∗ be an or-
thonormal basis of L2

C (µ,D) composed of eigenvectors of KD with respective
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eigenvalues {λn}n∈N∗ . Invoking Lemma 16.A.25(vi), we get

det(I − KD) detα

(
L̃Dα (xi, xj)

)
1≤i,j≤k

=
∏
n∈N∗

(1− λn)
∑

1≤n1<...<nk

λn1

1− λn1

. . .
λnk

1− λnk

∣∣∣det
(
ϕnj (xi)

)
1≤i,j≤k

∣∣∣2 ,
which is equal to (5.2.13).

5.5 Palm distributions

We will show that the reduced Palm version of a determinantal point process is
again a determinantal point process. It will be useful to see the restriction of a
kernel to a finite set as a matrix.

Notation 5.5.1. Let G be a set and K : G2 → C. For any u = (u1, . . . , un) ∈
Gn (n ∈ N∗), we consider matrix

Ku = (K (ui, uj))1≤i,j≤n .

Similarly, for any u ∈ Gn, v ∈ Gm (n,m ∈ N∗), let

Kuv = (K (ui, vj))1≤i≤n,1≤j≤m .

Theorem 5.5.2. Palm version of a determinantal point process. Let µ be a
locally finite measure on a l.c.s.h. space G, let K : G2 → C be a measur-
able function and let Φ be a determinantal point process on G with background
measure µ and kernel K. Assume that Φ has σ-finite moment measures.

(i) Then for MΦ(n)-almost all u = (u1, . . . , un) ∈ Gn, the n-th reduced Palm
version of Φ at u, Φ!

u is a determinantal point process with background
measure µ and kernel Ku defined on G2 by

Ku (x, y) = K (x, y)−
n∑

i,j=1

K (x, ui) (Ku)
−1

(ui, uj)K (uj , y) , (x, y) ∈ G2.

(5.5.1)

(ii) For any v = (v1, . . . , vm) ∈ Gm, the matrix (Ku)v = (Ku (vi, vj))1≤i,j≤m
is the Schur complement (15.A.6) of Ku in Ku∪v; that is

(Ku)v = Kv −Kvu (Ku)
−1
Kuv. (5.5.2)

(iii) In the particular case n = 1,

Ku (x, y) = K (x, y)− K (x, u)K (u, y)

K (u, u)
, (x, y) ∈ G2. (5.5.3)
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Proof. Let n,m ∈ N∗. It follows from Proposition 3.3.9 that for, A ∈ B (G)
⊗n

, B ∈
B (G)

⊗m
,

MΦ(n+m) (A×B) =

∫
A

M
Φ

!(m)
u

(B)MΦ(n) (du) .

Then MΦ(n+m) a mixture of
{
M

Φ
!(m)
u

(·)
}
u∈Gn

with respect to MΦ(n) (cf. Defi-

nition 14.D.2). Since for any A ∈ B (G)
⊗n

,

MΦ(n) (A) =

∫
A

det (Ku)µn (du) ,

then
MΦ(n) ({u ∈ Gn : det (Ku) = 0}) = 0.

Then the matrix Ku is invertible for MΦ(n)-almost all u ∈ Gn. (In particular,
the components u1, . . . , un are pairwise distinct.) On the other hand, for any
A ∈ B (G)

⊗n
, B ∈ B (G)

⊗m
,

MΦ(n+m) (A×B)

=

∫
A×B

det (Ku∪v)µ
n (du)µm (dv)

=

∫
A×B

det (Ku) det (Ku
v )µn (du)µm (dv)

=

∫
A

(∫
B

det (Ku
v )µm (dv)

)
MΦ(n) (du) ,

where the second equality follows from the Schur complement formula (15.A.5)
with the matrix Ku

v being the Schur complement (15.A.6) of Ku in Ku∪v; that
is

Ku
v = Kv −Kvu (Ku)

−1
Kuv.

Note that Ku
v may be seen as the restriction of the function Ku defined on

G2 by (5.5.1) to v × v. Then MΦ(n+m) is also a mixture of {Γ (u, ·)}u∈Gn with
respect to MΦ(n) , where

Γ (u,B) =

∫
B

det (Ku
v )µm (dv) , u ∈ Gn, B ∈ B (G)

⊗m
.

Then by the uniqueness of the kernel stated in Theorem 14.D.14(ii), for MΦ(n)-
almost all u ∈ Gn,

M
Φ

!(m)
u

(B) =

∫
B

det (Ku
v )µm (dv) , B ∈ B (G)

⊗m
.

By the very Definition 5.1.1 of determinantal point processes, the above equality
implies that Φ!

u is a determinantal point process with background measure µ
and kernel Ku.

Remark 5.5.3. Bibliographic notes. Theorem 5.5.2 is an extension of [88,
Theorem 6.5] where only the case n = 1 is considered.
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5.6 Stationary determinantal point processes on
Rd

The following proposition gives a necessary and sufficient condition for a deter-
minantal point process (whose kernel satisfies conditions of Corollary 5.1.14) to
be stationary.

Proposition 5.6.1. Stationary determinantal point process. Let Φ be a de-
terminantal point process on Rd with background measure `d (Lebesgue measure
on Rd) and kernel K : Rd × Rd → C which satisfies the conditions of Corol-
lary 5.1.14. Then Φ is stationary if and only if for any k ∈ N∗ and any t ∈ Rd,

det (K (xi + t, xj + t))1≤i,j≤k = det (K (xi, xj))1≤i,j≤k , (5.6.1)

for `dk-almost all (x1, . . . , xk) ∈
(
Rd
)k

.

Proof. By Definition 2.3.4, Φ is stationary if and only if Φ =
∑
k∈Z δXk and

StΦ =
∑
k∈Z δXk−t have the same distribution for any t ∈ Rd. Fix some t ∈ Rd

and observe that
StΦ (B) = Φ (B + t) , B ∈ B

(
Rd
)

and more generally, for any k ∈ N∗,

(StΦ)
(k)

(B) = Φ(k) (B + t) , B ∈ B
(
Rd
)⊗k

.

Then for any k ∈ N∗ and any B ∈ B
(
Rd
)⊗k

,

E
[
(StΦ)

(k)
(B)

]
= E

[
Φ(k) (B + t)

]
=

∫
B+t

det (K (xi, xj))1≤i,j≤k dx1 . . . dxk

=

∫
B

det (K (yi + t, yj + t))1≤i,j≤k dy1 . . . dyk,

where the third equality is due to the change of variable x → y = x − t. (i)
Sufficiency. If (5.6.1) holds true, then the above display shows that StΦ is a
determinantal point process on Rd with background measure `d and kernel K.
It follows from Corollary 5.1.14 that Φ and StΦ have the same distribution. (ii)

Necessity. If Φ is stationary, then for any k ∈ N∗, t ∈ Rd, and B ∈ B
(
Rd
)⊗k

,

E
[
(StΦ)

(k)
(B)

]
= E

[
Φ(k) (B)

]
, which combined with the above display shows

that ∫
B

det (K (xi + t, xj + t))1≤i,j≤k dx1 . . . dxk

=

∫
B

det (K (xi, xj))1≤i,j≤k dx1 . . . dxk.

This being true for any B ∈ B
(
Rd
)⊗k

, then equality (5.6.1) holds for `dk-almost

all (x1, . . . , xk) ∈
(
Rd
)k

.
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5.6.1 Ginibre determinantal point process

Definition 5.6.2. Ginibre kernel. The Ginibre kernel is the function K defined
on C× C by

K (z1, z2) =
1

π
ez1z

∗
2 e−

1
2 (|z1|2+|z2|2), z1, z2 ∈ C, (5.6.2)

where z∗ is the complex-conjugate of z ∈ C.

Let `2 be the Lebesgue measure on C (identified with R2); i.e., `2 (dz) = dxdy
when z = x + iy. Obviously, the Ginibre kernel is continuous on C × C and
locally square integrable with respect to `2 ⊗ `2. Using the expansion ez1z

∗
2 =∑

n∈N
(z1z

∗
2 )n

n! , we deduce the following expansion for Ginibre kernel

K (z1, z2) =
∑
n∈N

φn (z1)φn (z2)
∗
, z1, z2 ∈ C, (5.6.3)

where the functions φn are defined on C by

φn (z) =
zn√
πn!

e−
1
2 |z|2 , n ∈ N, z ∈ C. (5.6.4)

For any D ∈ B (C), recall the notation L2
C
(
`2, D

)
for the set of measurable

functions f : D → C which are square-integrable with respect to `2.

Lemma 5.6.3. The family {φn}n∈N defined by (5.6.4) is an orthonormal family

of L2
C
(
`2,C

)
.

Proof. Observe that for any n,m ∈ N,∫
C
φn (z)φm (z)

∗
`2 (dz) =

1

πn!

∫
C
zn (z∗)m e−|z|

2

`2 (dz)

=
1

π
√
n!
√
m!

∫
R+×[0,2π[

rn+m+1e−r
2

e−(n−m)θdrdθ

=
1

π
√
n!
√
m!

(∫ ∞
0

rn+m+1e−r
2

dr

)(∫ 2π

0

e−(n−m)θdθ

)
= 1{n=m},

where for the second equality we make the change of variable z → (r = |z| , θ = arg z),

and the third equality is due to the fact that
∫∞

0
r2n+1e−r

2

dr = n!
2 , which in

turn follows from [42, §3.326.2 p.337].

Lemma 5.6.4. Restriction of Ginibre kernel to an annulus. Let 0 ≤ a < b,
D = {z ∈ C : a ≤ |z| ≤ b}, and

φDn (z) =
φn (z)√
λDn

1D (z) , z ∈ C, n ∈ N, (5.6.5)
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where φn is defined by (5.6.4) and

λDn =
γ
(
n+ 1, b2

)
− γ

(
n+ 1, a2

)
n!

, n ∈ N, (5.6.6)

with γ(α, x) =
∫ x

0
e−vvα−1dv, α ∈ R∗+, x ∈ R+ being the lower incomplete

gamma function. Then the following results hold.

(i)
{
φDn
}
n∈N is an orthonormal family of L2

C
(
`2, D

)
. Moreover,∑

n∈N
λDn = b2 − a2 <∞.

(ii) Let K be the Ginibre Kernel defined by (5.6.2). The restriction KD of K
to D ×D is a canonical kernel associated to

{
φDn
}
n∈N∗ and

{
λDn
}
n∈N∗ .

Proof. (i) Observe first that for any n,m ∈ N,∫
D

φn (z)φm (z)
∗
`2 (dz) =

1

πn!

∫
D

zn (z∗)m e−|z|
2

`2 (dz)

=
1

π
√
n!
√
m!

(∫ b

a

rn+m+1e−r
2

dr

)(∫ 2π

0

e−(n−m)θdθ

)
,

where for the second equality we make the change of variable z → (r = |z| , θ = arg z).
Making the change of variable r → t = r2, we get∫ b

a

r2n+1e−r
2

dr =
1

2

∫ b2

a2

tne−tdt =
1

2

[
γ
(
n+ 1, b2

)
− γ

(
n+ 1, a2

)]
where γ is the lower incomplete gamma function. Combining the above two
equalities, we get∫

D

φn (z)φm (z)
∗
`2 (dz) = 1{n=m}

γ
(
n+ 1, b2

)
− γ

(
n+ 1, a2

)
n!

= 1{n=m}λ
D
n ,

from which we deduce that
{
φDn
}
n∈N is an orthonormal family. Observe that

∑
n∈N

λDn =
∑
n∈N

γ
(
n+ 1, b2

)
− γ

(
n+ 1, a2

)
n!

=
∑
n∈N

1

n!

∫ b2

a2

tne−tdt

=

∫ b2

a2

(∑
n∈N

1

n!
tn

)
e−tdt = b2 − a2 <∞.
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(ii) It follows from (5.6.3) that

KD (z1, z2) =
∑
n∈N

λDn φ
D
n (z1)φDn (z2)

∗
, z1, z2 ∈ D,

where φDn are given by (5.6.5) and λDn are given by (5.6.6). Thus KD is a
canonical kernel associated to

{
φDn
}
n∈N∗ and

{
λDn
}
n∈N∗ ; cf. Definition 5.2.1.

Corollary 5.6.5. The Ginibre Kernel K defined by (5.6.2) is locally (−1)-
regular on C.

Proof. Let 0 ≤ a < b, D = {z ∈ C : a ≤ |z| ≤ b}, KD be the restriction of K to
D×D, and KD be the integral operator (16.A.24). By Lemma 5.6.4(ii), KD is a
canonical kernel associated to

{
φDn
}
n∈N∗ given by (5.6.5) and

{
λDn
}
n∈N∗ given

by (5.6.6). Then by Proposition 16.A.26, KD is Hermitian, nonnegative-definite
and trace class. Moreover

{
λDn
}
n∈N∗ are the non-null eigenvalues of the integral

operator KD with respective eigenvectors
{
ϕDn
}
n∈N∗ . By (5.6.6), 0 < λDn ≤ 1 for

any n ∈ N. Then K is (−1)-regularizable on D. Since K is moreover continuous,
then by Corollary 5.2.13(ii), K is (−1)-regular on D. By Lemma 5.2.19(ii), K
is (−1)-regular on any locally compact subset of D. Observing that any locally
compact subset of C is bounded and therefore included in some annulus D allows
one to conclude.

By Theorem 5.2.17, there exists a determinantal point process Φ on C with
background measure `2 and kernel K given defined by (5.6.2) which we call the
Ginibre point process.

Proposition 5.6.6. The Ginibre point process is stationary.

Proof. Observe that for any z1, z2 ∈ C,

K (z1 + t, z2 + t) =
1

π
e(z1+t)(z2+t)∗e−

1
2 (|z1+t|2+|z2+t|2)

= e
1
2 (t∗z1−tz∗1 )K (z1, z2) e

1
2 (tz∗2−t∗z2),

Then for any k ∈ N, any t ∈ C, and any (z1, . . . , zk) ∈ Ck,

det (K (zi + t, zj + t))1≤i,j≤k

=

(
k∏
i=1

e
1
2 (t∗zi−tz∗i )

)
det (K (zi, zj))1≤i,j≤k

 k∏
j=1

e
1
2 (tz∗j−t∗zj)


= det (K (zi, zj))1≤i,j≤k .

Invoking Proposition 5.6.1 allows one to conclude.
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5.6.2 Shift-invariant kernel

A function K : Rd × Rd → C satisfying

K (x, y) = K (x+ t, y + t) , x, y, t ∈ Rd,

will be called shift-invariant . For such function, letting

C (x) = K (x, 0) , x ∈ Rd, (5.6.7)

we get
K (x, y) = C (x− y) , x, y ∈ Rd. (5.6.8)

Obviously Condition (5.6.1) holds true when the kernel K is shift-invariant.
Nevertheless, the Ginibre point process shows that shift-invariance of the kernel
is not necessary for stationarity to hold.

We will show that the condition of existence of a determinantal point pro-
cess in Theorem 5.2.17 becomes simpler in the particular case of shift-invariant
kernels.

Definition 5.6.7. Let C : Rd → C and let K : Rd × Rd → C be defined
by (5.6.8).

1. C is called Hermitian iff K is so; cf. Definition 16.A.30(i). Note that C
is Hermitian iff C (−x) = C (x)

∗
for any x ∈ Rd.

2. C is called nonnegative-definite iff K is so; cf. Definition 16.A.30(ii).

Recall the notation L2
C
(
`d,Rd

)
for the set of measurable functions f : Rd →

C which are square-integrable with respect to `d. Recall that any function
f ∈ L2

C
(
`d,Rd

)
admits a well defined Fourier transform (see [21, § 1.4.1 p.73]

which extends to d ≥ 2), which we shall denote by f̂ or Ff .

Theorem 5.6.8. Let C : Rd → C be a square integrable (with respect to
Lebesgue measure), Hermitian, nonnegative-definite and continuous function,
Ĉ be its Fourier transform, and K : Rd × Rd → C be defined by (5.6.8). Then
the following results hold.

(i) K is locally regular with respect to the Lebesgue measure.

(ii) If there exists some α ∈ R∗− such that 0 ≤ Ĉ (ξ) ≤ −1/α for any ξ ∈ Rd,
then K is locally α-regular with respect to the Lebesgue measure.

Proof. Let D ∈ Bc

(
Rd
)

and let L2
C
(
`d, D

)
be the set of square integrable func-

tions from D to C. Observe first that K is square integrable on D ×D, since∫
D×D

|K (x, y)|2 dxdy =

∫
D×D

|C (x− y)|2 dxdy

=

∫
D

(∫
D−y
|C (u)|2 du

)
dy

≤
∫
D

(∫
Rd
|C (u)|2 du

)
dy =

(∫
Rd
|C (u)|2 du

)
` (D) ,
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where the second equality is due to the change of variable x→ u = x−y Let KD
be the integral operator associated to the restriction of K to D×D (with respect
to Lebesgue measure). (i) Since K is Hermitian, then by Lemma 16.A.9(vi), KD
is Hermitian. Since K is moreover continuous and nonnegative-definite, then
by Theorem 16.A.32, KD is nonnegative-definite. It remains to show that KD
is trace class. Since K is continuous and KD is Hermitian and nonnegative-
definite, then by Theorem 16.A.28,

K(x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, x, y ∈ D,

where {ϕn}n∈N∗ is an orthonormal basis of L2
C
(
`d, D

)
composed of eigenvectors

of KD and {λn}n∈N∗ are the corresponding eigenvalues. By Lemma 16.A.25(ii),∑
n∈N∗

λn =

∫
D

K(x, x)dx = C (0) ` (D) <∞.

Then Proposition 16.A.26(iii) shows that KD is trace class. (ii) We have to show
that the eigenvalues of KD are not larger than −1/α. Observe from (16.A.24)
that for any f ∈ L2

C
(
`d, D

)
,

KDf (x) = 1{x∈D}

∫
D

K (x, y) f (y) dy = 1{x∈D}

∫
D

C (x− y) f (y) dy, x ∈ Rd.

Thus
KDf = 1D × (C ? f) .

Since D ∈ Bc

(
Rd
)
, then by the Cauchy-Schwarz inequality f ∈ L1

C
(
`d, D

)
and

therefore the convolution C ? f is almost-everywhere well-defined and C ? f ∈
L2
C
(
`d,Rd

)
; cf. [21, Theorem 1.4.4 p.75] (which extends to d ≥ 2). Moreover,

its Fourier transform equals

F (C ? f) = Ĉ × f̂ . (5.6.9)

Since Ĉ is bounded, the muliplication operator L, defined for any g ∈ L2
C
(
`d,Rd

)
by

Lg = Ĉ × g,
is well defined; i.e., Lg ∈ L2

C
(
`d,Rd

)
as shown in Example 16.B.8. For any

f ∈ L2
C
(
`d, D

)
, we deduce from (5.6.9) that

Lf̂ = Ĉ × f̂ = F (C ? f) .

Thus
C ? f = F−1Lf̂ = F−1LFf,

and therefore,

KDf = 1D ×
(
F−1LFf

)
, f ∈ L2

C
(
`d, D

)
.
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Since C is Hermitian, then its Fourier transform Ĉ is real. By [58, Lemma 4.55
p.166], the spectrum of L equals the essential image of Ĉ defined as

B =
{
y ∈ R : `d

(
Ĉ−1 (]y − ε, y + ε[)

)
> 0 for every ε > 0

}
.

Since this latter is a subset of the closure of Ĉ
(
Rd
)

(indeed, let y ∈ B then

for any n ∈ N∗ there exist xn ∈ Ĉ−1 (]y − 1/n, y + 1/n[); obviously Ĉ (xn) →
y, then y belongs to the closure of Ĉ

(
Rd
)
), it follows that the spectrum of

L is included in [0,−1/α]. Since F−1F is the identity on L2
C
(
`d,Rd

)
, then

the spectrum of F−1LF equals that of L. Since L2
C
(
`d, D

)
is a Hilbert space

and KD is Hermitian, then the spectral radius of KD equals its norm; cf. [82,
Theorem VI.6 p.192]. Observing that

‖KD‖ ≤ ‖1D‖ ×
∥∥F−1LF

∥∥ ≤ −1/α,

allows one to conclude.

Remark 5.6.9. The arguments of Point (ii) in the proof of Theorem 5.6.8 are
inspired from [63, Appendix H]. Related statements are given in [88, Lemma 5.1
p.440] and [91, §3 p.958] without proof.

Definition 5.6.10. If Φ is a determinantal point process on Rd with shift-
invariant kernel K : Rd ×Rd → C, we will also refer to C defined by (5.6.7) as
kernel of the determinantal point process.

Example 5.6.11. Gaussian determinantal point process [63, p.16]. Let C :
Rd → C be defined by

C(x) = λ exp(−‖x‖2/ζ2), x ∈ Rd, (5.6.10)

where λ and ζ are two given positive real numbers. Obviously C is square inte-
grable, continuous and Hermitian. Its Fourier transform Ĉ is given by, for any
ξ ∈ Rd,

Ĉ(ξ) =

∫
Rd
C(x)e−2iπ〈x,ξ〉dx

= λ

d∏
k=1

∫
R
e−x

2
k/ζ

2

e−2iπxkξkdxk

= λ

d∏
k=1

ζ
√
π

∫
R
e−πy

2
ke−2iπyk(ζ

√
πξk)dyk

= λ

d∏
k=1

ζ
√
πe−π(ζ

√
πξk)

2

= λ(
√
πζ)d exp(−‖πζξ‖2),

where for the third equality we make the change of variable xk → yk = xk
ζ
√
π

and

the fourth equality is due to [21, Example 1.1.5 p.7]. Observe that Ĉ is nonneg-
ative, integrable and bounded. Then by Proposition 5.6.13, C is nonnegative-
definite.
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If

λ ≤ λmax := (
√
πζ)−d,

then by Theorems 5.6.8 and 5.2.17, there exists a stationary determinantal point
process Φ with kernel (5.6.10) called a Gaussian determinantal point process.

Example 5.6.12. Cauchy determinantal point process [63, p.17]. Let C :
Rd → C be defined by

C(x) =
λ

(1 + ‖x/ζ‖2)
η+d/2

, x ∈ Rd,

where λ, ζ and η are given positive real numbers. Obviously, C is continuous,
square integrable and Hermitian. Moreover, if η < d/2, the Fourier transform
Ĉ is given by

Ĉ(ξ) = λ
21−η(

√
πζ)d

Γ (η + d/2)
‖2πζξ‖ηKη(‖2πζξ‖), ξ ∈ Rd,

where Kη is the modified Bessel function of the second kind; see [42, Equa-
tion (8.407.1) p.901].

Assume that η ∈ [1/2, d/2). Then, by [63, Equation (K.3) p.51]

Ĉ(ξ) ≤ λΓ (η) (
√
πζ)d

Γ (η + d/2)
.

If

λ ≤ λmax :=
Γ (η + d/2)

Γ (η) (
√
πζ)d

,

then by Theorems 5.6.8 and 5.2.17, there exists a stationary determinantal point
process Φ with kernel (5.6.10) called a Cauchy determinantal point process.

We will show that starting from any bounded probability density function ϕ
on Rd, there exist a determinantal point process with kernel equal to the inverse
Fourier transform of ϕ (up to a multiplicative factor).

Proposition 5.6.13. Let ϕ : Rd → R+ be integrable and bounded. Then the
inverse Fourier transform of ϕ, that is C = F−1 (ϕ), is square integrable, Her-
mitian, nonnegative-definite and continuous.

Proof. Letting M = sup
{
ϕ (ξ) : ξ ∈ Rd

}
, we get∫

Rd
|ϕ (ξ)|2 dξ ≤M

∫
Rd
|ϕ (ξ)|dξ <∞,

i.e., ϕ is square integrable. Then C = F−1 (ϕ) is square integrable. Since
ϕ is integrable, then C is continuous; cf. [21, Theorem 2.1.1 p.92]. Let a =
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∫
Rd |ϕ (ξ)|dξ and let X be an Rd-valued random variable with probability den-

sity function ϕ/a. Since

C (x) =

∫
Rd
ϕ (ξ) e2iπ〈x,ξ〉dξ,

then C/a is the characteristic function of X. If follows that C is Hermitian and
nonnegative-definite.

It follows from the above proposition and Theorems 5.6.8 and 5.2.17 that
any bounded probability density functions on Rd allows one to define a family
of determinantal point processes. Here is an illustration.

Corollary 5.6.14. Isotropic probability density functions [63, p.20]. Let f :
R+ → R+ be a measurable bounded function such that

∫∞
0
rd−1f (r) dr < ∞,

for some d ∈ N∗. Let

ϕλ (x) = λ
f (‖x‖)

c
, (5.6.11)

where

c =

∫
Rd
f (‖x‖) dx =

dπd//2

Γ (d/2 + 1)

∫ ∞
0

rd−1f (r) dr, (5.6.12)

and

0 ≤ λ ≤ λmax :=
c

‖f‖∞
.

Then there exists a stationary determinantal point process Φλ with kernel Cλ =
F−1 (ϕλ) (where F−1 is the inverse Fourier transform).

Proof. Making the change of coordinates from Cartesian to spherical (2.7.1), we
get

c =

∫
Rd
f (‖x‖) dx = σd

∫ ∞
0

rd−1f (r) dr,

where σd = dπd//2

Γ(d/2+1) is the surface area of the unit ball in Rd. Then∫
Rd
ϕλ (x) dx = λ.

Moreover, λ ≤ λmax = c
‖f‖∞

implies

‖ϕλ‖∞ ≤ 1.

Applying Proposition 5.6.13 and then Theorems 5.6.8 and 5.2.17 allows one to
conclude.

Here is an example illustrating Corollary 5.6.14.
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Example 5.6.15. Generalized gamma determinantal point process [63, p.20].
Let X be a random variable on R+ with Gamma distribution of parameters
γ, β ∈ R∗+; i.e., with probability density function

h(x) =
1

Γ(γ)βγ
xγ−1e−x/β , x ∈ R∗+, (5.6.13)

cf. [89, p.156] (γ is called the shape parameter and β the scale parameter). Let
f be the probability density function of Y = X1/µ where µ ∈ R∗+; that is

f(y) = µyµ−1h(yµ) =
µ

Γ(γ)βγ
yγµ−1e−y

µ/β , y ∈ R∗+.

By (5.6.12),

c =
dπd//2

Γ (d/2 + 1)

µ

Γ(γ)βγ

∫ ∞
0

rµγ+d−2e−r
µ/βdr

=
dπd//2

Γ (d/2 + 1)

µ

Γ(γ)βγ
βγ+ d−1

µ

µ

∫ ∞
0

uγ+ d−1
µ −1e−udu

=
dπd//2Γ

(
γ + d−1

µ

)
Γ (d/2 + 1) Γ(γ)

β
d−1
µ ,

where the second equality is due to the change of variable r → u = rµ/β.

By (5.6.11),

ϕλ (x) = λ
f (‖x‖)

c

= λ
Γ (d/2 + 1)µ

dπd//2Γ
(
γ + d−1

µ

) 1

βγ+ d−1
µ

‖x‖γµ−1
e−‖x‖

µ/β

= λ
Γ (d/2 + 1)µαd

dπd//2Γ
(
γ + d−1

µ

) ‖αx‖γµ−1
e−‖αx‖

µ/β ,

where α = β−1/µ. By Corollary 5.6.14, there exists a stationary determinan-
tal point process Φλ with kernel Cλ = F−1 (ϕλ) called a generalized gamma
determinantal point process (where F−1 is the inverse Fourier transform).

5.7 Discrete determinantal point processes

We assume in the present section that the space G is discrete (i.e., finite or
countable) and that the associated Borel σ-algebra is the family of all subsets of
G. All determinatal point processes considered in the present section will have
as background measure the counting measure νG on G; that is νG =

∑
x∈G δx.
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5.7.1 Characterization

The following lemma characterizes simple point process on discrete set in terms
of its factorial moment measures.

Lemma 5.7.1. Simple point process on discrete set. Let Φ be a point process
on a discrete set G. Then the following results hold.

(i) Φ is simple iff
P (Φ ({x}) ≥ 2) = 0, ∀x ∈ G, (5.7.1)

or, equivalently,

MΦ ({x}) = P(x ∈ Φ), ∀x ∈ G. (5.7.2)

(ii) Φ is simple iff

MΦ(k) ({(x1, . . . , xk)}) = P((x1, . . . , xk) ∈ Φ(k)), (5.7.3)

for all k ∈ N∗ and all x1, . . . , xk ∈ G, or, equivalently,

MΦ(k) ({(x1, . . . , xk)}) = P({x1, . . . , xk} ⊂ Φ and (x1, . . . , xk) ∈ G(k)),
(5.7.4)

for all k ∈ N∗ and all x1, . . . , xk ∈ G, where

G(k) = {(x1, . . . , xk) ∈ Gn : xi 6= xj , for any i 6= j} .

Proof. (i) Condition (5.7.1). The condition is obviously necessary. For suffi-
ciency, observe that

P (∃x ∈ G,Φ({x}) ≥ 2) = E [1 {∃x ∈ G,Φ({x}) ≥ 2}]

≤ E

[∑
x∈G

1 {Φ({x}) ≥ 2}
]

≤
∑
x∈G

P (Φ ({x}) ≥ 2) .

Condition (5.7.2). If Φ is simple, then for all x ∈ G, Φ ({x}) = 1 {x ∈ Φ},
which implies (5.7.2) by taking expectation. Conversely, if Φ is not simple,
then by (5.7.1), there exists some x ∈ G such that P (Φ ({x}) ≥ 2) 6= 0, thus
MΦ ({x}) = E [Φ ({x})] > P (Φ ({x}) ≥ 1) = P(x ∈ Φ). (ii) Necessity. Assume
that Φ is simple. Then Equation (14.E.1) implies

Φ(k) =
∑

x1,...,xk∈Φ:

(x1,...,xk)∈G(k)

δ(x1,...,xk),

which shows in particular that Φ(k) is simple. Applying (5.7.2) to Φ(k) gives (5.7.3).
Moreover, for any (x1, . . . , xk) ∈ Gk,

1
{

(x1, . . . , xk) ∈ Φ(k)
}

= 1
{
{x1, . . . , xk} ⊂ Φ and (x1, . . . , xk) ∈ G(k)

}
.
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Taking expectation, we get (5.7.4). Sufficiency. Either (5.7.3) or (5.7.4) with
k = 1 implies (5.7.2) which shows that Φ is simple by Item (i).

The following proposition characterizes determinantal point process on dis-
crete set.

Proposition 5.7.2. Let G be a discrete set, µ be the counting measure on G,
K : G2 → C, and Φ be a point process on G. Then Φ is a determinantal point
process with kernel K and background measure νG iff

P((x1, . . . , xk) ∈ Φ(k)) = det (K (xi, xj))1≤i,j≤k , (5.7.5)

for any k ∈ N∗ and any x1, . . . , xk ∈ G, or, equivalently, Φ is simple and

P(u ⊂ Φ) = det (Ku) , (5.7.6)

for any u ⊂ G, where Ku is the matrix obtained by restricting K to u× u.

Proof. Since µ is the counting measure on G, then by Definition 5.1.1, Φ is a
determinantal point process with kernel K and background measure νG iff

MΦ(k) ({(x1, . . . , xk)}) = det (K (xi, xj))1≤i,j≤k , (5.7.7)

for all k ∈ N∗ and all x1, . . . , xk ∈ G. (i) Necessity. Assume that Φ is a
determinantal point process with kernel K and background measure νG. Then
Φ is simple by Lemma 5.1.4. Combining the above equality with Lemma 5.7.1(ii)
allows one to conclude. (ii) Sufficiency.

• Assume that (5.7.5) holds. Then for any x ∈ G,

P (Φ ({x}) ≥ 2) = P((x, x) ∈ Φ(2))

= det

(
K (x, x) K (x, x)
K (x, x) K (x, x)

)
= 0.

It follows from Lemma 5.7.1(i) that Φ is simple. Then combining Equa-
tions (5.7.3) and (5.7.5) implies (5.7.7).

• If Φ is simple and (5.7.6) holds true, then Equation (5.7.4) implies (5.7.7).

5.7.2 Regularity

Since G is discrete, any function K : G2 → C is measurable and may be con-
sidered as a matrix indexed by G. Let `2C

(
G2
)

be the set of such matrices
K = (Kij)i,j∈G such that ∑

i,j∈G
|Kij |2 <∞.
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For any K ∈ `2C
(
G2
)
, the integral operator KG defined by (16.A.1) is indeed

the linear mapping on `2C (G) =
{
u ∈ CG :

∑
i∈G |ui|

2
<∞

}
associated to the

matrix K; i.e.

KG (u) = K × u, u ∈ `2C (G) ,

where × is the matrix multiplication.
For any finite subset D of G, the restriction KD of K to D ×D is the sub-

matrix of K with indexes in D. The integral operator KD defined by (16.A.24)
is indeed the linear mapping on CD associated to the matrix KD; i.e.

KD (u) = KD × u, u ∈ CD.

In particular, the eigenvalues (and eigenvectors) of KD are the same as those of
the matrix KD.

The conditions in Definition 5.2.11 for regularity simplify in the discrete case
as follows.

Proposition 5.7.3. Let G be a discrete set and let K : G2 → C.

(i) K is regular iff K ∈ `2C
(
G2
)

is Hermitian, nonnegative-definite, and with
finite trace.

(ii) K is locally regular iff it is Hermitian and nonnegative-definite.

Proof. (i) Necessity is obvious. It remains to show sufficiency. Let K ∈ `2C
(
G2
)

be Hermitian, nonnegative-definite, and with finite trace. Since, K is Hermitian,
then K is diagonalizable by Proposition 16.A.13(i). Since G is discrete and µ is
the counting measure on G, Equality (16.A.14) holds for all (x, y) ∈ G2. Then
K equals its canonical version. Since K is nonnegative-definite, its eigenvalues
{λn}n∈N∗ are nonnegative. Since K has finite trace,

∑
n∈N∗ λn < ∞. Then

Corollary 16.A.18(i) shows that KG is trace class. (ii) By Item (i), K is locally
regular iff for any finite subset D of G, the restriction KD of K to D × D is
Hermitian and nonnegative-definite. This is the case iff K is Hermitian and
nonnegative-definite by Lemma 5.2.12(i)-(ii).

Corollary 5.7.4. Let G be a discrete set, K : G2 → C and α ∈ R∗−.

(i) K is α-regular (resp. strictly α-regular) iff K ∈ `2C
(
G2
)

is Hermitian,
nonnegative-definite, with finite trace, and eigenvalues smaller or equal
than −1/α (resp. strictly smaller than −1/α).

(ii) K is locally α-regular (resp. locally strictly α-regular) iff it is Hermitian,
nonnegative-definite, and the eigenvalues of each finite submatrix of K are
smaller or equal than −1/α (resp. strictly smaller than −1/α).

Proof. This follows from Proposition 5.7.3 and the fact that the eigenvalues of
KG are the same as those of the matrix K.



288CHAPTER 5. DETERMINANTAL AND PERMANENTAL PROCESSES

5.7.3 Janossy measures

Proposition 5.7.5. Let G be a finite set.

(i) Let K : G2 → C be Hermitian, nonnegative-definite, and with eigenvalues
strictly smaller than 1, and Φ be a determinantal point process on G with
kernel K and background measure νG. Then the Janossy measures of Φ
are given by

Jk (x1, . . . , xk) = det (I + L)
−1

det (L (xi, xj))1≤i,j≤k , (5.7.8)

for any k ∈ N∗ and any x1, . . . , xk ∈ G, where

L := (I −K)
−1
K. (5.7.9)

Moreover,
P (Φ = u) = det (I + L)

−1
det (Lu) , (5.7.10)

for any u ⊂ G, where Lu is the submatrix of L indexed by u× u.

(ii) Let L : G2 → C be Hermitian and nonnegative-definite. Then there exists
a simple point process Φ on G with distribution (5.7.10). Moreover, Φ is
a determinantal point process on G with kernel

K := I − (I + L)
−1

(5.7.11)

and background measure νG.

Proof. (i) Since K is strictly (−1)-regular, Theorem 5.2.17 shows that there
exists a determinantal point process Φ on G with kernel K and background
measure the counting measure on G. Note that L = (I −K)

−1
K is the (−1)-

inverse of K; see Definition 5.4.2. By Lemma 5.4.9,

det (I −K) = det (I + L)
−1
.

The Janossy measures of Φ are given by (5.4.14) which combined with the above
display proves (5.7.8). On the other hand, by (4.3.6), for any x = (x1, . . . , xk) ∈
Gk,

Jk (x) = k!pkΠk (x) ,

where pk and Πk are defined respectively by (4.3.4) and (4.3.2). In particular,
if x1, . . . , xk are pairwise distinct, then

Πk (x) =
1

k!

∑
σ

P
((
Xσ(1) (Φ) , . . . , Xσ(k) (Φ)

)
= x | Φ (G) = k

)
=

1

k!
P
(
∃σ :

(
Xσ(1) (Φ) , . . . , Xσ(k) (Φ)

)
= x | Φ (G) = k

)
=

1

k!
P

(
Φ =

k∑
i=1

δxi | Φ (G) = k

)

=
1

k!
P (Φ = {x1, . . . , xk} | Φ (G) = k) ,
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where the second equality is due to the fact that Φ is simple by Lemma 5.1.4.
Combining the above two equalities with (5.7.8) gives (5.7.10). (ii) The matrix
K defined by (5.7.11) is strictly (−1)-regular by Corollary 5.7.4(i). Applying

Item (i) to this matrix K and observing that (I −K)
−1
K = L gives the an-

nounced results.

Note the difference between Equation (5.7.10) and Equation (5.7.6) which
gives the probability that x1, . . . , xk are atoms of Φ (for some pairwise distinct
x1, . . . , xk ∈ G).

Remark 5.7.6. Bibliographic notes. Proposition 5.7.5(ii) is due to [17, Propo-
sition 1.2] (see also [61, Theorem 2.2]). In these references, a point process Φ
satisfying (5.7.10) is called L-ensemble.

Observe from (5.7.10) that
∑
u⊂G det (Lu) = det (I + L). Indeed this holds

for arbitrary matrices (not necessarily Hermitian nonnegative-definite); see Equa-
tion (15.A.11).

5.7.4 Palm version

Proposition 5.7.7. Conditioning versus Palm. Let G be a finite set, K : G2 →
C be Hermitian, nonnegative-definite, with eigenvalues strictly smaller than 1,
Φ be a determinantal point process on G with kernel K and background measure
νG, u ⊂ G, and Ku be the submatrix of K indexed by u × u. Assume that Ku

is invertible and let Φu be the point process composed of the atoms of Φ falling
in uc given that u ⊂ Φ. Then the following results hold.

(i) Φu
dist.
= Φ!

u the reduced Palm version of Φ at u. In particular, Φu is a de-
terminantal point process on uc with background measure νuc =

∑
x∈uc δx

and kernel Ku the Schur complement (15.A.6) of Ku in K; that is

Ku = Kuc −Kucu (Ku)
−1
Kuuc , (5.7.12)

where Kucu and Kuuc are the submatrices of K indexed by uc × u and
u× uc respectively.

(ii) The determinantal point process Φu admits also the following kernel (with
background measure νuc)

K̃u = I −
(

(Iu + L)
−1
)
uc
, (5.7.13)

where L = (I −K)
−1
K and Iu : G2 → C is defined by Iu (x, y) =

1 {x = y ∈ uc}.

(iii) For any v ⊂ uc,

P (Φu = v) =
det (Lu∪v)

det (Iu + L)
. (5.7.14)
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Proof. (i) For any v ⊂ uc,

P (v ⊂ Φu) = P (u ∪ v ⊂ Φ | u ⊂ Φ)

=
P (u ∪ v ⊂ Φ)

P (u ⊂ Φ)

=
det (Ku∪v)
det (Ku)

= det (Ku
v ) ,

where the third equality is due to (5.7.6) and the fourth equality follows from
the Schur complement formula (15.A.5) with the matrix Ku

v being the Schur
complement (15.A.6) of Ku in Ku∪v; that is

Ku
v = Kv −Kvu (Ku)

−1
Kuv.

Theorem 5.5.2 permits to conclude. (ii) Let L := (I −K)
−1
K. For any v ⊂ uc,

P (Φu = v) = P (Φ = u ∪ v | u ⊂ Φ)

=
P (Φ = u ∪ v)

P (u ⊂ Φ)

=
det (Lu∪v)

det (I + L) det (Ku)
, (5.7.15)

where the third equality is due to (5.7.10) and (5.7.6). By the Schur complement
formula (15.A.5) for det (Lu∪v), we get

P (Φu = v) =
det (Lu)

det (I + L) det (Ku)
det (Luv ) ,

where Luv is the Schur complement (15.A.6) of Lu in Lu∪v; that is

Luv = Lv − Lvu (Lu)
−1
Luv.

Note that Luv =
(
L̃u
)
v

where

L̃u := Luc − Lucu (Lu)
−1
Luuc . (5.7.16)

Then by Proposition 5.7.5(ii), Φu has kernel

K̃u := I −
(
I + L̃u

)−1

.

Observe that

I + K̃u =
(
I + L̃u

)−1

=
(
I + Luc − Lucu (Lu)

−1
Luuc

)−1

=
(

(Iu + L)
−1
)
uc
,
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where the second equality is due to (5.7.16) and the third equality follows from
the formula of the inverse of a partitioned matrix [48, §0.7.3 p.18] applied to

Iu + L =

(
Lu Luuc

Lucu I + Luc

)
.

(iii) Invoking (15.A.10), we get

∑
v⊂uc

det (Lu∪v) = det (Iu + L) .

Then adding (5.7.15) over all v ⊂ uc, we get

det (I + L) det (Ku) = det (Iu + L) .

Combining the above display and (5.7.15) implies the announced result.

Observe that the kernelsKu and K̃u given respectively by (5.7.12) and (5.7.13)
are not necessarily equal; see Remark 5.1.2.

Remark 5.7.8. Bibliographic notes. The statement in Proposition 5.7.7 that
Φu is a determinantal point process with kernel given by (5.7.13) is due to
Borodin and Rains [17, Proposition 1.2]; but they use different arguments.

Here is their proof of Proposition 5.7.7(ii). For any v ⊂ uc,

P (Φu ⊂ v) =
∑
β⊂v

P (Φu = β)

= det (Iu + L)
−1
∑
β⊂v

det (Lu∪β)

=
det (Iu + L)u∪v

det (Iu + L)
, (5.7.17)

where the second equality is due to (5.7.14) and the third equality is due to (15.A.10)
applied to the matrix A = Lu∪v which gives

∑
β⊂v

det (Lu∪β) = det (Lu∪v + (Iu)u∪v) = det (Iu + L)u∪v .
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On the other hand, for any v ⊂ uc,

det
(
K̃u
)
v

= det
(
I −

(
(Iu + L)

−1
)
uc

)
v

=
∑
γ⊂v

(−1)
|γ|

det
(

(Iu + L)
−1
)
γ

=
∑
γ⊂v

(−1)
|γ| det (Iu + L)γc

det (Iu + L)

=
∑
γ⊂v

(−1)
|γ| det (Iu + L)u∪(uc∩γc)

det (Iu + L)

=
∑
γ⊂v

(−1)
|γ|

P (Φu ⊂ uc ∩ γc)

=
∑
γ⊂v

(−1)
|γ|

P (Φu (γ) = 0)

= 1−P

(⋃
x∈v
{Φu (x) = 0}

)
= P (v ⊂ Φu) ,

where the second equality is due to (15.A.11) applies to the matrix A = −
(

(Iu + L)
−1
)
uc

,

the third equality follows from (15.A.8), the fifth equality is due to (5.7.17), and
the last but one equality is due to the inclusion-exclusion formula for the prob-
ability of the union of events. Invoking Proposition 5.7.2 (and in particular
formula (5.7.6)) concludes the proof.

5.8 Exercises

5.8.1 For Section 5.1

Exercise 5.8.1. Let K be as in Definition 5.2.1. Show that the matrix (K (xi, xj))1≤i,j≤k
is Hermitian nonnegative-definite for all x1, . . . , xk ∈ G.

Solution 5.8.1. We use the same notation as in Definition 5.2.1. Letting

ϕ̃n(x) = ϕn(x)1 {x ∈ G1} , x ∈ G,

we get

K(x, y) =
∑
n∈N∗

λnϕ̃n(x)ϕ̃n(y)∗, x, y ∈ G.

Then for any x1, . . . , xk ∈ G, the matrix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-
definite; as a sum of Hermitian nonnegative-definite matrices.

5.8.2 For Section 5.2

Exercise 5.8.2. Let Φ be a determinantal point process. Show that P (Φ (D) ≥ 2) ≤
E [Φ (D)]

2
for all D ∈ B (G).
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Solution 5.8.2. Since Φ is a determinantal point process, then by Lemma 5.1.4,
Φ is simple. Then for any D ∈ B (G),

P (Φ (D) ≥ 2) ≤ E
[
Φ(2)

(
D2
)]
≤ E [Φ (D)]

2
,

where the first inequality is due to Exercise 2.7.13 and the last inequality is due
to (5.1.12).

5.8.3 For Section 5.3

Exercise 5.8.3. Let α ∈ R and K : G2 → C. Show that the function
(x1, . . . , xk) 7→ detα (K (xi, xj))1≤i,j≤k defined on Gk is symmetric; i.e., in-

variant with respect to any permutation of the components. (This verification
is motivated by the context of Definition 5.3.1 since the k-th factorial moment
measure of any point process is a symmetric measure.)

Solution 5.8.3. For any permutation σ of {1, . . . , k},

detα
(
K
(
xσ(i), xσ(j)

))
1≤i,j≤k =

∑
π∈Sk

αk−cyc(π)
k∏
i=1

K
(
xσ(i), xπ(σ(i))

)
=
∑
π∈Sk

αk−cyc(π)
k∏
l=1

K
(
xl, xπ(l)

)
= detα (K (xi, xj))1≤i,j≤k ,

where the second equality follows from the change of variable l = σ (i).

5.8.4 For Section 5.6

Exercise 5.8.4. Let C : Rd → C be defined by

C(x) =
λ

(1 + ‖x/ζ‖2)
η+d/2

, x ∈ Rd,

where λ, ζ and η are given positive real numbers. Prove that C ∈ L1
C
(
`d,Rd

)
∩

L2
C
(
`d,Rd

)
is square integrable. If η < d/2, show that the Fourier transform Ĉ

is given by, for any ξ ∈ Rd,

Ĉ(ξ) =

∫
Rd
C(x)e−2iπ〈x,ξ〉dx

= λ
21−η(

√
πζ)d

Γ (η + d/2)
‖2πζξ‖ηKη(‖2πζξ‖), (5.8.18)

where Kη is the modified Bessel function of the second kind; see Example 5.6.12.
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Solution 5.8.4. We may assume without loss of generality that λ = 1. Making
the change of coordinates from Cartesian to spherical (2.7.1) it is easy to see
that C ∈ L1

C
(
`d,Rd

)
∩ L2

C
(
`d,Rd

)
. Recall that for any f ∈ L1

C
(
`d,Rd

)
, the

Fourier transform of x 7→ f (x/ζ) is ξ 7→ |ζ|d f̂ (ζξ). Then we may restrict
ourselves to the case ζ = 1. Observe that since C is even, then Ĉ is real, thus

Ĉ(ξ) =

∫
Rd
C(x) cos (2π 〈x, ξ〉) dx

Consider first the case d = 1. Then, for any ξ ∈ R,

Ĉ(ξ) =

∫
R

cos (2πxξ)(
1 + |x|2

)η+1/2
dx

= 2

∫ ∞
0

cos (2πx |ξ|)(
1 + |x|2

)η+1/2
dx =

21−η√π
Γ (η + 1/2)

|2πξ|ηKη(|2πξ|),

where the last equality is due to [42, Equation (8.432.5) p.907]. This proves (5.8.18)
for d = 1.

Consider now d ≥ 2. We follow the arguments in [98, p.363]. Let

ϕ (ξ) = ‖2πξ‖ηKη(‖2πξ‖), ξ ∈ Rd.

Its inverse Fourier transform f = F−1ϕ equals

f (x) =

∫
Rd
ϕ (ξ) e2iπ〈x,ξ〉dξ, x ∈ Rd.

We make the change of coordinates from Cartesian to spherical (2.7.1) where
r ∈ R+, φ1, . . . , φd−2 ∈ [0, π] , φd−1 ∈ [0, 2π) whose Jacobian is given by (2.7.2).
We may choose the first angular coordinate φ1 to be the angle between x and ξ.
Then

f (x) =

∫
R+×[0,π]d−2×[0,2π)

(2πr)
η
Kη(2πr) cos (2πr‖x‖ cos (φ1)) rd−1

× sind−2 φ1 sind−3 φ2 . . . sinφd−2drdφ1 . . . dφd−1.

The integral with respect to φ1 may be solved using [42, Equation (8.411.5)
p.902]: ∫ π

0

cos (2πr‖x‖ cos (φ1)) sind−2 φ1dφ1

=
√
πΓ ((d− 1) /2) (πr‖x‖)−(d−2)/2

J(d−2)/2 (2πr‖x‖) ,

where J· is the Bessel function of the first kind; see [42, Equation (8.401) p.900].

Let σd = 2πd//2

Γ(d/2) be the surface area of the unit ball in Rd, then∫
[0,π]d−3×[0,2π)

sind−3 φ2 . . . sinφd−2dφ2 . . . dφd−1 = σd−1.
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Therefore,

f (x) = 2πd//2
∫ ∞

0

(2πr)
η
Kη(2πr) (πr‖x‖)−(d−2)/2

J(d−2)/2 (2πr‖x‖) rd−1dr

=
(

2πd//2 (2π)
−d

(‖x‖/2)
−(d−2)/2

)
×
∫ ∞

0

tη+d/2J(d−2)/2 (t‖x‖)Kη(t)dt

=
(

2πd//2 (2π)
−d

(‖x‖/2)
−(d−2)/2

)
× 2η+(d−2)/2‖x‖(d−2)/2 Γ (η + d/2)

(‖x‖2 + 1)
η+d/2

= π−d//22η−1 Γ (η + d/2)

(‖x‖2 + 1)
η+d/2

,

where for the second equality we make the change of variable r → t = 2πr
and the third equality is due to [42, Equation (6.576.7) p.676] when d/2 > η.
Observing that

f (x) = π−d//22η−1Γ (η + d/2)C(x),

concludes the proof.
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Part II

Stationary random
measures and point

processes

297





Chapter 6

Palm theory in the
stationary framework

In this part, we consider random measures on the d-dimensional Euclidean space
G = Rd, with the associated Borel σ-algebra B

(
Rd
)

for some given d ∈ N∗.
Recall that a stochastic process {Z (x)}x∈Rd with values in some measurable
space (K,K) is said to be stationary if

{Z (x+ t)}x∈Rd
dist.
= {Z (x)}x∈Rd , t ∈ Rd, (6.0.1)

where
dist.
= means ‘has the same probability distribution as’.

We will define the stationarity of random measures and introduce some sta-
tionary framework on the probability space (Ω,A,P), which facilitates the anal-
ysis of jointly stationary random measures and fields. In particular, it allows one
to define Palm probabilities of different random measures directly on (Ω,A), to
study the relations between these probabilities, and also to consider the distri-
butions of all random object defined on (Ω,A) under these Palm probabilities.
As we shall see, this gives rise to several useful conservation laws including the
mass transport formula.

6.1 Palm probabilities in the stationary frame-
work

6.1.1 Stationary framework

Shift operator and stationarity

For all t ∈ Rd, we introduce a shift operator St on the set of measures µ on
(Rd,B

(
Rd
)
) by

Stµ(B) := µ(B + t), B ∈ B
(
Rd
)
,

299
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where B + t = {x + t ∈ Rd : x ∈ B}. The shift St acts also on functions f
defined on Rd as follows

Stf (x) := f (x+ t) , x ∈ Rd.

Remark 6.1.1. For any t ∈ Rd,∫
f (x)Stµ (dx) =

∫
f (x)µ(dx+ t)

=

∫
f(y − t)µ (dy) =

∫
f(x− t)µ (dx) ,

where for the second equality we make the change of variable y = x+ t. Equiv-
alently, ∫

f St (dµ) =

∫
S−tf dµ. (6.1.1)

Also ∫
Stf St (dµ) =

∫
f dµ. (6.1.2)

For a counting measure µ =
∑
k∈Z δxk ,

Stµ =
∑
k

δxk−t.

Indeed, for all B ∈ B
(
Rd
)
, µ (B) =

∑
k∈Z 1 {xk ∈ B} then

Stµ (B) = µ(B + t)

=
∑
k∈Z

1 {xk ∈ B + t}

=
∑
k∈Z

1 {xk − t ∈ B} =
∑
k∈Z

δxk−t (B) .

So the shift St acts on a counting measure by translating its points by −t.
Observe that the definition of stationarity of a stochastic process Z =

{Z (x)}x∈Rd in (6.0.1) may be written as follows

PStZ = PZ , t ∈ Rd,

where StZ = {StZ (x)}x∈Rd = {Z (x+ t)}x∈Rd .

Definition 6.1.2. Stationary random measure. A random measure Φ is said
stationary if

PStΦ = PΦ, t ∈ Rd. (6.1.3)

A family of random measures Φi and stochastic processes Zi, i = 1, 2, . . .,
all defined on the same probability space is called jointly stationary if the joint
distribution of all these random objects is invariant with respect to their shift by
any vector t ∈ Rd; that is

P(StΦ1,StΦ2,...,StZ1,StZ2,...) = P(Φ1,Φ2,...,Z1,Z2,...), t ∈ Rd.
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By Corollary 1.3.4, a random measure Φ is stationary if and only if, for all
t ∈ Rd, B1, . . . , Bn ∈ B

(
Rd
)
,

(Φ (B1 + t) , . . . ,Φ (Bn + t))
dist.
= (Φ (B1) , . . . ,Φ (Bn)) .

Example 6.1.3. Shifted comb. Let U be a random variable uniformly dis-
tributed in [0, 1). Then the point process on R defined by

Φ =
∑
k∈Z

δk+U

is stationary. It is called the shifted comb. Indeed, for all t ∈ R, letting a =
dte − t ∈ [0, 1], we get

StΦ =
∑
k∈Z

δk+U−t

=
∑
k∈Z

δk+U+dte−t

=
∑
k∈Z

δk+U+a

=
∑
k∈Z

δk+U+a−1{U+a>1} =
∑
k∈Z

δk+Ũ ,

where Ũ = U + a− 1 {U + a > 1} is uniformly distributed in [0, 1].

Example 6.1.4. Shifted grid. Let (U, V ) be independent random variables
uniformly distributed in [0, 1). Then the point process on R2 defined by

Φ =
∑

(k,n)∈Z2

δ(k+U,n+V )

is stationary (the arguments follow the same lines as in Example 6.1.3). It is
called the shifted grid. There is no difficulty extending this to Rd for all d ≥ 1.

Flow and compatibility

Definition 6.1.5. A family {θt}t∈Rd is called a flow on the measurable space
(Ω,A) if

(i) ∀t ∈ Rd, θt : Ω→ Ω is bijective;

(ii) ∀t, u ∈ Rd, θt+u = θt ◦ θu (therefore θ−1
t = θ−t and θ0 is the identity).

If moreover, (t, ω) 7→ θt (ω) is measurable, then {θt} is called a measurable
flow.
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Remark 6.1.6. Random flow composition rule. Let {θt}t∈Rd be a flow on the

measurable space (Ω,A) and let U and V be two Rd-valued random variables.
Consider the mapping θU : Ω → Ω, ω 7→ θU(ω)ω and similarly for θV . One
should be careful when considering θU ◦ θV with the composition rule in Defini-
tion 6.1.5(ii); indeed

θU ◦ θV (ω) = θU
[
θV (ω)ω

]
= θU[θV (ω)ω]θV (ω)ω

= θU[θV (ω)ω]+V (ω)ω

= θU◦θV +V (ω) . (6.1.4)

Lemma 6.1.7. The family of shifts {St}t∈Rd is a measurable flow on the space

of locally finite measures (M̄
(
Rd
)
,M̄

(
Rd
)
).

Proof. (Cf. [79, §II.1]) Note that for all t, u ∈ Rd, µ ∈ M̄
(
Rd
)
, B ∈ B

(
Rd
)
,

StSuµ(B) = Suµ(B + t) = µ(B + t + u) = St+uµ(B) and that S0 is identity.
Then {St}t∈Rd is a flow on (M̄

(
Rd
)
,M̄

(
Rd
)
). It remains to show that the

mapping Rd × M̄
(
Rd
)
→ M̄

(
Rd
)
, (t, µ) 7→ Stµ is measurable. By [52], M̄

(
Rd
)

is generated by the mappings µ 7→ µ (f) , f ∈ Fc

(
Rd
)
. Then, it is enough to

show that, for all f ∈ Fc

(
Rd
)
, the mapping g : Rd × M̄

(
Rd
)
→ R̄+, (t, µ) 7→

(Stµ) (f) is measurable. This mapping f is Carathéodory; i.e., continuous in its
first argument (indeed, let tn → t, then (Stnµ) (f) → (Stµ) (f) by dominated
convergence theorem) and measurable in its second argument (indeed, observe
that (Stµ) (f) = µ (S−tf) and invoke Lemma 1.1.5). Then f is measurable
by [2, Lemma 4.51].

Definition 6.1.8. A random measure Φ is compatible with the flow {θt}t∈Rd
if

Φ ◦ θt = StΦ, t ∈ Rd. (6.1.5)

A stochastic process {Z (t)}t∈Rd is compatible with the flow {θt}t∈Rd if

Z (x) ◦ θt = StZ (x) , x, t ∈ Rd,

that is

Z (x, θtω) = Z (x+ t, ω) , x, t ∈ Rd, ω ∈ Ω. (6.1.6)

Lemma 6.1.9. A stochastic process {Z (t)}t∈Rd is compatible with the flow
{θt}t∈Rd iff

Z (t) = Z (0) ◦ θt, t ∈ Rd,

that is,

Z(t, ω) = Z(0, θtω), t ∈ Rd, ω ∈ Ω. (6.1.7)

In particular, {Z (t)}t∈Rd is entirely characterized by the random variable Z (0).
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Proof. Necessity. It is enough to apply (6.1.6) with x = 0. Sufficiency. Note
that

Z (x) ◦ θt = Z (0) ◦ θx ◦ θt
= Z (0) ◦ θx+t

= Z (x+ t) = StZ (x) .

Example 6.1.10. Let Φ be a point process compatible with the flow {θt}t∈Rd .
The stochastic process

Z (x) := inf{|x−X| : X ∈ Φ}

is entirely characterized by the random variable f = inf{|Y | : Y ∈ Φ}, since

f (θxω) = inf{|Y | : Y ∈ Φ ◦ θx}
= inf{|Y | : Y ∈ SxΦ}
= inf{|Y − x| : Y ∈ Φ} = Z (x) .

Definition 6.1.11. Let (Ω,A,P) be a probability space with a measurable flow
{θt}t∈Rd . The probability P is invariant with respect to {θt}t∈Rd if

P ◦ θ−1
t = P, t ∈ Rd,

i.e.,
P({ω ∈ Ω : θtω ∈ A}) = P({ω ∈ Ω : ω ∈ A}), A ∈ A,

(since θ−1
t (A) = {ω ∈ Ω : ω ∈ θ−1

t A} = {ω ∈ Ω : θtω ∈ A}).
In this case,

• we say that (Ω,A, {θt}t∈Rd ,P) is a stationary framework;

• we call P the stationary probability on (Ω,A, {θt}t∈Rd) (to distinguish it
from Palm probabilities to be defined later on the same space).

Lemma 6.1.12. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework.

(i) Let Φ be a random measure defined on (Ω,A,P) and compatible with the
flow {θt}t∈Rd . Then Φ is stationary.

(ii) Let Φi and Zi, i = 1, 2, . . . be a family of random measures and stochastic
processes, respectively, defined on (Ω,A,P) compatible with the flow. Then
Φi and Zi are jointly stationary.

Proof. (i) Recall that Φ is stationary if and only if PStΦ = PΦ for all t ∈ Rd.
Now, if Φ is compatible with the flow {θt}t∈Rd , then

PStΦ = PΦ◦θt = P ◦ (Φ ◦ θt)−1
= P ◦ θ−1

t ◦ Φ−1 = P ◦ Φ−1 = PΦ.

(ii) The proof follows in the same lines as (i).
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Definition 6.1.13. Let Φ be a stationary random measure. Then the station-
ary framework

(
M̄
(
Rd
)
,M̄

(
Rd
)
, {St}t∈Rd ,PΦ

)
is called a canonical stationary

framework for Φ. Indeed, {St}t∈Rd is a measurable flow on (M̄
(
Rd
)
,M̄

(
Rd
)
)

by Lemma 6.1.7 and PΦ is invariant with respect to it by (6.1.3).

Remark 6.1.14. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
k∈Z δXk

be a point process compatible with the flow {θt}t∈Rd . Then

StΦ =
∑
k∈Z

δXk−t = Φ ◦ θt =
∑
l∈Z

δXl◦θt .

Then for each k ∈ Z, there exists some l ∈ Z such that Xl ◦ θt = Xk − t.
Nevertheless, in general Xk ◦ θt 6= Xk − t.

For example, let Φ =
∑
k∈Z δXk be a point process on R with the usual

enumeration convention (1.6.8). The point

X0 ◦ θt = max
n∈Z
{Xn − t : Xn ≤ t, } = max

n∈Z
{Xn ∈ (−∞, t]} − t

is in general different from X0 − t.

Example 6.1.15. The distribution of a homogeneous Poisson process on Rd
(cf. Definition 2.1.2) is invariant with respect to any shift St, t ∈ Rd. The
canonical probability space can serve as a stationary framework for it.

6.1.2 Palm probability of a random measure

Definition 6.1.16. The intensity of a stationary random measure Φ on Rd is
defined by

λ := MΦ

(
[0, 1)

d
)
,

where MΦ is the mean measure of Φ.

Lemma 6.1.17. Let Φ be a stationary random measure on Rd with intensity
λ. Then the following results hold true.

(i) The mean measure MΦ is invariant under translations; that is

MΦ(B + t) = MΦ(B), B ∈ B
(
Rd
)
, t ∈ Rd.

(ii) Φ is almost surely the null measure iff λ = 0.

(iii) If λ < ∞, then MΦ is proportional to the Lebesgue measure; more pre-
cisely,

MΦ(B) = λ|B|, B ∈ B
(
Rd
)
. (6.1.8)

(iv) MΦ is locally finite iff λ <∞.
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Proof. (i) For any B ∈ B
(
Rd
)
, t ∈ Rd,

MΦ(B + t) = E[Φ(B + t)]

= E[StΦ(B)]

= E[Φ(B)] = MΦ(B),

where the third equality is due to (6.1.3). (ii) Necessity is obvious. Sufficiency
follows from (i) and the fact that every relatively compact in a metric space
may be covered by a finite number of balls of radius 1. (iii) If λ = 0 then the
result is obvious by (ii). Assume now that 0 < λ <∞. Then, it follows from (i)
and the fact that every relatively compact in a metric space may be covered
by a finite number of balls of radius 1, that MΦ is locally finite. Thus, by the
Haar theorem [80, Theorem 2], MΦ is proportional to the Lebesgue measure.
(iv) Necessity is obvious and sufficiency follows from (iii).

Proposition 6.1.18. A Poisson point process on Rd is stationary if and only
if its intensity measure is proportional to the Lebesgue measure.

Proof. The direct part follows from Lemma 6.1.17(iii) and the fact that the
intensity measure of a Poisson point process is locally finite and therefore the
intensity λ is necessarily finite. For the converse, observe that StΦ is a Poisson
point process with intensity measure StMΦ for all t ∈ Rd. Since MΦ is pro-
portional to the Lebesgue measure, then StMΦ = MΦ. Since the probability
distribution of a Poisson point process is characterized by its intensity measure,
it follows that PStΦ = PΦ for all t ∈ Rd.

Lemma 6.1.19. A stationary point process Φ on Rd with finite intensity does
not have fixed atoms; that is for any x ∈ Rd, P (Φ ({x}) > 0) = 0.

Proof. Since 1 {Φ ({x}) > 0} ≤ Φ ({x}), then

P (Φ ({x}) > 0) = E [1 {Φ ({x}) > 0}]
≤ E [Φ ({x})]
= MΦ ({x})
= λ|{x}| = 0,

where the last but one equality is due to (6.1.8).

Proposition 6.1.20. Existence of the Campbell-Matthes measure and Palm
probability. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and Φ be a ran-
dom measure on Rd compatible with the flow {θt}t∈Rd and having intensity
λ ∈ R∗+. Then the following results hold true.

(i) There exists a unique σ-finite measure C on Rd × Ω characterized by

C(B ×A) := E

[∫
B

1{θx(ω) ∈ A}Φ (dx)

]
, B ∈ B

(
Rd
)
, A ∈ A. (6.1.9)
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(ii) The measure C defined by (6.1.9) satisfies

C((B + t)×A) = C(B ×A) = C(A)|B|, t ∈ Rd, B ∈ B
(
Rd
)
, A ∈ A,

for some set function C defined on A.

(iii) Let B ∈ Bc

(
Rd
)

with |B| > 0. The set function P0 defined on A by

P0(A) :=
C(B ×A)

λ|B| =
1

λ|B|E
[∫

B

1A ◦ θxΦ (dx)

]
, A ∈ A, (6.1.10)

is a probability on (Ω,A) which does not depend on the particular choice
of B ∈ Bc

(
Rd
)
, provided |B| > 0.

Proof. (i) The proof follows the same lines as that of Lemma 3.1.1. Indeed,
let R be the class of all finite disjoint unions of sets of the form B × A where
B ∈ B

(
Rd
)
, A ∈ A. Note first that R is an algebra of sets. Moreover CΦ is

σ-finite on R. (It is enough to consider a sequence {Bn}n∈N of sets in Bc

(
Rd
)

covering Rd, and note that C(Bn×Ω) = MΦ(B) <∞.) Then it follows from the
Carathéodory’s extension theorem [44, §13 Theorem A] that C admits a unique
extension on σ (R) which is precisely the product σ-algebra on Rd × Ω. (ii)

C((B + t)×A) = E

[∫
Rd

1{x ∈ B + t, θx(ω) ∈ A}Φ (dx)

]
= E

[∫
Rd

1{x− t ∈ B, θx(ω) ∈ A}Φ (dx)

]
= E

[∫
Rd

1{y ∈ B, θy+t(ω) ∈ A}Φ(t+ dy)

]
(y := x− t)

= E

[∫
Rd

1{y ∈ B, θy+t(ω) ∈ A}StΦ (dy)

]
= E

[∫
Rd

1{y ∈ B, θy ◦ θt(ω) ∈ A}Φ ◦ θt(ω) (dy)

]
= C(B ×A).

Thus, for fixed A, the measure C(· × A) is invariant under left translation.
Moreover, for all B ∈ Bc

(
Rd
)
,

C(B ×A) ≤MΦ(B) <∞.

Then, by the Haar theorem [80, Theorem 2], C(· × A) is equal to the Lebesgue
measure up to a multiplicative constant; i.e.,

C(B ×A) = C(A)|B|, B ∈ B
(
Rd
)
, A ∈ A.

(iii) Since C(B×∅) = 0, then P0(∅) = 0. Moreover, since C(B×Ω) = MΦ(B) =
λ|B|, then P0(Ω) = 1. Finally, σ-additivity of P0 follows from that of C(B ×
·).
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Definition 6.1.21. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and Φ be
a random measure on Rd compatible with the flow {θt}t∈Rd and having intensity
λ ∈ R∗+. The measure C on Rd × Ω characterized by (6.1.9) is the Campbell-
Matthes measure associated to Φ. The probability P0 defined by (6.1.9) is the
Palm probability associated to Φ.

Remark 6.1.22. Palm terminology and notation. Observe that there is no risk
of confusion with our previous terminology in the general (non-stationary) case.
Indeed, we introduced Palm distributions Px

Φ in Section 3.1 and local Palm
probabilities Px in Section 3.1.3. Further, we will see in Theorem 6.1.31(ii)
below that the notation in the general and stationary case are consistent.

Remark 6.1.23. Note that Equation (6.1.10) may be written as

P0(A) =
1

λ|B|P (Φ 6= 0) E

[∫
B

1A ◦ θxΦ (dx)

∣∣∣∣Φ 6= 0

]
, A ∈ A.

It follows that the restriction of the probability P on the event {Φ = 0} does not
impact the Palm probability.

Example 6.1.24. Deterministic measure. Let Φ ≡ `d the Lebesgue measure.
Then, its intensity is λ = 1 and its Palm probability is

P0 = P.

Indeed,

λ := `d
(

[0, 1)
d
)

= 1.

Moreover, for all A ∈ A,

P0(A) = E

[∫
(0,1]d

1A ◦ θxdx

]

=

∫
(0,1]d

E [1A ◦ θx] dx

=

∫
(0,1]d

P (A) dx = P (A) .

The following propositions give some basic properties of the Palm probability
of a stationary random measure.

Proposition 6.1.25. Let Φ be a stationary random measure on Rd with inten-
sity λ ∈ R∗+. The event

A = {Φ = 0} ∪
{

Φ
(
Rd
)

=∞
}

is such that P (A) = 1.
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Proof. Let (Ω,A, {θt}t∈Rd ,P) be the underlying stationary framework Let

Ω′ =
{
ω ∈ Ω : Φ

(
ω,Rd

)
=∞

}
.

Note that this event is θt-invariant, for all t ∈ Rd. Moreover, the random
measure Φ′ defined by

Φ′ (ω,B) :=
Φ (ω,B)

Φ (ω,Rd)
1 {ω ∈ Ω′} , B ∈ B

(
Rd
)

is compatible with the flow {θt}t∈Rd . The mean measure MΦ′ of Φ′ is finite
since

MΦ′
(
Rd
)

= P (Ω′) .

In particular, the intensity λ′ of Φ′ is finite. Then, by Lemma 6.1.17(iii),
MΦ′(B) = λ′|B|, for all B ∈ B

(
Rd
)

which together with the above display
shows that λ′ = 0 and therefore P (Ω′) = 0. This proof is due to J. Mur-
phy [76]. See also [31, Proposition 12.1.VI] for another proof.

Proposition 6.1.26. Let Φ be a stationary random measure on Rd with inten-
sity λ ∈ R∗+. Then the following results hold true:

(i)

P0 (Φ = 0) = 0.

(ii) Let A ∈ A be invariant with respect to the flow (i.e., θtA = A for all
t ∈ Rd) such that P (A) = 1. Then P0 (A) = 1.

(iii)

P
(
{Φ = 0} ∪

{
Φ
(
Rd
)

=∞
})

= P0
(
Φ
(
Rd
)

=∞
)

= 1.

(iv) In the particular case d = 1,

P
(
{Φ = 0} ∪

{
Φ(R∗+) = Φ(R∗−) =∞

})
= P0

(
Φ(R∗+) = Φ(R∗−) =∞

)
= 1.

Proof. (i) Let B ∈ Bc

(
Rd
)

with |B| > 0. By (6.1.10),

P0 (Φ = 0) =
1

λ|B|E
[∫

B

1{Φ=0} ◦ θxΦ (dx)

]
=

1

λ|B|E
[∫

B

1{Φ=0}Φ (dx)

]
= 0,
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where the second equality is due to the fact that Φ ◦ θx is the null measure iff
Φ is so. (ii) Let B ∈ Bc

(
Rd
)

with |B| > 0. By (6.1.10),

P0(A) =
1

λ|B|E
[∫

B

1A ◦ θxΦ (dx)

]
=

1

λ|B|E
[∫

B

1AΦ (dx)

]
=

1

λ|B|E [1AΦ (B)]

=
1

λ|B|E [Φ (B)] = 1,

where the second equality is due to the invariance of A with respect to the
flow and the fourth equality follows from P (A) = 1. (iii) Let A = {Φ = 0} ∪{

Φ
(
Rd
)

=∞
}

. This event is invariant with respect to the flow. Moreover, from
Proposition 6.1.25, P (A) = 1. Then by (ii), P0 (A) = 1. Invoking (i) proves
that P0

(
Φ
(
Rd
)

=∞
)

= 1. (iv) Let A = {Φ = 0} ∪
{

Φ(R∗+) = Φ(R∗−) =∞
}

.
This event is invariant with respect to the flow. Moreover, P (A) = 1; which may
be proved in the same way as [8, Property 1.1.2] for point processes. Then by
(ii), P0 (A) = 1. Invoking (i) proves that P0

(
Φ(R∗+) = Φ(R∗−) =∞

)
= 1.

Remark 6.1.27. Let Φ be a stationary random measure on Rd such that
P (Φ 6= 0) = 1. Consider the event A =

{
ω ∈ Ω : Φ(ω,Rd) =∞

}
. By Proposi-

tion 6.1.26(iii), P (A) = 1. Observe moreover that A is invariant with respect
to the flow. Then, with a possible restriction of Ω to A, one may assume that

Φ(ω,Rd) =∞, ∀ω ∈ Ω.

In the particular case d = 1, with a possible restriction of Ω to

B =
{
ω ∈ Ω : Φ(ω,R∗+) = Φ(ω,R∗−) =∞

}
,

one may assume that

Φ(ω,R∗+) = Φ(ω,R∗−) =∞, ∀ω ∈ Ω.

6.1.3 Campbell-Little-Mecke-Matthes theorem

Theorem 6.1.28. Campbell-Little-Mecke-Matthes (C-L-M-M). Let Φ be a ran-
dom measure which is compatible with the flow {θt}t∈Rd of a stationary frame-
work (Ω,A, {θt}t∈Rd ,P) . If the intensity λ of Φ is positive, then:

(i) For all measurable functions f : Rd × Ω→ R̄+,

E

[∫
Rd
f(x, θxω)Φ (dx)

]
= λ

∫
Rd

E0[f(x, ω)]dx. (6.1.11)
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(ii) For all measurable functions f : Rd × Ω → C̄, if either of the following
conditions

E

[∫
Rd
|f(x, θxω)|Φ (dx)

]
<∞, or

∫
Rd

E0[|f(x, ω)|]dx <∞

holds, then the other one holds, and Equality (6.1.11) holds true.

Proof. (i) We first show the announced equality for f(x, ω) = 1{x ∈ B,ω ∈ A}.
To do so, note that

E

[∫
Rd
f(x, θxω)Φ (dx)

]
= E

[∫
Rd

1{x ∈ B, θxω ∈ A}Φ (dx)

]
= C (B ×A) = λ|B|P0(A).

On the other hand,∫
Rd

E0[f(x, ω)]dx =

∫
Rd

E0[1{x ∈ B,ω ∈ A}]dx

=

∫
Rd

1{x ∈ B}E0[1{ω ∈ A}]dx = |B|P0(A).

For measurable functions f : Rd × Ω→ R̄+, the proof follows the same lines as
that of Theorem 3.1.9. (ii) Similar arguments to Corollary 3.1.10.

Corollary 6.1.29. Let Φ be a stationary point process on Rd with intensity
λ ∈ R∗+. Then Φ is simple under P iff it is simple under P0.

Proof. Necessity follows from Proposition 6.1.26(ii). It remains to prove suffi-
ciency. Observe that, for any B ∈ Bc

(
Rd
)
,

P (∃x ∈ B : Φ ({x}) ≥ 2) = E [1 {∃x ∈ B : Φ ({x}) ≥ 2}]

≤ E

[∫
B

1 {Φ ({x}) ≥ 2}Φ (dx)

]
= λ

∫
B

E0 [1 {Φ ({0}) ≥ 2}] dx,

where the third line is due to (6.1.11). If Φ is simple under P0, then P0 (Φ ({0}) ≥ 2) =
0 and the above integral vanishes which concludes the proof.

The following corollary shows that, in the particular case of point processes,
P0 may be interpreted as the probability distribution seen from a typical point
(randomly chosen).

Corollary 6.1.30. Let Φ be a stationary point process on Rd having intensity
λ ∈ R∗+ and let g be a nonnegative random variable. Then for any B ∈ B

(
Rd
)
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such that 0 < |B| <∞,

E0 [g] =
1

λ|B|E
[∫

B

g (θxω) Φ (dx)

]
=

1

λ|B|E
[ ∑
X∈Φ∩B

g (θXω)

]
. (6.1.12)

Proof. It is enough to apply the Campbell-Little-Mecke-Matthes theorem 6.1.28
(C-L-M-M) to f(x, ω) = 1{x ∈ B}g (ω). Indeed,

E

[∫
Rd
f(x, θxω)Φ (dx)

]
= E

[∫
Rd

1{x ∈ B}g (θxω) Φ (dx)

]
= E

[∫
B

g (θxω) Φ (dx)

]
= E

[ ∑
X∈Φ∩B

g (θXω)

]
and ∫

Rd
E0[f(x, ω)]dx =

∫
Rd

E0[1{x ∈ B}g (ω)]dx

=

∫
Rd

1{x ∈ B}E0[g (ω)]dx = |B|E0[g].

The following theorem shows other properties of Palm probability of station-
ary point processes.

Theorem 6.1.31. Let Φ be a stationary point process on Rd having intensity
λ ∈ R∗+.

(i) Let
Ω0 := {ω ∈ Ω : 0 ∈ Φ(ω)}. (6.1.13)

Then
P0(Ω0) = 1.

That is, under the Palm probability, the point process has almost surely an
atom at 0; this atom is called the typical point of the process.

(ii) Let P0
Φ be the probability distribution of Φ under the Palm probability; that

is P0
Φ := P0 ◦ Φ−1. For any family {Px

Φ}x∈Rd of Palm distributions of Φ
(cf. Definition 3.1.2), we have

P0
Φ = Px

Φ ◦ S−1
x , for Lebesgue-almost all x ∈ Rd.

In particular, the family defined by

Px
Φ := P0

Φ ◦ Sx, for all x ∈ Rd (6.1.14)

is a family of Palm distributions of Φ. Consequently, since S0 is the
identity, the notation is consistent for x = 0.
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(iii) Slivnyak’s theorem: If Φ is a homogeneous Poisson point process on Rd,
then

P0
Φ = PΦ+δ0 .

Proof. (i) Using Corollary 6.1.30 we get

P0 (Φ({0}) ≥ 1) = E0 [1 {Φ({0}) ≥ 1}]

=
1

λ|B|E
[∫

B

1 {Φ (θxω) ({0}) ≥ 1}Φ (dx)

]
=

1

λ|B|E
[∫

B

1 {SxΦ({0}) ≥ 1}Φ (dx)

]
=

1

λ|B|E
[∫

B

1 {Φ({x}) ≥ 1}Φ (dx)

]
=

1

λ|B|E [Φ(B)] = 1.

(ii) Applying C-L-M-M theorem 6.1.28 to

f(x, ω) = h (x) g (Φ (ω)) ,

we get

λ

∫
Rd
h (x) E0[g (Φ)]dx = E

[∫
Rd
h (x) g (Φ (θxω)) Φ (dx)

]
= E

[∫
Rd
h (x) g (SxΦ) Φ (dx)

]
= λ

∫
Rd×M(Rd)

h (x) g (Sxµ) Px
Φ (dµ) dx,

where the last equality is due to the Campbell-Little-Mecke theorem. We deduce
that for Lebesgue-almost all x ∈ Rd,

E0[g (Φ)] =

∫
M(Rd)

g (Sxµ) Px
Φ (dµ)

=

∫
M(Rd)

g (µ) Px
Φ ◦ S−1

x (dµ) ,

where we make the change of variable µ := Sxµ. Noting that the left-hand side
of the above equality equals

E0[g (Φ)] =

∫
M(Rd)

g (µ) P0
Φ (dµ) ,

shows that P0
Φ = Px

Φ ◦ S−1
x for Lebesgue-almost all x ∈ Rd. (iii) If Φ is a

homogeneous Poisson point process, then by Slivnyak-Mecke theorem 3.2.4, its
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Palm distributions equal Px
Φ = PΦ+δx for Lebesgue almost all x. For such x,

P0
Φ = Px

Φ ◦ S−1
x

= PΦ+δx ◦ S−1
x

= P ◦ (Φ + δx)
−1 ◦ S−1

x

= P ◦ [Sx ◦ (Φ + δx)]
−1

= P ◦ (SxΦ + Sx ◦ δx)
−1

= P ◦ (SxΦ + δ0)
−1

= PSxΦ+δ0 .

By stationarity of Φ, we have SxΦ
dist.
= Φ and thus SxΦ + δ0

dist.
= Φ + δ0 which

combined with the above equality completes the proof.

Example 6.1.32. Palm for shifted comb. Let U be a random variable uniformly
distributed in [0, 1). We have shown in Example 6.1.3 that the shifted comb
Φ =

∑
k∈Z δk+U is stationary. We have already given the Palm distributions

Px
Φ in Example 3.2.3. The intensity of Φ equals

λ = E [Φ ([0, 1))]

= E

[∑
k∈Z

1 {k + U ∈ [0, 1)}
]

= E [1 {U ∈ [0, 1)}] = 1.

Then the mean measure of a shifted comb process is the Lebesgue measure. We
aim now to compute its Palm probability P0. By (6.1.12), for any nonnegative
random variable g,

E0 [g] = E

 ∑
X∈Φ∩[0,1)

g (θXω)

 = E [g (θUω)] .

In particular, for any measurable function f : M (R)→ R+,

E0 [f (Φ)] = E [f (θUΦ)] = f

(∑
k∈Z

δk

)
.

We deduce that, under P0, Φ is deterministic and is equal to
∑
k∈Z δk.

6.1.4 Mass transport formula

As we have said in the introduction of the present chapter, the true benefit of
the stationary framework is the possibility to study the relations between Palm
probabilities corresponding to different random measures or point processes liv-
ing on the same probability space and being jointly stationarity.

The mass transport formula stated in Theorem 6.1.34 below is one such
result. Its proof relies on the following preliminary observation.



314 CHAPTER 6. PALM THEORY IN THE STATIONARY FRAMEWORK

Lemma 6.1.33. Integral of random product measures. Consider a stationary
framework (Ω,A, {θt}t∈Rd ,P). Let Φ,Φ′ be two random measures on Rd com-
patible with the flow {θt}t∈Rd and having respective intensities λ, λ′ ∈ R∗+. Then
for all measurable functions f : Rd × Rd × Ω→ R̄+,

E

[∫
Rd×Rd

f(x, y, θyω)Φ (dx) Φ′ (dy)

]
= λ′E0′

[∫
Rd×Rd

f(x+ y, y, ω)Φ (dx) dy

]
,

(6.1.15)
where E0′ denotes the expectation with respect to the Palm probability of Φ′.

Proof. Let g(y, ω) =
∫
Rd f(x + y, y, ω)Φ (dx). Then by Fubini’s theorem, the

right-hand side of (6.1.15) takes the form

λ′E0′
[∫

Rd

∫
Rd
f(x+ y, y, ω)Φ (dx) dy

]
= λ′E0′

[∫
Rd
g(y, ω)dy

]
= E

[∫
Rd
g (y, θyω) Φ′ (dy)

]
= E

[∫
Rd

∫
Rd
f(x+ y, y, θyω)Φ ◦ θy (dx) Φ′ (dy)

]
= E

[∫
Rd

∫
Rd
f(x, y, θyω)Φ (dx) Φ′ (dy)

]
,

where the second equality follows from the C-L-M-M theorem 6.1.28 for the
random measure Φ′ and the fourth equality from the shifting formula (6.1.1).

Theorem 6.1.34. Mass transport theorem. Let (Ω,A, {θt}t∈Rd ,P) be a sta-
tionary framework and Φ,Φ′ be random measures on Rd compatible with the flow
{θt}t∈Rd and having respective intensities λ, λ′ ∈ R∗+. Then, for all measurable
functions g : Rd × Ω→ R̄+,

λE0

[∫
Rd
g(y, ω)Φ′ (dy)

]
= λ′E0′

[∫
Rd
g(−x, θxω)Φ (dx)

]
, (6.1.16)

where E0 and E0′ are the expectations with respect to the Palm probabilities of
Φ and Φ′, respectively. The above formula is called the mass transport formula.

Proof. Let

f(z, y, ω) = g(y − z, θz−yω)1
{
y ∈ (0, 1]

d
}
.

Then
f(x+ y, y, ω) = g(−x, θxω)1

{
y ∈ (0, 1]

d
}
.

Thus

λ′E0′
[∫

Rd
g(−x, θxω)Φ (dx)

]
= λ′E0′

[∫
Rd×Rd

f(x+ y, y, ω)Φ (dx) dy

]
= E

[∫
Rd×Rd

f(x, y, θyω)Φ (dx) Φ′ (dy)

]
,
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where the second equality follows from (6.1.15). Let h(y, x, ω) = f(x, y, θy−xω),
then we may continue the above equality as follows

λ′E0′
[∫

Rd
g(−x, θxω)Φ (dx)

]
= E

[∫
Rd×Rd

h(y, x, θxω)Φ′ (dy) Φ (dx)

]
= λE0

[∫
Rd×Rd

h(y + x, x, ω)Φ′ (dy) dx

]
= λE0

[∫
Rd×Rd

f(x, x+ y, θyω)Φ′ (dy) dx

]
= λE0

[∫
Rd×Rd

g(y, θ−yθyω)1
{
x+ y ∈ (0, 1]

d
}

Φ′ (dy) dx

]
= λE0

[∫
Rd
g(y, ω)Φ′ (dy)

]
,

where the second equality follows from (6.1.15).

Corollary 6.1.35. Unimodularity. Let (Ω,A, {θt}t∈Rd ,P) be a stationary frame-
work and Φ be a random measure on Rd compatible with the flow {θt}t∈Rd and
having intensity λ ∈ R∗+. Then, for all measurable functions g : Rd × Ω→ R̄+,

E0

[∫
Rd
g(y, ω)Φ (dy)

]
= E0

[∫
Rd
g(−x, θxω)Φ (dx)

]
(6.1.17)

where E0 is the expectation with respect to the Palm probability P0 of Φ. We
say then that P0 is unimodular with respect to Φ.

Proof. This follows from Theorem 6.1.34 with Φ = Φ′.

Here is an example which explains why Equation (6.1.16) is called the mass
transport formula.

Remark 6.1.36. Equivalent form of the mass transport formula. Let m(x, y, ω)
be a measurable function on Rd×Rd×Ω interpreted as the amount of mass sent
from x to y on the event ω. We assume that m is compatible with the flow in
the following sense

m(x, y, ω) = m(x− t, y − t, θt), x, y, t ∈ Rd.

Define g(y, ω) := m(0, y, ω) as the amount of mass sent form the origin 0
to y on the event ω. Then by the compatibility of m we have g(−x, θxω) =
m(0,−x, θxω) = m(x, 0, ω) and (6.1.16) is equivalent to

λE0

[∫
Rd
m(0, y, ω)Φ′(dy)

]
= λ′E0′

[∫
Rd
m(x, 0, ω)Φ(dx)

]
, (6.1.18)
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which can be interpreted by saying that the proportion between the expected total
mass sent from the typical point of Φ (located at the origin under E0) to all points
of Φ′ and the expected total mass received by the typical point of Φ′ (located at
the origin under E0′) from all points of Φ is equal to the proportion of the point
processes intensities λ′ to λ. In particular, if λ = λ′, on average, total mass
sent out of the typical point of Φ is equal to the total mass received at the typical
point of Φ′.

Example 6.1.37. Bipartite compatible graph. Consider the context of The-
orem 6.1.34 where Φ and Φ′ are point processes. This example constructs a
bipartite directed graph from the points/nodes of Φ to those of Φ′ which is
compatible with the flow {θt}t∈Rd ; i.e., there is an edge from X ∈ Φ(ω) to
Y ∈ Φ(ω) iff there is an edge from X − t ∈ Φ(θtω) to Y − t ∈ Φ′(θtω).

Let Ω0 = {ω ∈ Ω : 0 ∈ Φ(ω)}. Recall from Theorem 6.1.31(i) that P0 (Ω0) =
1. For all ω ∈ Ω0, we assume that there are directed edges from 0 ∈ Φ(ω) to
selected nodes Y of Φ′(ω). This is equivalent to considering the function g
defined on Rd × Ω by

g(y, ω) = 1 {ω ∈ Ω0}1 {y ∈ Φ′(ω)}1 {∃ a directed edge from 0 to y} .
One defines the out-neighbors of 0 as the set

h+(ω) = {y ∈ Φ′(ω) : g(y, ω) = 1}, ω ∈ Ω0.

By leveraging compatibility, this extends to the following definition of the out-
neighbors of any X ∈ Φ:

H+(X) = X + h+(θX), ω ∈ Ω, X ∈ Φ (ω) .

Note that H+(X) ⊂ Φ′, P-a.s. If the cardinality of h+(ω) is P0-a.s. finite, this
defines a bipartite directed graph from the points/nodes of Φ to those of Φ′.
This graph is compatible with the flow by construction. One can also define the
in-neighbors of 0 as the set

h−(ω) = {x ∈ Φ(ω) : g(−x, θxω) = 1}, ω ∈ Ω0.

It follows from compatibility and the definition of g that the last set can be
rewritten as

h−(ω) =

{
{x ∈ Φ(ω) : ∃ directed edge from x to 0}, if ω ∈ Ω′0,

∅, otherwise,

where Ω′0 = {ω ∈ Ω : 0 ∈ Φ′(ω)}. The in-neighbors of any Y ∈ Φ′ can also be
defined by

H−(Y ) = Y + h−(θY ), ω ∈ Ω, Y ∈ Φ′ (ω) .

The mass transport formula (6.1.16) then reads

λE0[card(h+(ω))] = λ′E0′[card(h−(ω))],

or, equivalently,

λE0[card(H+(0))] = λ′E0′[card(H−(0))]. (6.1.19)
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Example 6.1.38. Compatible graph. Consider the particular case of Exam-
ple 6.1.37 where Φ = Φ′. We then get a directed graph on the support of Φ,
which is compatible with the flow {θt}t∈Rd . For this graph, the mass transport
formula gives

E0[card(H+(0))] = E0[card(H−(0))]. (6.1.20)

Example 6.1.39. Point map. Consider the particular case of Example 6.1.38
where, in addition to Φ = Φ′, we have that P0-a.s., card(h+(ω)) = 1. Then
h+(ω) = {h(ω)} for some point h(ω) ∈ Φ. The map ω 7→ h(ω) is called a point
map. It follows from (6.1.20) that E0[card(H−(0))] = 1.

6.1.5 Mecke’s invariance theorem

Recall that in the stationary framework (Ω,A, {θt}t∈Rd ,P), the stationary prob-
ability P is invariant with respect to the flows θt, ; that is Pθ−1

t = P for any
t ∈ Rd. We address now the question whether Palm probability of a point pro-
cess has a similar property at least with respect to some particular flow; i.e.,
whether

P0θ−1
h = P0

holds true for some h ∈ Rd.
In the present section we consider a point process Φ on Rd compatible with

the flow, having intensity λ ∈ R∗+ and Palm probability P0. Let Ω0 be defined
by (6.1.13). We define the notion of point map which was already introduced
in Example 6.1.39.

Definition 6.1.40. A point map related to Φ is a measurable mapping h :
Ω0 → Rd such that h(ω) ∈ Φ(ω) for all ω ∈ Ω0. The associated point shift is
the mapping H from the support of Φ to itself defined by

H(X,ω) = X + h(θXω), ω ∈ Ω, X ∈ Φ (ω) . (6.1.21)

The point map h is said to be bijective if for P-almost all ω, the map H(·, ω)
is a bijection from the support of Φ(ω) to itself (which implies in particular that
Φ is simple).

Observe that the point shift is compatibale with the flow in the sense that

H(X − t, θtω) = X − t+ h(θX−tθtω) = H(X,ω)− t. (6.1.22)

Lemma 6.1.41. Let h be a bijective point map and and let H be the associated
point shift (6.1.21). For each ω ∈ Ω, let H−1(·, ω) be the inverse function of
H(·, ω). Then

H−1(X,ω) = X +H−1(0, θXω), ω ∈ Ω, X ∈ Φ (ω) . (6.1.23)

Moreover,

card(H−1(0, ω)) = 1, P0-a.s.



318 CHAPTER 6. PALM THEORY IN THE STATIONARY FRAMEWORK

Proof. Observe from (6.1.22) that

H(H−1(X,ω)−X, θXω) = H(H−1(X,ω), ω)−X = 0.

Then
H−1(X,ω)−X = H−1(0, θXω),

from which (6.1.23) follows. From the very definition of the Palm probabil-
ity (6.1.10)

P0
[
card(H−1(0, ω)) = 1

]
=

1

λ
E

 ∑
X∈Φ∩(0,1]d

1
{

card
(
H−1(0, θXω)

)
= 1
}

=
1

λ
E

 ∑
X∈Φ∩(0,1]d

1
{

card
(
H−1(X,ω)−X

)
= 1
}

=
1

λ
E

 ∑
X∈Φ∩(0,1]d

1
{

card
(
H−1(X,ω)

)
= 1
} = 1,

where the last relation comes from the bijection assumption which implies that
P-a.s., for all X ∈ Φ, card

(
H−1(X,ω)

)
= 1.

Theorem 6.1.42. Mecke’s invariance theorem. Let (Ω,A, {θt}t∈Rd ,P) be a
stationary framework, Φ a simple point process compatible with the flow, having
intensity λ ∈ R∗+, and P0 its Palm probability. Then for any bijective point map
h : Ω0 → Rd,

P0θ−1
h = P0.

Proof. The result follows from the mass transport formula (6.1.16), when taking
Φ = Φ′ and picking g of the form

g(y, ω) = f(θyω)1 {y = h(ω)} ,

where f is any measurable function from Ω to R+. We have,

E0

[∫
Rd
g(y, ω)Φ(dy)

]
= E0 [f(θh (ω))] .

In addition,

E0

[∫
Rd
g(−x, θxω)Φ(dx)

]
= E0

[∫
Rd
f(ω)1 {−x = h(θxω)}Φ(dx)

]
= E0

[
f(ω)Φ(H−1(0, ω))

]
= E0 [f(ω)] ,

where the last relation follows from Lemma 6.1.41.

Here are a few basic examples of bijective point shifts.
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Example 6.1.43. Natural point shift on the line. Let Φ be a stationary simple
point process on R (d = 1). Let A =

{
ω ∈ Ω : Φ(ω,R∗+) = Φ(ω,R∗−) =∞

}
.

Observe that for any ω ∈ A, all the points Tn (ω) (n ∈ Z) of Φ with the usual
enumeration convention (1.6.8), are finite. Let

h(ω) =

{
T1(ω), ω ∈ Ω0 ∩A,
0, ω ∈ Ω0 ∩Ac.

Then, the associated point shift is, for all n ∈ Z,

H(Tn, ω) =

{
Tn+1(ω), ω ∈ A,
Tn (ω) , ω ∈ Ac.

Indeed, if ω ∈ A,

H(Tn, ω) = Tn + h(θTn)

= Tn + (Tn+1 − Tn) = Tn+1,

and if ω ∈ Ac,
H(Tn, ω) = Tn + h(θTn) = Tn.

This point shift is bijective.

Example 6.1.44. MCN point shift. Let µ be a counting measure on Rd. We
say that x, y ∈ Rd are mutual closest neighbors (MCN) for µ if x, y ∈ supp(µ)
and 

µ (B(x, ‖x− y‖)) = 1

µ
(
B̄(x, ‖x− y‖)

)
= 2

µ (B(y, ‖x− y‖)) = 1

µ
(
B̄(y, ‖x− y‖)

)
= 2,

where B(x, r) denotes the open ball of center x and radius r and B̄(x, r) its
closure. For all x ∈ supp(µ) there exists at most one y ∈ supp(µ) such that
(x, y) are mutual closest neighbors. Let Φ be a stationary simple point process
on Rd. The MCN point map is

h(ω) =

{
X, if (X, 0) are MCN in Φ(ω),
0, if there is not such X.

The associated point shift H, is called the MCN point shift. For all X ∈
supp(Φ),

H(X,ω) =

{
Y, if (X,Y ) are MCN,

X, if there is no such Y .

The MCN point shift kernel is involutive (i.e., H ◦H equals identity) and hence
bijective.

Here is an example of point shift which is not bijective.
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Example 6.1.45. Closest neighbor point shift. Let Φ be a stationary sim-
ple point process on Rd such that P (Φ 6= 0) = 1. Consider the event A ={
ω ∈ Ω : Φ(ω,Rd) =∞

}
. Let h(ω) be the closest neighbor of 0 in Φ; that is

h (ω) =

{
arg minXn∈Φ\{0} |Xn| , ω ∈ Ω0 ∩A,
0, ω ∈ Ω0 ∩Ac.

The associated point shift is

H(X,ω) =

{
arg minXn∈Φ\{X} |Xn −X| , ω ∈ A,X ∈ Φ (ω) ,
X, ω ∈ Ac, X ∈ Φ (ω) .

that is H(X,ω) is the closest neighbor of X in Φ. This point shift is not bijective
in general since two distinct points of Φ may have the same closest neighbor.

6.2 Palm inversion formula

We now give a formula allowing one to retrieve the original probability measure
P from the Palm probability P0. This is called the inversion formula. For this,
we introduce the notion of Voronoi tessellation.

6.2.1 Voronoi tessellation

Definition 6.2.1. Voronoi tessellation. Let Φ be a stationary point process on
Rd. The set

V (ω) = {y ∈ Rd : |y| ≤ inf
X∈Φ(ω)

|y −X|} (6.2.1)

is called the virtual cell of Φ. If for some ω ∈ Ω, Φ (ω) is the null measure,
then V (ω) = Rd. Let

Ṽ (x) := {y ∈ Rd : |y − x| ≤ inf
X∈Φ
|y −X|}. (6.2.2)

For each X ∈ Φ, Ṽ (X) is called the Voronoi cell of X with respect to Φ.

The Voronoi cells are illustrated in Figure 6.1.

Lemma 6.2.2. For all x ∈ Rd,

V (x) := V ◦ θx = Ṽ (x)− x. (6.2.3)

Proof.

V (x) = {y ∈ Rd : |y| ≤ inf
Y ∈Φ◦θx

|y − Y |}

= {y ∈ Rd : |y| ≤ inf
X∈Φ
|x+ y −X|}

= {y − x ∈ Rd : |y − x| ≤ inf
X∈Φ
|y −X|}

= {y ∈ Rd : |y − x| ≤ inf
X∈Φ
|y −X|} − x

= Ṽ (x)− x.
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X

Ṽ (X)

Figure 6.1: Voronoi cell

Corollary 6.1.30 implies

E0[|V |] =
1

λ|B|E
[∫

B

|V (x) |Φ (dx)

]
.

This can be rewritten as

E0[|V |] = E0[|Ṽ (0)|] =
1

λ|B|E
[∫

B

|Ṽ (x) |Φ (dx)

]
,

since, on the one hand, Ṽ (0) = V under P0, and on the other hand, |V (x) | =
|Ṽ (x) | in view of (6.2.3). The above equation motivates the following definition.

Definition 6.2.3. Typical cell. Let Φ be a stationary point process on Rd.
Under the Palm probability P0, the virtual cell V defined by (6.2.1) is the typical
cell of Φ.

Remark 6.2.4. The typical cell may be seen as a formalization of the idea
randomly selected (without any bias) Voronoi cell. Note that there is no uni-
form distribution on a countably infinite set and hence a direct formalization of
randomly, uniformly selected cell is not possible without an ergodic argument;
which will developped in Chapter 8.

Example 6.2.5. Let Φ be a homogeneous Poisson point process on Rd with
intensity λ ∈ R∗+. Observe that

P0 (x ∈ V ) = P0 (Φ (B (x, |x|)) = 0)

= P ((Φ + δ0) (B (x, |x|)) = 0)

= P (Φ (B (x, |x|)) = 0) = e−λκd|x|
d

,

where the second equality follows from Slivnyak’s theorem 6.1.31(iii), and where
κd denotes the volume of the unit-radius d-dimensional ball.
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6.2.2 Inversion formula

We need the following preliminary result, which has an independent interest.

Lemma 6.2.6. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and Φ be a
point process compatible with the flow {θt}t∈Rd and with intensity λ ∈ R∗+. Then,
P-almost surely, Φ has no two distinct points equidistant from 0.

Proof.

P ({∃X 6= Y ∈ Φ : |X| = |Y |})
≤ E[card({X 6= Y ∈ Φ : |X| = |Y |})]

= E

[∫
Rd

[∫
Rd

1{y 6= x, |x| = |y|}Φ (dy)

]
Φ (dx)

]
= λ

∫
Rd

E0

[∫
Rd

1{y 6= x, |x| = |y|} (Φ ◦ θ−x) (dy)

]
dx

= λ

∫
Rd

E0

[∫
Rd

1{u 6= 0, |x| = |u+ x|}Φ (du)

]
dx

= λE0

[∫
Rd

(∫
Rd

1{u 6= 0, |x| = |u+ x|}dx
)

Φ (du)

]
= 0,

where the third line is due to the C-L-M-M theorem 6.1.28, for the fourth line
we make the change of variable y → u = y−x, the fifth line follows from Fubini-
Tonelli theorem and the last equality is due to the fact that, for all u 6= 0, the
Lebesgue measure of {x ∈ Rd : |x| = |u+ x|} is null.

Remark 6.2.7. Therefore P-almost surely, the boundary of any ball contains
no more than an atom of Φ. This may be generalized to all subsets of Rd whose
Lebesgue measure is null.

We are now ready to state the inversion formula.

Theorem 6.2.8. Palm inversion formula. Let (Ω,A, {θt}t∈Rd ,P) be a station-
ary framework and Φ be a simple point process compatible with the flow {θt}t∈Rd ,
with intensity λ ∈ R∗+. Then, for all measurable functions f : Ω→ R+,

E[f × 1 {Φ 6= 0}] = λE0

[∫
V

f ◦ θxdx

]
, (6.2.4)

where V is the typical cell defined by (6.2.1). The above formula is called Palm
inversion formula.

Proof. We will apply Theorem 6.1.34 with Φ′ ≡ `d the Lebesgue measure and

g (x, ω) = f ◦ θx × 1 {x ∈ V } , x ∈ Rd, ω ∈ Ω.

By Example 6.1.24, the Palm probability of Φ′ is the stationary probability P.
The left-hand side of (6.1.16) is equal to

λE0

[∫
Rd
g(x, ω)Φ′ (dx)

]
= λE0

[∫
V

f ◦ θxdx

]
.
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Observe that for any x ∈ Rd, ω ∈ Ω,

g(−x, θxω) = f × 1 {−x ∈ V ◦ θx}
= f × 1 {−x ∈ V (x)}
= f × 1

{
0 ∈ Ṽ (x)

}
= f × 1

{
|x| ≤ inf

X∈Φ
|X|
}
,

where the second and third equalities are due to (6.2.3) and the last equality
follows from (6.2.2). Thus the right-hand side of (6.1.16) equals

E

[∫
Rd
g(−x, θxω)Φ (dx)

]
= E

[
f

∫
Rd

1

{
|x| ≤ inf

X∈Φ
|X|
}

Φ (dx)

]
= E

[
f
∑
Y ∈Φ

1

{
|Y | ≤ inf

X∈Φ
|X|
}]

= E [f × 1 {Φ 6= 0}] ,

where the last equality is due to Lemma 6.2.6.

The following result is a generalization of the previous theorem which does
not necessarily use the Voronoi cell.

Theorem 6.2.9. Ryll-Nardzewski and Slivnyak inversion formula. Consider
a stationary framework (Ω,A, {θt}t∈Rd ,P). Let Φ be a random measure on Rd
compatible with the flow {θt}t∈Rd and with intensity λ ∈ R∗+. Assume that there
exists a measurable function h : Rd × Ω→ R+ such that∫

Rd
h (x, ω) Φ (ω,dx) = 1 {Φ 6= 0} , P-a.s. (6.2.5)

Then, for all measurable functions g : Ω→ R+,

E[g × 1 {Φ 6= 0}] = λE0

[∫
Rd
g (θ−xω)h (x, θ−xω) dx

]
. (6.2.6)

Proof. Applying the C-L-M-M theorem 6.1.28 to f (x, ω) = g (θ−xω)h (x, θ−xω)
gives

E

[∫
Rd
g (ω)h (x, ω) Φ(ω,dx)

]
= λE0

[∫
Rd
g (θ−xω)h (x, θ−xω) dx

]
.

Due to the assumption (6.2.5), the left-hand side of the above equation equals
E[g × 1 {Φ 6= 0}] which completes the proof.

Remark 6.2.10. Theorem 6.2.8 may be proved using Theorem 6.2.9 as follows.
Let

h(x, ω) := 1

{
|x| ≤ inf

X∈Φ
|X|
}

= 1{Φ(B(0, |x|)) = 0}, x ∈ Rd, ω ∈ Ω,
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where B(y, r) is the open ball in Rd of center y and radius r. Assumption (6.2.5)
holds for the above function h since by Lemma 6.2.6∫

Rd
h(x, ω)Φ (dx) =

∑
X∈Φ

h(X,ω)

=
∑
X∈Φ

1

{
|X| = inf

Y ∈Φ
|Y |
}

= 1 {Φ 6= 0} ,

where the assumption that Φ
(
Rd
)
6= 0 was used to get the last equality. More-

over, note that

h(−x, θx(ω)) = 1{Φ(θx(ω))(B(0, |x|)) = 0}
= 1{SxΦ(ω)(B(0, |x|)) = 0}
= 1{Φ(ω)(B(x, |x|)) = 0} = 1{x ∈ V },

where the last equality follows from the observation that, under the Palm prob-
ability, V = {y ∈ Rd : Φ(B(y, |y|)) = 0}. Thus, by Theorem 6.2.9

E[f × 1 {Φ 6= 0}] = λE0

[∫
Rd
f ◦ θx(ω)h(−x, θx(ω))dx

]
= λE0

[∫
V

f ◦ θxdx

]
.

Example 6.2.11. Shifted lattice. In the canonical stationary framework (cf.
Definition 6.1.13), Equation (6.2.4) writes

E[f (Φ)× 1 {Φ 6= 0}] = λE0

[∫
V

f (SxΦ) dx

]
=

P (Φ 6= 0)

E0 [|V |] E0

[∫
V

f (SxΦ) dx

]
.

Assume that (i) P (Φ 6= 0) = 1; and (ii) under P0, Φ is deterministic; say
Φ = µ. Then the above formula becomes

E[f (Φ)] =
1

|V |

∫
V

f (Sxµ) dx,

which shows that, under P, Φ may be obtained by considering a random shift
of µ by x uniformly distributed in V (recall that Sxµ shifts the atoms of µ by
−x). In particular, if µ has its atoms in the centers of some regular lattice, then
under P, the point process Φ is called the shifted lattice.

For example, µ =
∑

(n,k)∈Z2 δ(n,k) leads to the shifted grid of Example 6.1.4.
Moreover, we can contain a stationary version of the hexagonal lattice by tak-
ing µ =

∑
(n,k)∈Z2 δn+keiπ/3 and shifting this measure by a vector uniformly

distributed in the hexagon. Lattice point processes are used to model regular
structures; e.g., the hexagonal lattice is often used to model the base station
locations in wireless communication networks.

Corollary 6.2.12. Let Φ be a stationary simple point process on Rd with in-
tensity λ ∈ R∗+. Then V is P0-almost surely bounded and

E0[|V |] =
P (Φ 6= 0)

λ
<∞.



6.2. PALM INVERSION FORMULA 325

If moreover P (Φ 6= 0) = 1, then

E0[|V |] =
1

λ
, (6.2.7)

Proof. Applying Theorem 6.2.8 with f ≡ 1, we get

E0[|V |] =
P (Φ 6= 0)

λ
<∞.

Then, P0-almost surely, |V | < ∞ which together with the fact that V is a
polytope implies that V is bounded under P0.

Remark 6.2.13. Equation (6.2.7) can be interpreted as follows. Since λ =
E[Φ([0, 1]d)] is the average number of points (and hence cells) per unit volume,
the inverse 1/λ must be the average volume of a cell. Nevertheless, observe that
the two averages in this statement correspond to two different probabilities.

6.2.3 Typical versus zero cell

We have observed in Remark 6.2.4 that the typical cell may be seen as a formal-
ization of the idea of randomly uniformly selected Voronoi cell. Another way of
selecting some cell of the Voronoi tessellation consists in taking the one covering
some given fixed location; say the origin. This is formalized as follows.

Definition 6.2.14. Zero cell. Let Φ be a stationary point process on Rd. For
each ω ∈ Ω such that Φ (ω) 6= 0, let

X∗ (ω) = arg min
X∈Φ(ω)

|X|

be the closest point of Φ to the origin 0. This point X∗ (ω) is P-a.s. unique in
view of Lemma 6.2.6. The set

V ∗ = V ◦ θX∗ (6.2.8)

is called the zero cell of Φ. More precisely,

V ∗ (ω) = V
(
θX∗(ω) (ω)

)
.

Note that the typical cell is the Voronoi cell of 0 under P0, whereas the zero
cell is the Voronoi cell of X∗ under P. Figure 6.2 illustrates the typical cell
under P0 and the zero cell under P.

Lemma 6.2.15. Let Φ be a stationary point process on Rd with intensity λ ∈ R∗+
such that P (Φ 6= 0) = 1. Then, for any x ∈ V̊ , where V̊ denotes the interior of
V ,

X∗ ◦ θx = −x, P0-almost surely. (6.2.9)

This equation may be interpreted as follows: θx consists of translating the
points of Φ by −x; and among these points the closest one to 0 is −x.
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Figure 6.2: Illustration of the typical cell under P0 and the zero cell under P

Proof. Let Ω0 = {ω ∈ Ω : 0 ∈ Φ(ω)}. Recall from Theorem 6.1.31(i) that
P0 (Ω0) = 1. Moreover, for each ω ∈ Ω0,

x ∈ V̊ ⇒ |x| < inf
X∈Φ\{0}

|x−X|

⇒ | − x| < inf
X∈Φ\{0}

|X − x|

⇒ | − x| < inf
Y ∈Φ◦θx\{−x}

|Y |

⇒ −x = X∗ ◦ θx.

Recall that the zero cell is the cell covering the origin. One can expect that
this way of sampling introduces a bias towards cells of larger volume. This is
illustrated by the following famous Feller paradox.

Corollary 6.2.16. Feller’s paradox. Let Φ be a stationary and simple point
process on Rd with intensity λ ∈ R∗+ such that P (Φ 6= 0) = 1. Then,

E0[|V |] ≤ E[|V ∗|],

where V is the typical cell and V ∗ is the zero cell.
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Proof. Applying Theorem 6.2.8 to f ≡ 1
|V ∗(ω)| we get

E

[
1

|V ∗|

]
= λE0

[∫
V

1

|V ∗ ◦ θx|
dx

]
= λE0

[∫
V̊

1

|V ∗ ◦ θx|
dx

]
.

Using the definition of the zero cell in Equation (6.2.8), we deduce that, under
P0, for x ∈ V̊ ,

V ∗ ◦ θx = (V ◦ θX∗) ◦ θx
= V ◦ (θX∗◦θx ◦ θx)

= V ◦ θX∗◦θx+x

= V ◦ θ−x+x = V, (6.2.10)

where for the fourth equality we use (6.2.9). Thus

E

[
1

|V ∗|

]
= λ =

1

E0[|V |] , (6.2.11)

where the second equality is due to (6.2.7). Jensen’s inequality allows one to
conclude:

E

[
1

|V ∗|

]
≥ 1

E[|V ∗|] ⇒ E0[|V |] ≤ E[|V ∗|].

The relation (6.2.11) may be generalized as follows.

Corollary 6.2.17. Let Φ be a stationary and simple point process on Rd with
intensity λ ∈ R∗+. Then the following results hold true.

(i) For any R+-valued function g which is measurable on the set of closed sets
of Rd (an algebra on this set will be introduced later), we have

E [g (V ∗)× 1 {Φ 6= 0}] =
P (Φ 6= 0)

E0 [|V |] E0 [|V | g (V )] . (6.2.12)

(ii) Assume that P (Φ 6= 0) = 1. Then on the σ-algebra generated by V ∗, P is
absolutely-continuous w.r.t. P0 with

dP

dP0
=

|V ∗|
E0 [|V ∗|] .

Proof. Indeed, applying Theorem 6.2.8 to f ≡ g (V ∗) we get

E [g (V ∗)× 1 {Φ 6= 0}] = λE0

[∫
V

g (V ∗ ◦ θx) dx

]
= λE0

[∫
V

g (V ) dx

]
= λE0 [|V | g (V )] =

P (Φ 6= 0)

E0 [|V |] E0 [|V | g (V )] ,
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where the second equality follows from (6.2.10) and the last one is due to (6.2.7).
(ii) Observe that, under P0, X∗ = 0 a.s. so that V = V ∗. Hence the last
relation (6.2.12) can be rewritten as

E [g (V ∗)] =
E0 [|V ∗| g (V ∗)]

E0 [|V ∗|] = E0

[ |V ∗|
E0 [|V ∗|]g (V ∗)

]
,

from which the announced result follows.

Example 6.2.18. Cell sizes for Poisson on R. Consider a homogeneous Poisson
point process Φ on R with intensity λ ∈ R∗+, and such that P (Φ 6= 0) = 1.
Let {Tn}n∈Z be its points in the increasing order with the usual convention
T0 ≤ 0 < T1. By Slivnyak’s theorem 6.1.31(iii), P0

Φ = PΦ+δ0 . Then under
P0, T1 and |T−1| are independent exponential random variables with intensity
λ, thus

E0 [|V |] = E0

[
T1 − T−1

2

]
=

1

2

(
E0 [T1] + E0 [|T−1|]

)
=

1

λ
,

which is a particular case of (6.2.7). Similarly,

E0
[
|V |2

]
= E0

[
(T1 − T−1)

2

2

]
=

3

2λ2
,

thus, by (6.2.12)

E [|V ∗|] =
E0
[
|V |2

]
E0 [|V |] =

3

2λ
=

3

2
E0 [|V |] .

Example 6.2.19. Selected Voronoi cells. Let Φ be a stationary simple point
process on Rd, with intensity λ ∈ R∗+, and such that P (Φ 6= 0) = 1. Let V be

the virtual cell defined by (6.2.1) and Ṽ (X) be the Voronoi cell associated to X
defined by (6.2.2). Let {Y (t)}t∈Rd be a stochastic process with values in {0, 1}
compatible with {θt}t∈Rd , and

Z =
⋃

X∈Φ:Y (X)=1

Ṽ (X) ,

(that is the union of the Voronoi cells whose atoms X satisfy the property
Y (X) = 1). Then P (0 ∈ Z), which is called the volume fraction of Z, equals

P (0 ∈ Z) =
E0 [|V |1 {Y (0) = 1}]

E0 [|V |] .

Indeed, applying the inverse formula (6.2.4) to f = 1 {0 ∈ Z} and noting
that

Z ◦ θx =
⋃

X∈Φ◦θx:Y (X)=1

Ṽ (X) =
⋃

X∈Φ:Y (X)=1

(
Ṽ (X)− x

)
= Z − x
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and

f ◦ θx = 1 {0 ∈ Z ◦ θx} = 1 {0 ∈ Z − x} = 1 {x ∈ Z} ,

we get

P (0 ∈ Z) = E[f ]

= λE0

[∫
V

f ◦ θxdx

]
= λE0

[∫
V

1 {x ∈ Z} dx

]
= λE0

[∫
V

1 {Y (0) = 1} dx

]
= λE0 [|V |1 {Y (0) = 1}] =

E0 [|V |1 {Y (0) = 1}]
E0 [|V |] .

where the last equality is due to (6.2.7).

6.2.4 Particular case of the line

In the particular case of the real line (i.e., d = 1), the inversion formula (6.2.4)
reads

E[f × 1 {Φ 6= 0}] = λE0

[∫ T1
2

−T−1
2

f ◦ θxdx

]
,

where {Tn}n∈Z are points of Φ in the increasing order with the usual convention
T0 ≤ 0 < T1. The points T0 and T1 are called called backward and forward
recurrence times respectively.

We give now an alternative inversion formula which may be more useful in
some cases than the above one.

Corollary 6.2.20. Let Φ be a simple stationary point process on R with inten-
sity λ ∈ R∗+. Then for all measurable functions f : Ω→ R+,

E[f × 1 {Φ 6= 0}] = λE0

[∫ T1

0

f ◦ θxdx

]
,

where T1 is the forward recurrence time of Φ.

Proof. As usual on R, we enumerate the points of Φ in the increasing order in
such a way that T0 ≤ 0 < T1. Applying Theorem 6.2.9 with

h(x, ω) := 1 {Φ 6= 0, x ∈ [T0, 0)} ,
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we get

E[f × 1 {Φ 6= 0}] = λE0

[∫
R
f (θ−xω) 1 {x ∈ [T0 ◦ θ−x, 0)} dx

]
= λE0

[∫ 0

−∞
f (θ−xω) 1 {x ≥ T0 ◦ θ−x} dx

]
= λE0

[∫ ∞
0

f (θxω) 1 {−x ≥ T0 ◦ θx} dx

]
= λE0

[∫ ∞
0

f (θxω) 1 {−x = T0 ◦ θx} dx

]
= λE0

[∫ ∞
0

f (θxω) 1 {T1 − x > 0} dx

]
,

where the fourth equality follows from the fact that T0 ◦ θx ≥ −x and the last
one is due to the fact that θx translates the point of Φ by −x.

Corollary 6.2.21. Backward and forward recurrence times. Let Φ be a simple
stationary point process on R with intensity λ ∈ R∗+, and such that P (Φ 6= 0) =
1. Let T0 and T1 be the backward and forward recurrence times of Φ respectively.
Then

P (−T0 > s, T1 > t) = λ

∫ ∞
t+s

[1− F0 (x)] dx, (6.2.13)

where F0 (x) = P0 (T1 ≤ x). In particular, P-almost surely, Φ has no atom at
the origin.

Proof. We aim to determine the probability distribution of (T0, T1) under P.
Applying Corollary 6.2.20 with

f (ω) = 1 {−T0 > s, T1 > t} ,

we get

P (−T0 > s, T1 > t) = E [1 {−T0 > s, T1 > t}]

= λE0

[∫ T1

0

1 {−T0 ◦ θx > s, T1 ◦ θx > t} dx

]

= λE0

[∫ T1

0

1 {x > s, T1 − x > t} dx

]

= λ

∫ ∞
0

P0
(

(T1 − t− s)+
> x

)
dx

= λ

∫ ∞
0

P0 (T1 > x+ t+ s) dx

= λ

∫ ∞
t+s

P0 (T1 > x) dx = λ

∫ ∞
t+s

[1− F0 (x)] dx.
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Taking s = t = 0, we get

P (T0 < 0, T1 > 0) = λ

∫ ∞
0

P0 (T1 > x) dx = λE0 [T1] = 1,

where the last equality follows from (6.2.7).

Taking s = 0 in Equation (6.2.13), we get

P (T1 > t) = λ

∫ ∞
t

[1− F0 (x)] dx

and taking t = 0, we get

P (−T0 > s) = λ

∫ ∞
s

[1− F0 (x)] dx.

Thus T1 and −T0 are identically distributed under P. Moreover, applying Corol-
lary 6.2.17(i), we get

P (−T0 + T1 ≤ r) = λE0 [1 {T1 ≤ r}T1] .

6.2.5 Renewal processes

Definition 6.2.22. Consider a stationary simple point process Φ on R with
intensity λ ∈ R∗+ and such that P (Φ 6= 0) = 1. Let {Tn}n∈Z be its points in the
increasing order with the usual convention T0 ≤ 0 < T1. The point process Φ is
called a renewal process if, under P0, the sequence {Sn}n∈Z defined by

Sn = Tn+1 − Tn, n ∈ Z (6.2.14)

(called inter-events) is i.i.d.

A typical realization of a renewal process under the Palm and stationary
probabilities is illustrated in Figure 6.3.

Proposition 6.2.23. Let Φ be a renewal process on R with point {Tn}n∈Z in
the increasing order such that T0 ≤ 0 < T1 and let Sn be defined by (6.2.14).
Then the following results hold.

(i) The sequence S∗ = {Sn}n∈Z∗ has the same probability distribution under
P and P0.

(ii) S∗ and (T0, T1) are independent under P.

(iii) Under P, the sequence {Sn}n∈Z∗ is i.i.d. with values in R∗+ and the
probability distribution of (T0, T1) is given by (6.2.13), where F0 (x) =
P0 (T1 ≤ x) , x ∈ R+.
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Figure 6.3: Renewal process viewed under Palm and stationary probabilities
respectively

Proof. (i) Note that for all x ∈ [0, T1), S∗ ◦ θx = S∗. Thus, by Theorem 6.2.8,
for all measurable functions f : RZ → R+,

E [f (S∗)] = λE0

[∫ T1

0

f (S∗ ◦ θx) dx

]

= λE0

[∫ T1

0

f (S∗) dx

]
= λE0 [T1f (S∗)]

= λE0 [T1] E0 [f (S∗)] = E0 [f (S∗)] .

Therefore S∗ has the same probability distribution under P and P0. (ii) For all
x ∈ [0, T1), T0 ◦θx = T0−x and T1 ◦θx = T1−x. Then, again by Theorem 6.2.8,
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for all measurable functions g : R2 → R+,

E [g (T0, T1) f (S∗)] = λE0

[∫ T1

0

g (T0 ◦ θx, T1 ◦ θx) f (S∗ ◦ θx) dx

]

= λE0

[∫ T1

0

g (T0 − x, T1 − x) f (S∗) dx

]

= λE0

[(∫ T1

0

g (−x, S1 − x) dx

)
f (S∗)

]

= λE0

[(∫ T1

0

g (−x, S1 − x) dx

)]
E0 [f (S∗)]

= λE0

[(∫ T1

0

g (T0 ◦ θx, T1 ◦ θx) dx

)]
E0 [f (S∗)]

= E [g (T0, T1)] E0 [f (S∗)] = E [g (T0, T1)] E [f (S∗)] ,

where the fourth equality is due to the independence of S∗ and S0 under P0,
the sixth equality follows from Theorem 6.2.8, and the last equality follows from
the first part of the proposition. Thus S∗ and (T0, T1) are independent under P.
(iii) Since the a renewal process is simple by definition, it follows that Sn 6= 0,
and thus Sn takes its values in R∗+. Item (i) and Corollary 6.2.21 imply the
stated results.

6.2.6 Direct and inverse construction of Palm theory

Let (Ω,A) be a measurable space, let {θt}t∈Rd be a measurable flow on (Ω,A)
and.let Φ be a simple point process on Rd compatible with the flow {θt}t∈Rd .

Direct construction: from stationary to Palm probability

Let P be a probability defined on (Ω,A). Assume that P is invariant with
respect to the flow {θt}t∈Rd , then P is called stationary probability. If the
intensity λ of Φ satisfies 0 < λ < ∞, then, by Proposition 6.1.20(iii), there
is a unique probability P0 on (Ω,A), called the Palm probability of Φ defined
by (6.1.10). This Palm probability is not compatible with the flow. We have
already proved that it satisfies the following properties:

(C1) P0{Ω0} = 1, where Ω0 = {ω ∈ Ω : 0 ∈ Φ}; cf. Theorem 6.1.31(i).

(C2) 0 < E0[|V |] < ∞, where V = {y ∈ Rd : |y| ≤ minz∈Φ |y − z|}; cf.
Corollary 6.2.12.

(C3) P0 is unimodular with respect to Φ in the sense that it satisfies (6.1.17)
for any nonnegative measurable function g on Rd×Ω; cf. Corollary 6.1.35.

(C4) For any bijective point map h related to Φ, P0θ−1
h = P0; cf. Mecke’s

invariance theorem (Theorem 6.1.42).
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Inverse construction: from Palm to stationary probability

The following result extends the Slivnyak inverse construction in the line of [8,
§1.3.5] to the multidimensional case.

Proposition 6.2.24. Inverse construction: from Palm to stationary probabil-
ity. Let (Ω,A) be a measurable space, let {θt}t∈Rd be a measurable flow on
(Ω,A), and let Φ be a simple point process on Rd compatible with the flow {θt}t∈Rd .
Let P0 be a probability on (Ω,A) satisfying conditions C1, C2, and one of the
two conditions: C3 (unimodularity) or C4 (Mecke’s invariance) above. Then,
there exists a probability P on (Ω,A) invariant with respect to the flow, such
that P0 is the Palm probability of Φ in the stationary framework (Ω,A, {θt},P);
i.e., (6.1.10) holds true. Moreover P is unique on {ω ∈ Ω : Φ (ω) 6= 0} and can
be expressed using the inverse formula (6.2.4).

Proof. Mecke [69] and Neveu [79, Proposition II.11 p.325] proved the result with
the unimodularity assumption. Heveling and Last [46, Proof of Theorem 4.1]
have shown that the Mecke’s invariance (C3) implies unimodularity (C4).

Remark 6.2.25. Bibliographic notes. An extension of the above result to ran-
dom measures is presented in [79, Proposition II.11 p.325]; it relies on the
Ryll-Nardzewski and Slivnyak inversion formula (6.2.6).

6.3 Further properties of Palm probabilities

6.3.1 Independence

Lemma 6.3.1. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework. Let Φ and Φ′

be two independent random measures on Rd compatible with the flow {θt}t∈Rd .
Assume that Φ′ has finite and non-nul intensity and let P0′ be its Palm probabil-
ity. Then the distributions of Φ under P0′ and under P are identical. Moreover
Φ and Φ′ are independent under P0′ .
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Proof. Let λ′ be the intensity of Φ′. For all measurable functions f : Rd → R̄+,

E0′
[
exp

(
−
∫
Rd
f (x) Φ (dx)

)]
=

1

λ′
E

[∫
(0,1]d

exp

(
−
∫
Rd
f (x) Φ ◦ θy (dx)

)
Φ′ (dy)

]

=
1

λ′
E

[∫
(0,1]d

exp

(
−
∫
Rd
S−yf (x) Φ (dx)

)
Φ′ (dy)

]

=
1

λ′

∫
(0,1]d

E

[
exp

(
−
∫
Rd
S−yf (x) Φ (dx)

)]
MΦ′ (dy)

=

∫
(0,1]d

E

[
exp

(
−
∫
Rd
f (x) Φ ◦ θy (dx)

)]
dy

=

∫
(0,1]d

E

[
exp

(
−
∫
Rd
f (x) Φ (dx)

)]
dy

= E

[
exp

(
−
∫
Rd
f (x) Φ (dx)

)]
,

where the first equality follows from the very definition of Palm, the third one
is due to the independence of Φ and Φ′ and Proposition 1.4.2, and the fifth one
from stationarity. By Corollary 1.2.2, the distribution of a random measure is
characterized by its Laplace transform. Then the distributions of Φ under P0′

and under P are identical. On the other hand, for all measurable functions
f, g : Rd → R̄+,

E0′
[
exp

(
−
∫
Rd
f (x) Φ (dx)

)
exp

(
−
∫
Rd
g (x) Φ′ (dx)

)]
=

1

λ′
E

[∫
(0,1]d

exp

(
−
∫
Rd
f (x) Φ ◦ θy (dx)

)
exp

(
−
∫
Rd
g (x) Φ′ ◦ θy (dx)

)
Φ′ (dy)

]

=
1

λ′
E

[∫
(0,1]d

exp

(
−
∫
Rd
S−yf (x) Φ (dx)

)
exp

(
−
∫
Rd
S−yg (x) Φ′ (dx)

)
Φ′ (dy)

]

=
1

λ′

∫
(0,1]d

E

[
exp

(
−
∫
Rd
S−yf (x) Φ (dx)

)]
E

[
exp

(
−
∫
Rd
S−yg (x) Φ′ (dx)

)
Φ′ (dy)

]
=

1

λ′

∫
(0,1]d

E

[
exp

(
−
∫
Rd
f (x) Φ ◦ θy (dx)

)]
E

[
exp

(
−
∫
Rd
g (x) Φ′ ◦ θy (dx)

)
Φ′ (dy)

]
= E

[
exp

(
−
∫
Rd
f (x) Φ (dx)

)]
E0′

[
exp

(
−
∫
Rd
g (x) Φ′ (dx)

)]
= E0′

[
exp

(
−
∫
Rd
f (x) Φ (dx)

)]
E0′

[
exp

(
−
∫
Rd
g (x) Φ′ (dx)

)]
,

where the third equality is due to Proposition 1.4.2. This shows the indepen-
dence of Φ and Φ′ under P0′ .
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Lemma 6.3.2. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework. Let Φ be a
random measure on Rd compatible with the flow {θt}t∈Rd with finite and non-
null intensity and Palm probability P0. Let {Z (t)}t∈Rd be a stochastic process
compatible with the flow {θt}t∈Rd and independent of Φ. Then the distributions
of {Z (t)}t∈Rd under P0 and under P are identical. Moreover {Z (t)}t∈Rd and
Φ are independent under P0.

Proof. Let λ be the intensity of Φ. The proof follows in the same lines as
the proof of Lemma 6.3.1. We give only the details for the equality of the
distributions of {Z (t)}t∈Rd under P0 and under P. For all t1, . . . , tk ∈ Rd and
a1, . . . , ak ∈ R+,

E0

[
exp

(
−

k∑
i=1

aiZ (ti)

)]
=

1

λ
E

[∫
(0,1]d

exp

(
−

k∑
i=1

aiZ ◦ θy (ti)

)
Φ (dy)

]

=
1

λ
E

[∫
(0,1]d

exp

(
−

k∑
i=1

aiZ (y + ti)

)
Φ (dy)

]

=
1

λ

∫
(0,1]d

E

[
exp

(
−

k∑
i=1

aiZ (y + ti)

)]
MΦ (dy)

=

∫
(0,1]d

E

[
exp

(
−

k∑
i=1

aiZ (ti)

)]
dy

= E

[
exp

(
−

k∑
i=1

aiZ (ti)

)]
,

where the third equality is due to Proposition 1.4.2.

Corollary 6.3.3. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework. Let Φ be
a random measure on Rd compatible with the flow {θt}t∈Rd with finite and non-
null intensity and Palm probability P0. Let Y be a random variable such that
the stochastic process {Y ◦ θt}t∈Rd is independent of Φ, then

E0 [Y ] = E [Y ] .

Moreover Y and Φ are independent under P0.

Example 6.3.4. Independence counterexample. Note that in the above corol-
lary it is not enough that Y and Φ are independent. Here is a counterexample.
Let Φ be a stationary point process on Rd and let

Y = 1 {Φ (0) ≥ 1} .

Since P-almost surely Y = 0, then Y and Φ are independent. Nevertheless,

E0 [Y ] 6= E [Y ] .
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Indeed, by Lemma 6.1.19,

E [Y ] = P (Φ (0) ≥ 1) = 0,

whereas by Theorem 6.1.31(i),

E0 [Y ] = P0 (Φ ({0}) ≥ 1) = 1.

6.3.2 Superposition

Let Φ1, . . . ,Φn be random measures on Rd defined on a common probability
space, and let

Φ =

n∑
k=1

Φk

be their sum. The term superposition is also used, particularly so for point
processes (see §2.2.1).

In this subsection, we focus on the case where all these random measures
are defined on a stationary framework (Ω,A, {θt},P) and compatible.

A simple particular case is that where these random measures are indepen-
dent. In this case, a natural stationary framework for this collection of random
measure is (Ω,A,P), the product of the canonical probability spaces associated
to Φ1, . . . ,Φn; that is Ω = M̄

(
Rd
)n

, with the associated product σ-algebra A,
and P = PΦ1

⊗ · · · ⊗ PΦn . We may consider Φ as a random measure on the
probability space (Ω,A,P); that is, for ω = (ω1, . . . , ωn) ∈ M̄

(
Rd
)n

,

Φ (ω) =

n∑
k=1

ωk.

Assume each of the random measures Φ1, . . . ,Φn is stationary. Let λk denote
the intensity of Φk and let P0

Φk
denote its Palm probability on M̄

(
Rd
)
. Define

the flow θt on Ω = M̄
(
Rd
)n

by

θtω = (Stω1, . . . , Stωn) , ω ∈ M̄
(
Rd
)n
.

It is immediate that θt preserves P. We hence have a stationary framework
(Ω,A, {θt},P) on which Φ(ω) =

∑n
i=1 ωi and Φk(ω) = ωk, for all k = 1, . . . , n,

are compatible random measures. Let P0 denote the Palm probability of Φ,
and P0

k that of Φk, k = 1, . . . , n. Note that the last two Palm probabilities are
defined on Ω.

Proposition 6.3.5. Let Φ1, . . . ,Φn be compatible random measures defined on
the stationary framework (Ω,A, {θt},P). Assume that their intensities λ1, . . . , λn
are in R∗+. Then the Palm probability of Φ =

∑n
k=1 Φk is given by

P0 =

n∑
k=1

λk
λ

P0
k, (6.3.1)
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where λ =
∑n
k=1 λk and P0

k is the Palm probability of Φk, k = 1, . . . , n. In the
particular case where the measures Φ1, . . . ,Φn are independent and the station-
ary framework is the product space discussed above,

P0
k =

k−1⊗
j=1

PΦj

⊗P0
Φk
⊗

 n⊗
j=k+1

PΦj

 . (6.3.2)

Proof. Let B ∈ Bc

(
Rd
)

with |B| > 0. For any A ∈ A,

P0 (A) =
1

λ |B|E
[∫

B

1 {θxω ∈ A}Φ (dx)

]
=

1

λ |B|
∑
k

E

[∫
B

1 {θxω ∈ A}Φk (dx)

]

=
1

λ |B|
∑
k

λk |B|P0
k (A) =

n∑
k=1

λk
λ

P0
k (A) ,

which proves (6.3.1). Assume now that Φ1, . . . ,Φn are independent and the
framework as as proposed. Then, for all A1, . . . , An ∈ M̄,

P0
k

 n∏
j=1

Aj

 = P0
k (Φ1 ∈ A1, . . . ,Φn ∈ An) =

 n∏
j=1,j 6=k

PΦj (Aj)

P0
Φk

(Ak) ,

where the second equality follows from Lemma 6.3.1. This proves (6.3.2).

Example 6.3.6. Let Φ1, . . . ,Φn be independent stationary point processes on R
with respective intensities λ1, . . . , λn ∈ R∗+. Let T k1 be the first positive point of
Φk, and let Fk and F 0

k be the cumulative distribution functions of T k1 under PΦk

and P0
Φk

respectively. Then the cumulative distribution function F 0 of the first
positive point T1 of the superposition Φ =

∑n
k=1 Φk under its Palm probability

equals

F 0 (x) = 1−P0 (T1 > x)

= 1−
n∑
k=1

λk
λ

P0
k (T1 > x)

= 1−
n∑
k=1

λk
λ

P0
k

(
T j1 > x,∀j ∈ {1, . . . , n}

)
= 1−

n∑
k=1

λk
λ

P0
k

(
T k1 > x

) n∏
j=1,j 6=k

P
(
T j1 > x

)

= 1−
n∑
k=1

λk
λ

(
1− F 0

k (x)
) n∏
j=1,j 6=k

(1− Fj (x))

 .
where the second equality follows from (6.3.1) and the fourth equality is due to
Lemma 6.3.1.
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6.3.3 Neveu’s exchange formula

Theorem 6.3.7. Neveu’s exchange formula. Let (Ω,A, {θt}t∈Rd ,P) be a sta-
tionary framework and Φ,Φ′ be two point processes compatible with the flow
{θt}t∈Rd and with respective intensities λ, λ′ ∈ R∗+ and respective Palm proba-

bilities P0 and P0′ . Assume that

arg min
X∈Φ
|X| exists and is unique P0′-almost surely. (6.3.3)

Then, for all measurable functions f : Ω→ R̄+,

λ′E0′ [f ] = λE0

[∫
V

f ◦ θyΦ′ (dy)

]
, (6.3.4)

where E0 and E0′ are the expectations with respect to the Palm probabilities of
Φ and Φ′, respectively, and V is the virtual cell of Φ defined by (6.2.1).

Proof. Applying the mass transport theorem 6.1.34 with

g(y, ω) = 1 {y ∈ V (ω)} f ◦ θy (ω) ,

we get

λE0

[∫
V

f ◦ θyΦ′ (dy)

]
= λ′E0′

[∫
Rd
g(−x, θxω)Φ (dx)

]
= λ′E0′

[∫
Rd

1 {−x ∈ V (θxω)} f (ω) Φ (dx)

]
= λ′E0′

[
f (ω)

∫
Rd

1 {−x ∈ V (θxω)}Φ (dx)

]
.

We will now show that P0′ - almost surely,
∫
Rd 1 {−x ∈ V (θxω)}Φ (dx) = 1,

which will complete the proof. Indeed,

− x ∈ V (θxω)⇔ |x| ≤ inf
X∈Φ◦θx

| − x−X| = inf
X∈Φ
|X|. (6.3.5)

Then ∫
Rd

1 {−x ∈ V (θxω)}Φ (dx) =

∫
Rd

1

{
|x| ≤ inf

X∈Φ
|X|
}

Φ (dx)

=
∑
Y ∈Φ

1

{
|Y | = inf

X∈Φ
|X|
}
,

which, P0′ -almost surely, equals 1 by the assumption that arg minX∈Φ |X| exists
and is unique under P0′ .

Example 6.3.8. Applying Theorem 6.3.7 with f ≡ 1, we get the mean number
of points of Φ′ in the typical cell of Φ

E0[Φ′(V )] =
λ′

λ
, (6.3.6)
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which may be interpreted by recalling that λ′ is the mean number of points of Φ′

per surface unit and that the mean surface of the the typical cell of Φ is 1
λ .

The following example shows that Condition (6.3.3) is crucial for Neveu’s
exchange formula to hold.

Example 6.3.9. Doubled Poisson point process. Let Φ′ be a Poisson point
process and Φ = 2Φ′, with intensities λ′ and λ = 2λ′, espectively. Then
E0[Φ′(V )] = 1 6= λ′

λ ; i.e., the equality (6.3.6) does not hold. Indeed, Condi-
tion (6.3.3) fails for this particular example.

Example 6.3.10. Applying Theorem 6.3.7 to f = minX∈Φ |X|, we get

λ′E0′
[

min
X∈Φ
|X|
]

= λE0

[∫
V

min
X∈Φ◦θy

|X|Φ′ (dy)

]
= λE0

[∫
V

min
X∈Φ
|X − y|Φ′ (dy)

]
= λE0

[∫
V

|y|Φ′ (dy)

]
,

since under P0, 0 ∈ Φ and therefore, for all y ∈ V , minX∈Φ |X − y| = |y|.
Assume that λ′ = λ, the above equation says that the mean minimal modulus of
points of Φ under P0′ equals the mean sum of modulus of points of Φ′ lying in
the typical cell of Φ under P0 as illustrated in Figure 6.4.

Example 6.3.11. Let Φ be a homogeneous Poisson point process on R2 of
intensity λ ∈ R∗+. Let Φ′ = `2 be the Lebesgue measure. The Palm probability

of the latter equals P0′ = P, by Example 6.1.24. Then Condition (6.3.3) holds

true. Thus applying Theorem 6.3.7 to f = |X∗|β for some constant β (with
X∗ = arg minX∈Φ |X|), we get

E0

[∫
V

|y|βdy

]
=

1

λ
E
[
|X∗|β

]
,

where we use (6.2.9). Since Φ is Poisson P (|X∗| > r) = e−λπr
2

. Then

E
[
|X∗|β

]
=

∫ ∞
0

P
(
|X∗|β > r

)
dr

=

∫ ∞
0

e−λπr
2/β

dr =
Γ (1 + β/2)

(λπ)
β/2

. (6.3.7)

Thus

E0

[∫
V

|y|βdy

]
=

1

λ

Γ (1 + β/2)

(λπ)
β/2

.

Taking in particular β = 1, and using the fact that Γ (3/2) =
√
π/2, we get

E0

[∫
V

|y|dy
]

=
1

2λ
3
2

.
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Under P 0′: 0 ∈ Φ′

X∗ ∈ Φ

Under P 0: 0 ∈ Φ

0

Point of Φ′

Point of Φ

Figure 6.4: Mean minimal modulus of points of Φ under P 0′ equals the mean
sum of modulus of points of Φ′ lying in the typical cell of Φ under P 0

Corollary 6.3.12. Under the conditions of Theorem 6.3.7, for all measurable
functions g : Rd ×M

(
Rd
)
→ R̄+,

λ′E0′ [g (−X∗, SX∗Φ)] = λE0

[∫
V

g (y,Φ) Φ′ (dy)

]
, (6.3.8)

where X∗ = arg minX∈Φ |X|.

Proof. We apply the mass transport theorem 6.1.34 to the function

g̃ (y, ω) = 1 {y ∈ V (ω)} g (y,Φ (ω)) .

Noting that

g̃ (−x, θxω) = 1 {−x ∈ V (θxω)} g (−x,Φ (θxω)) ,
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we get

λE0

[∫
V

g (y,Φ) Φ′ (dy)

]
= λ′E0′

[∫
Rd
g̃ (−x, θxω) Φ (dx)

]
= λ′E0′

[∫
Rd

1 {−x ∈ V (θxω)} g (−x,Φ (θxω)) Φ (dx)

]
= λ′E0′

[∫
Rd

1

{
|x| ≤ min

X∈Φ
|X|
}
g (−x,Φ (θxω)) Φ (dx)

]
= λ′E0′

[∫
Rd

1 {x = X∗} g (−x,Φ (θxω)) Φ (dx)

]
= λ′E0′ [g (−X∗, SX∗Φ)] ,

where we use (6.3.5) for the third equality the fact X∗ = arg minX∈Φ |X| is
P0′ -almost surely unique (as assumed in (6.3.3)) for the fourth one.

Example 6.3.13. Wireless network. The locations of base stations are rep-
resented by a simple stationary point process Φ on R2 with intensity λ ∈ R∗+
such that X∗ = arg minX∈Φ |X| exists and is unique P-almost surely. The users
locations are represented by a random measure Φ′ on R2 with intensity λ′ ∈ R∗+
which is jointly stationary with Φ. Assume that Φ and Φ′ are independent and
let P0 and P0′ be their respective Palm probabilities. By Lemma 6.3.1 the dis-
tributions of Φ under P0′ and under P are identical. Then condition (6.3.3)
holds true.

Let g (y, µ) be some nonnegative measurable function of the user location
y ∈ R2 and the base station locations µ ∈ M

(
R2
)

satisfying (6.3.13). Typically
g (y, µ) denotes some quantity of interest (for example propagation loss or signal
to interference ratio) for a user located at y ∈ R2 with respect to the base station
locations given by µ.

Denoting V = {y ∈ Rd : |y| ≤ minX∈Φ |y − X|} and applying Corol-
lary 6.3.12, we get

E0

[∫
V

g (y,Φ) Φ′ (dy)

]
=
λ′

λ
E0′ [g (−X∗, SX∗Φ)]

=
λ′

λ
E [g (−X∗, SX∗Φ)] =

λ′

λ
E [g (0,Φ)] .

where the second equality follows from Lemma 6.3.1 and the last equality follows
from (6.3.13).

Assume now that Φ is Poisson. In this case, P (|X∗| > r) = e−λπr
2

.
Propagation loss. Consider the case when the function g denotes the prop-

agation loss between a user located at y ∈ R2 and his nearest base station; that
is

g (y,Φ) = |y −X|β , y ∈ Ṽ (X) , X ∈ Φ,

for some given β ∈ R∗+. Then

E0

[∫
V

|y|β Φ′ (dy)

]
=
λ′

λ
E
[
|X∗|β

]
=
λ′

λ

Γ (1 + β/2)

(λπ)
β/2

.
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where the second equality follows in the same lines as in (6.3.7).
noindent Interference to signal ratio. Consider the case when the func-

tion g denotes the interference to signal ratio; that is

g (y,Φ) = |y −X|β
∑

Z∈Φ\{X}

1

|y − Z|β
, y ∈ Ṽ (X) , X ∈ Φ,

for some given β > 2. Note that

g (0,Φ) = |X∗|β
∑

Z∈Φ\{X∗}

1

|Z|β
.

On the other hand, conditionally to X∗, the point process Φ\ {X∗} is Poisson
with intensity measure

λ (dx) = λ1 {|x| > |X∗|}dx.

This follows from the strong Markov property of Poisson point processes; cf.
Theorem 12.1.3 below. Then, by the Campbell averaging theorem 1.2.5,

E

 ∑
Z∈Φ\{X∗}

1

|Z|β

∣∣∣∣∣∣X∗
 =

∫
1

|x|β
λ1 {|x| > |X∗|}dx

= 2πλ

∫ ∞
|X∗|

1

uβ
udu =

2πλ

β − 2
|X∗|2−β .

Thus

E [g (0,Φ)] = E [E [g (0,Φ)|X∗]] (6.3.9)

= E [E [g (0,Φ)|X∗]]
= E

[
|X∗|β 2 |X∗|2−β

]
=

2πλ

β − 2
E
[
|X∗|2

]
=

2

β − 2
.

Therefore,

E0

[∫
V

g (y,Φ) Φ′ (dy)

]
=
λ′

λ

2

β − 2
.

noindent Total received power. It follows from (6.3.9) that, almost surely,

g (0,Φ) < ∞ and since 0 < |X∗|β < ∞ by (2.6.3), we deduce that the total
received power is finite; that is ∑

Z∈Φ

1

|Z|β
<∞. (6.3.10)
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Corollary 6.3.14. Let Φ be a simple stationary point process on R2 with in-
tensity λ ∈ R∗+ such that X∗ = arg minX∈Φ |X| exists and is unique P-almost
surely. Let g : R2 ×M

(
R2
)
→ R+ be some measurable function, then

E [g (−X∗, SX∗Φ)] = λE0

[∫
V

g (y,Φ) dy

]
(6.3.11)

=
1

|B|E
[ ∑
X∈Φ∩B

∫
Ṽ (X)

g (y −X,SXΦ) dy

]
,

where Ṽ (X) is the Voronoi cell associated to X and |B| denotes the Lebesgue
measure of B.

Proof. Let Φ′ = `2 be the Lebesgue measure on R2. Its Palm probability is P by
Example 6.1.24. Then the first announced equality follows from Corollary 6.3.12.
Applying Corollary 6.1.30 for h (ω) =

∫
V
g (y,Φ) dy, we get

E0

[∫
V

g (y,Φ) dx

]
=

1

λ |B|E
[ ∑
X∈Φ∩B

h (θXω) dy

]
.

Using (6.2.3) we get

h (θXω) =

∫
V (θXω)

g (y,Φ (θXω)) dy

=

∫
Ṽ (X)−X

g (y,Φ (θXω)) dy

=

∫
Ṽ (X)

g (y −X,Φ (θXω)) dy. (6.3.12)

Combining the above two equations proves the second announced equality.

Corollary 6.3.15. Besides the assumptions of Corollary 6.3.14, assume that
g (y, µ) remains unchanged when y and µ are shifted; that is

g (y, µ) = g (y − x, Sxµ) , ∀x, y ∈ R2, µ ∈M
(
R2
)
. (6.3.13)

Then

E [g (0,Φ)] = λE0

[∫
V

g (y,Φ) dy

]
(6.3.14)

=
1

|B|E
[ ∑
X∈Φ∩B

∫
Ṽ (X)

g (y,Φ) dy

]
.

Example 6.3.16. Cell load versus SINR. Let P > 0 be the power transmitted
by each base station and N > 0 be the noise power. The signal to interference
and noise ratio (SINR) is defined by

SINR (y,Φ) =
P/` (|y −X|)

N + P
∑
Z∈Φ\{X} 1/` (|y − Z|) , y ∈ Ṽ (X) , X ∈ Φ.
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The Shannon capacity at location y ∈ R2 is defined by

R (y,Φ) = log2 (1 + SINR (y,Φ)) .

The cell load of base station X ∈ Φ is defined by

%(X) =

∫
Ṽ (X)

1

R (SINR (y,Φ))
dy.

Applying Corollary 6.3.15 we get

E0[%(0)] =
1

λ
E

[
1

R (SINR (0,Φ))

]
.

6.3.4 Alternative version of Neveu’s exchange theorem

Lemma 6.3.17. Consider the setting of Theorem 6.3.7 and assume moreover
that Φ is simple. Then Condition (6.3.3) is equivalent to

E0[Φ′(∂V )] = 0, (6.3.15)

where V = {y ∈ Rd : |y| ≤ minX∈Φ |y −X|} and ∂V is the boundary of V .

Proof. We will apply the mass transport formula (6.1.18) with

m(x, y, ω) = 1

{
y ∈ Φ′, x = arg min

X∈Φ
|y −X| and this arg min is not unique

}
.

Observe that

m(0, y, ω) = 1

{
y ∈ Φ′, 0 = arg min

X∈Φ
|y −X| and this arg min is not unique

}
.

Moreover, Z = arg minX∈Φ |y −X| is equivalent to ∀X ∈ Φ, |y −X| ≥ |y − Z|;
i.e., y ∈ Ṽ (Z) defined by (6.2.2). Thus

m(0, y, ω) = 1
{
y ∈ Φ′, y ∈ Ṽ (0) ∩ Ṽ (Z) with Z ∈ Φ\ {0}

}
= 1

{
y ∈ Φ′, y ∈ ∂Ṽ (0)

}
,

where the second equality holds P-almost surely due to the assumption that
Φ is simple. It holds also P0-almost surely due to Corollary 6.1.29. Then the
left-hand side of (6.1.18) equals

λE0

[∫
Rd
m(0, y, ω)Φ′(dy)

]
= λE0

[∫
Rd

1 {y ∈ ∂V }Φ′(dy)

]
= λE0[Φ′(∂V )].

Then (6.1.18) implies

λE0[Φ′(∂V )] = λ′E0′
[∫

Rd
m(x, 0, ω)Φ(dx)

]
= λ′E0′

[∫
Rd

1

{
x = arg min

X∈Φ
|X| and this arg min is not unique

}
Φ(dx)

]
.

The announced result then follows.
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The following example shows that the condition “Φ is simple” in the above
lemma is crucial.

Example 6.3.18. Observe that the processes Φ and Φ′ of Example 6.3.9 satisfy
Condition (6.3.15) but the point process Φ is not simple. This explains that the
equality (6.3.6) derived from Neveu’s exchange formula does not hold.

We deduce from of the above lemma that the Neveu exchange formula (6.3.4)
holds true with an alternative sufficient condition.

Theorem 6.3.19. Alternative Neveu’s exchange theorem. Let (Ω,A, {θt}t∈Rd ,P)
be a stationary framework and Φ,Φ′ be two point processes compatible with the
flow {θt}t∈Rd and with respective intensities λ, λ′ ∈ R∗+. Let V = {y ∈ Rd : |y| ≤
minX∈Φ |y−X|} and assume that Φ is simple and satisfies Condition (6.3.15).
Then, Neveu’s exchange formula (6.3.4) holds true for any measurable function
f : Ω→ R+.

Proof. This follows from Theorem 6.3.7 and Lemma 6.3.17.

Corollary 6.3.20. Let Φ1, . . . ,Φn be stationary simple point processes on Rd
with respective intensities λ1, . . . , λn ∈ R∗+. Assume that Φ = Φ1 + . . . + Φn is
simple and let λ =

∑n
k=1 λk. Then, for all measurable functions f : Ω → R+,

and all k ∈ {1, . . . , n},

λkE
0
k [f ] = λE0 [f × 1 {0 ∈ Φk}] ,

where E0
k is the expectation with respect to the Palm probability associated to Φk

and E0 that associated to Φ.

Proof. It is enough to show the announced result for n = 2 and k = 1. We
aim to apply Theorem 6.3.19 for the point processes Φk and Φ. We first check
Condition (6.3.15). Let V be the Voronoi cell associated to Φ. Since Φ is simple,
then Φk(∂V ) = 0. Thus E0[Φk(∂V )] = 0; i.e., Condition (6.3.15) holds true.
Therefore,

λkE
0
k [f ] = λE0

[∫
V

f ◦ θxΦk (dx)

]
= λE0

[ ∑
X∈V ∩Φk

f ◦ θX
]
.

Under the Palm probability P0 associated to Φ, this point process has an atom
at 0. Since Φ is simple, it has a single atom within its Voronoi cell V (which is
indeed the atom at the origin 0). Thus

λkE
0
k [f ] = λE0 [f × 1 {0 ∈ Φk}] .

Let Φ be a stationary simple point process on Rd with intensity λ ∈ R∗+. We
denote the Voronoi cell of each x ∈ Rd with respect to the point process Φ as

Ṽ (x,Φ) =

{
y ∈ R2 : |y − x| ≤ inf

Z∈Φ
|y − Z|

}
.
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Corollary 6.3.21. Let Φ1,Φ2 be stationary simple point processes on Rd with
respective intensities λ1, λ2 ∈ R∗+ such that Φ1 + Φ2 is simple. Then for all
measurable functions f : Rd × Ω→ R+,

λ2E
0
2

[∫
Ṽ (0,Φ2)

f (x, ω) Φ1 (dx)

]
= λ1E

0
1

[∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}
f (−x, θxω) Φ2 (dx)

]
,

where E0
k is the expectation with respect to the Palm probability associated to

Φk.

Proof. Let

g (x, ω) = 1
{

0 ∈ Φ2, x ∈ Φ1, x ∈ Ṽ (0,Φ2)
}
f (x, ω) .

Observe that

g (−x, θxω) = 1
{

0 ∈ SxΦ2,−x ∈ SxΦ1,−x ∈ Ṽ (0, SxΦ2)
}
f (−x, θxω)

= 1
{
x ∈ Φ2, 0 ∈ Φ1, 0 ∈ Ṽ (x,Φ2)

}
f (−x, θxω) .

Let Φ = Φ1 + Φ2 and λ = λ1 + λ2. By Corollary 6.3.20

λ2E
0
2

[∫
Ṽ (0,Φ2)

f (x, ω) Φ1 (dx)

]

= λE0

[
1 {0 ∈ Φ2}

∫
Ṽ (0,Φ2)

f (x, ω) Φ1 (dx)

]

= λE0

[∫
Rd
g (x, ω) Φ (dx)

]
= λE0

[∫
Rd
g (−x, θxω) Φ (dx)

]
= λE0

[∫
Rd

1
{
x ∈ Φ2, 0 ∈ Φ1, 0 ∈ Ṽ (x,Φ2)

}
f (−x, θxω) Φ (dx)

]
= λE0

[
1 {0 ∈ Φ1}

∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}
f (−x, θxω) Φ2 (dx)

]
= λ1E

0
1

[∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}
f (−x, θxω) Φ2 (dx)

]
,

where the third equality is due to (6.1.16) and the last one follows again from
Corollary 6.3.20.

6.3.5 The Holroyd-Peres representation of Palm probabil-
ity

This section answers the question whether one can define a “typical point” in the
stationary configuration of the process, as we did under the Palm probability in
Theorem 6.1.31(i).
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Let Φ be a stationary simple point process on Rd with intensity λ ∈ R∗+.
Define an allocation rule to be a measurable map κ from Ω to Rd such that
κ (ω) is an atom of Φ(ω) for all ω ∈ Ω. The associated allocation is the map
defined on Rd × Ω by

K(x, ω) = x+ κ(θx(ω)), ∀x ∈ Rd.

Observe that K(x, ω) is an atom of Φ(ω) for all x ∈ Rd, ω ∈ Ω. An allocation
rule is said to be balanced if its allocation satisfies the property

|{x : K(x, ω) = 0}| = 1

λ
, P0-a.s.,

where |A| denotes the Lebesgue measure of A ⊂ Rd.
The following theorem gives a representation of the Palm probability as a

shifted version of the stationary probability:

Theorem 6.3.22. Holroyd-Peres representation of Palm probability. Let Φ be
a stationary simple point process on Rd with intensity λ ∈ R∗+. For all balanced
allocation rules κ, for all measurable f : Ω→ R+,

E [f ◦ θκ] = E0 [f ] .

Proof. It follows from the mass transport theorem 6.1.34 and Example 6.1.24
that for all measurable functions g : Rd × Ω→ R+,

E

[∫
Rd
g(x, ω)Φ(dx)

]
= λE0

[∫
Rd
g(−x, θx(ω))dx

]
. (6.3.16)

Consider now the function g(x, ω) = 1{x=κ(ω)}f ◦ θx. Then, since κ maps Ω
onto the support of Φ(ω), we have

E [f ◦ θκ] = E

[∫
Rd

1{x=κ(ω)}f ◦ θx(ω)Φ(dx)

]
= E

[∫
Rd
g(x, ω)Φ(dx)

]
= λE0

[∫
Rd
g(−x, θxω)dx

]
= λE0

[∫
Rd

1{−x=κ(θxω)}f ◦ θ−x(θxω)

]
dx

= λE0

[∫
Rd

1{0=x+κ(θxω)}f(ω)dx

]
= E0 [f(ω)] ,

where we used (6.3.16) in the third equality and the relation |{x : x+ κ(θxω) =
0}| = 1

λ P0-a.s. in the last equality.

Examples of balanced allocations based on the stable marriage theorem and
existing for all ergodic point processes (ergodicity of point processes will defined
in Chapter 8) are discussed in [47].
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6.3.6 Reduced second moment measure

Lemma 6.3.23. Let Φ be a stationary point process on Rd with intensity λ ∈
R∗+, let T be the mapping defined on Rd × Rd by T (x, y) = (x, y − x), and let

β(2) = MΦ(2) ◦ T−1 be the image of MΦ(2) by T . Then

β(2) (A×B) = λ |A| K (B) , A,B ∈ B
(
Rd
)
, (6.3.17)

where, for B ∈ B
(
Rd
)
,

K (B) := E0
[
Φ! (B)

]
, with Φ! := Φ− δ0. (6.3.18)

K is called the reduced second moment measure of Φ.

Proof. Letting Φ =
∑
n∈Z δXn , we deduce from (14.E.1 that

MΦ(2) (C) = E

 ∑
n6=m∈Z

1C (Xn, Xm)

 , C ∈ B
(
Rd × Rd

)
.

Then, for all A,B ∈ B
(
Rd
)
,

β(2) (A×B) = MΦ(2) ◦ T−1 (A×B)

= E

 ∑
n 6=m∈Z

1T−1(A×B) (Xn, Xm)


= E

 ∑
n 6=m∈Z

1A×B (T (Xn, Xm))


= E

 ∑
n 6=m∈Z

1A (Xn) 1B (Xm −Xn)

 (6.3.19)

= E

∑
n∈Z

1A (Xn)

 ∑
m∈Z\{n}

1B (Xm −Xn)


= E

[∑
n∈Z

1A (Xn) (Φ ◦ θXn)
!
(B)

]

= E

[∫
Rd

1A (x) (Φ ◦ θx)
!
(B) Φ (dx)

]
= λ

∫
Rd

E0
[
1A (x) Φ! (B)

]
dx = λ |A|E0

[
Φ! (B)

]
,

where the last but one equality is due to the C-L-M-M theorem 6.1.28.
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Theorem 6.3.24. Let Φ be a stationary point process on Rd with intensity λ ∈
R∗+, and let K be the reduced second moment measure of Φ defined by (6.3.18).
Then

MΦ(2) (A×B) = λ

∫
A

K (B − x) dx, A,B ∈ B
(
Rd
)
. (6.3.20)

Proof. Using the notation in Lemma 6.3.23, we get

MΦ(2) (A×B) = β(2) (T (A×B))

=

∫
Rd×Rd

1A×B (x, y)β(2) ◦ T (dx× dy) .

Making the change of variable (u, v) = T (x, y) = (x, y − x); i.e., (x, y) =
(u, u+ v), the above integral writes

MΦ(2) (A×B) =

∫
Rd×Rd

1A×B (u, u+ v)β(2) (du× dv)

= λ

∫
Rd×Rd

1A×B (u, u+ v)K (dv) du

= λ

∫
A

(∫
Rd

1B (u+ v)K (dv)

)
du = λ

∫
A

K (B − x) dx,

where the second equality is due to Lemma 6.3.23.

Example 6.3.25. Poisson point process. Let Φ be a homogeneous Poisson point
process on Rd with intensity λ ∈ R∗+, then, by Slivnyak’s theorem 6.1.31(iii), its
reduced second moment measure equals

K (B) = E0
[
Φ! (B)

]
= E [Φ (B)] = λ |B| .

Observe that Equation (6.3.20) implies MΦ(2) (A×B) = λ2
∫
A
|B − x|dx =

λ2 |A| |B| which is consistent with Proposition 2.3.25.

6.4 Exercises

6.4.1 For Section 6.1

Exercise 6.4.1. Let Φ and Φ′ be two independent homogeneous Poisson point
processes on R with respective intensities λ, λ′ ∈ R∗+. Calculate the probability
that between two consecutive points of Φ there are n points of Φ′.

Solution 6.4.1. Let P0 be the Palm probability associated to Φ, and T1 be the
smallest positive point of Φ. The desired probability is

P0 (Φ′ ([0, T1]) = n) .
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By Lemma 6.3.1, under P0, Φ′ is a homogeneous Poisson point processes on R
with intensity λ′ and is independent of T1. Then

P0 (Φ′ ([0, T1]) = n) = E0
[
E0 [1 {Φ′ ([0, T1]) = n} |T1]

]
= E0

[
e−λ

′T1
(λ′T1)

n

n!

]
= λ

λ′n

n!

∫ ∞
0

e−(λ+λ′)xxndx

=

(
λ′

λ+ λ′

)n
λ

λ+ λ′
,

where the third equality is due to the fact that under P0, T1 is exponentially
distributed with parameter λ. Indeed,

P0 (T1 > t) = P0 (Φ (0, t] = 0) = P (Φ (0, t] = 0) = e−λt,

where the second equality is due to Slivnyak’s theorem 6.1.31(iii).

Exercise 6.4.2. Palm-Khinchin equations. Let Φ =
∑
n∈Z δTn be a stationary

point process on R with intensity λ ∈ R∗+. Let

Φt = Φ ((0, t)) , t ∈ R+.

Show that

1.

P (Φt > k) = λ

∫ t

0

P0 (Φs = k) ds, t ∈ R+, k ∈ N.

Hint: 1 {Φt > k} =
∑
n∈Z 1 {Tn ∈ (0, t) ,Φ ((Tn, t)) = k}. The functions

t 7→ P0 (Φt = k) are called Palm functions.

2.

1−E
[
zΦt
]

= (1− z)λ
∫ t

0

E0
[
zΦs
]

ds, t ∈ R+, z ∈ (0, 1) . (6.4.1)

3.

E
[
Φ

(k)
t

]
= λ

∫ t

0

E0
[
Φ(k−1)
s

]
ds, t ∈ R+, k ∈ N∗.

Solution 6.4.2.

1. Note that

1 {Φt > k} =
∑
n∈Z

1 {Tn ∈ (0, t) ,Φ ((Tn, t)) = k} ,
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where the point Tn realizing the indicator function is the (k + 1)-th point
of Φ counting backward from t. Applying Theorem 6.1.28 with

f (x, ω) = 1 {x ∈ (0, t) ,Φ ((0, t− x)) = k} ,

we get

P (Φt > k) = E

[∫
Rd
f(x, θxω)Φ (dx)

]
= λ

∫
Rd

E0[f(x, ω)]dx

= λ

∫ t

0

P0 (Φ ((0, t− x)) = k) dx

= λ

∫ t

0

P0 (Φ ((0, s)) = k) ds = λ

∫ t

0

pk (s) ds.

2. For any nonnegative random variable X we have

E
[
zX
]

= E

[
1 +

∫ X

0

tzt−1dt

]

= 1 + E

[∫ ∞
0

tzt−11 {t ≤ X}dt

]
= 1 +

∫ ∞
0

tzt−1P (X ≥ t) dt.

In particular, if X is integer-valued, then

E
[
zX
]

= 1 +

∞∑
k=0

∫ k+1

k

tzt−1P (X ≥ t) dt

= 1 +

∞∑
k=0

P (X ≥ k + 1)
(
zk+1 − zk

)
= 1 + (z − 1)

∞∑
k=0

P (X > k) zk.

Thus

E
[
zΦt
]

= 1 + (z − 1)

∞∑
k=0

P (Φt > k) zk

= 1 + (z − 1)λ

∫ t

0

∞∑
k=0

P0 (Φs = k) zkds

= 1 + (z − 1)λ

∫ t

0

E0
[
zΦs
]

ds.
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3. Differentiating (6.4.1) then letting z ↑ 1 we get the announced result by
using (13.A.15)

E
[
Φ

(k)
t

]
= λ

∫ t

0

E0
[
Φ(k−1)
s

]
ds, t ∈ R+, k ∈ N∗,

(which may be checked for a Poisson point process, since in this case

E
[
Φ

(k)
t

]
= (λt)

k
and by Slivnyak’s theorem E0

[
Φ

(k−1)
s

]
= (λs)

k−1
).

Exercise 6.4.3. Let Φ be a homogeneous Poisson point process of intensity λ on
R2 defined on the stationary framework (Ω,A, {θt}t∈R2 ,P). Let ` (x) = e−|x|

2

.
We define the random variables

I =
∑
X∈Φ

` (X) , R∗ = inf
X∈Φ
|X| , I∗ =

∑
X∈Φ

` (X) 1 {|X| > 2R∗}

and the stochastic processes

I (x) = I ◦ θx, R∗ (x) = R∗ ◦ θx, x ∈ R2.

1. Calculate E [I], var [I] and E [I∗] with respect to P.

2. Calculate LI (z) = E
[
e−zI

]
for z ∈ R+.

3. Calculate E0
[∫

R2 I (x) 1 {|x| ≤ R∗ (x)}dx
]

where E0 is the expectation
with respect to the Palm probability associated to Φ.

4. Let T be a random variable exponentially distributed with mean 1, indepen-

dent of Φ. Let Z =
{
x ∈ R2 : I (x) ≥ T

}
. Calculate E

[∫
(0,1]2

1 {I (x) ≥ T}dx
]
.

Solution 6.4.3. Note that

I =

∫
R2

` (x) Φ (dx) = Φ(`)

is a shot-noise.

1. a) By Campbell averaging formula given in theorem 1.2.5

E [I] = E

[∫
R2

` (x) Φ (dx)

]
=

∫
R2

` (x)λdx

= λ

∫ ∞
0

∫ 2π

0

` (r) rdrdθ

= λ2π

∫ ∞
0

e−r
2

rdr = λπ.
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b) We deduce from Proposition 2.4.6 that

var [I] = cov(Φ(`),Φ(`))

=

∫
R2

` (x)
2
λdx

= λ

∫ ∞
0

∫ 2π

0

` (r)
2
rdrdθ

= λ2π

∫ ∞
0

e−2r2

rdr =
λπ

2
.

c) Let f (x, µ) = ` (x) 1 {|x| > 2 infX∈µ |X|} for x ∈ R2, µ ∈M
(
R2
)
, then

by C-L-M theorem 3.1.9

E [I∗] = E

[∫
R2

f (x,Φ) Φ (dx)

]
= λ

∫
R2×M(R2)

f (x, µ) Px
Φ (dµ) dx

= λ

∫
R2×M(R2)

f (x, µ) PΦ+δx (dµ) dx

= λ

∫
R2×M(R2)

f (x, µ+ δx) PΦ (dµ) dx

= λ

∫
R2×M(R2)

` (x) 1

{
|x| > 2 inf

X∈µ+δx
|X|
}

PΦ (dµ) dx

= λ

∫
R2×M(R2)

` (x) 1

{
|x| > 2 inf

X∈µ
|X|
}

PΦ (dµ) dx

= λ

∫
R2

` (x) P

(
|x| > 2 inf

X∈Φ
|X|
)

dx,

where the third equality follows from Slivnyak’s theorem 3.2.4. Note that

P

(
|x| > 2 inf

X∈Φ
|X|
)

= P

(
Φ

(
B

(
0,
|x|
2

))
≥ 1

)
= 1− e−λπ |x|

2

4 .

Then

E [I∗] = E [I]− λ
∫
R2

e−(1+λπ
4 )|x|2dx

= λπ − λ2π

∫ ∞
0

e−(1+λπ
4 )r2

rdr

= λπ − λπ
[
−e
−(1+λπ

4 )r2(
1 + λπ

4

) ]∞
0

= λπ − 4λπ

4 + λπ
=

(λπ)
2

4 + λπ
.
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2. Since I is a Poisson shot-noise, its Laplace transform follows from Propo-
sition 2.1.4:

E
[
e−zI

]
= E

[
e−z

∫
R2 `(x)Φ(dx)

]
= exp

(
−λ
∫
R2

(1− e−z`(x))dx

)
= exp

(
−λ2π

∫ ∞
0

(1− e−ze−r
2

)rdr

)
= exp

(
−λπ

∫ z

0

1− e−s
s

ds

)
,

where for the fourth equality we make the change of variable s = ze−r
2

.

3. Using the fact that I (x) = I ◦ θx and R∗ (x) = R∗ ◦ θx, we get

E0

[∫
R2

I (x) 1 {|x| ≤ R∗ (x)}dx

]
= E0

[∫
R2

I ◦ θx1 {|x| ≤ R∗ ◦ θx} dx

]
= E0

[∫
R2

I ◦ θ−y1 {|y| ≤ R∗ ◦ θ−y} dy

]
=

∫
R2

E0 [I ◦ θ−y1 {|y| ≤ R∗ ◦ θ−y}] dy,

where the second equality follows from the change of variable y = −x.
Letting f (y, ω) = I ◦ θ−y1 {|y| ≤ R∗ ◦ θ−y}, and applying the C-L-M-M
theorem 6.1.28 we get

∫
R2

E0 [I ◦ θ−y1 {|y| ≤ R∗ ◦ θ−y}] dy =
1

λ
E

[∫
R2

I1 {|y| ≤ R∗}Φ (dy)

]
=

1

λ
E

[
I

∫
R2

1 {|y| ≤ R∗}Φ (dy)

]
=

1

λ
E [I] = π,

where the third equality follows from Lemma 6.2.6.
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4. We have

E

[∫
(0,1]2

1 {I (x) ≥ T} dx

]
= E

[
E

[∫
(0,1]2

1 {I (x) ≥ T} dx

∣∣∣∣∣Φ
]]

= E

[∫
(0,1]2

P (1 {I (x) ≥ T} |Φ) dx

]

= E

[∫
(0,1]2

(
1− e−I(x)

)
dx

]

= 1−
∫

(0,1]2
E
[
e−I◦θx

]
dx

= 1−
∫

(0,1]2
E
[
e−I
]

dx

= 1−E
[
e−I
]

= 1− exp

(
−λπ

∫ 1

0

1− e−s
s

ds

)
.

Exercise 6.4.4. Slivnyak’s theorem for homogeneous Poisson. The present
exercise proposes a more straightforward proof of Slivnyak’s theorem 6.1.31(iii).
Let Φ be a stationary point process on Rd defined on the stationary framework
(Ω,A, {θx}x∈Rd ,P). Let λ ∈ R∗+ denote its intensity, P0 its Palm probability
and LΦ its Laplace transform.

1. Show that, for all measurable f, g : Rd → R+ such that g is MΦ-integrable,

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= −λ
∫
Rd
g(x)E0

[
e−
∫
Rd f(x+y)Φ(dy)

]
dx. (6.4.2)

2. Deduce that if Φ is a homogeneous Poisson point process with intensity
λ ∈ R∗+ on Rd, then, for all A ∈M

(
Rd
)

P0 (Φ ∈ A) = P (Φ + δ0 ∈ A) or, equivalently, P0[Φ! ∈ A] = P[Φ ∈ A],

with Φ! = Φ− δ0 under P0.

Solution 6.4.4. 1. In the same line as in the proof of Proposition 3.2.1 one
shows that

∂

∂t
LΦ (f + tg)

∣∣∣∣
t=0

= −E
[
Φ (g) e−Φ(f)

]
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Moreover,

E
[
Φ (g) e−Φ(f)

]
= E

[∫
Rd
g(x)Φ(dx)e−

∫
Rd f(y)Φ(dy)

]
= E

[∫
Rd
g(x)e−

∫
Rd f(y)Φ◦θ−x◦θx(dy)Φ(dx)

]
= λ

∫
Rd
g(x)E0

[
e−
∫
f(y)Φ◦θ−x(dy)

]
dx

= λ

∫
Rd
g(x)E0

[
e−
∫
Rd f(x+y)Φ(dy)

]
dx.

where the third equality is due to the C-L-M-M theorem 6.1.28.
2. In the same line as in the proof of the direct part of Theorem 3.2.4, one

shows that, for all B ∈ Bc

(
Rd
)
,

∂

∂t
LΦ (f + t1B)

∣∣∣∣
t=0

= −λ
∫
B

LΦ (f) e−f(x)dx,

which combined with (6.4.2) implies that, for Lebesgue almost all x

E0
[
e−
∫
Rd f(x+y)Φ(dy)

]
= e−f(x)LΦ(f),

or, equivalently,

E0
[
e−
∫
f(x+y)Φ!(dy)

]
= LΦ(f).

When denoting by {Xk} the points of Φ, this gives

E0
[
e−
∑
k 6=0 f(Xk+x)

]
= LΦ(f).

Hence, thanks to the characterization of Poisson point processes by their Laplace
transform, there exists x ∈ Rd s.t. {x+Xk}k 6=0 is a homogeneous Poisson point
process with intensity λ under P0. Therefore {Xk}k 6=0 is a homogeneous Poisson
point process with intensity λ under P0.

Exercise 6.4.5. Mutual closest neighbors. Let Φ =
∑
n∈Z δXn be a homoge-

neous Poisson point process on Rd with intensity λ ∈ R∗+. Show that the Palm
probability that the atom 0 has a mutual closest neighbor (MCN) in Φ equals

P0 (0 has a MCN in Φ) = λ

∫
Rd
e−λ`

d(B(−x,|x|)∪B(0,|x|))dx,

with `d the Lebesgue measure on Rd. (Hint: give first a representation of the
form:

1 {0 has a MCN in Φ} =

∫
Rd
f(ω, x)Φ!(ω,dx), P0-almost surely,

for some function f , with Φ! = Φ− δ0.)
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Solution 6.4.5. Since 0 has at most one MCN, we have

1 {0 has a MCN in Φ} =
∑
n∈Z∗

1 {0 and Xn are MCN in Φ}

=
∑
n∈Z∗

1
{

Φ(B(0, |Xn|)) = 1,Φ(B̄(0, |Xn|)) = 2,

Φ(B(Xn, |Xn|)) = 1,Φ(B̄(Xn, |Xn|)) = 2
}

=

∫
Rd

1
{

Φ!(B(0, |x|)) = 0,Φ!(B̄(0, |x|)) = 1,

Φ!(B̄(x, |x|)) = 1
}

Φ!(dx),

with B(x, r) (resp. B̄(x, r)) the open (resp. closed) ball of center x and radius
r and Φ! = Φ− δ0. Hence

P0 (0 has a MCN in Φ)

= E0

[∫
Rd

1
{

Φ!(B(0, |x|)) = 0,Φ!(B̄(0, |x|)) = 1,Φ!(B̄(x, |x|)) = 1
}

Φ!(dx)

]
= E

[∫
Rd

1
{

Φ(B(0, |x|)) = 0,Φ(B̄(0, |x|)) = 1,Φ(B̄(x, |x|)) = 1
}

Φ(dx)

]
,

when making use of Slivnyak’s theorem 6.1.31 (iii). We now rewrite

Φ(B(0, |x|)) = Φ(B(−x, |x|)) ◦ θx, Φ(B(x, |x|)) = Φ(B(0, |x|)) ◦ θx,

so as to apply the Campbell-Little-Mecke-Matthes theorem 6.1.28 which gives:

P0 (0 has a MCN in Φ)

= λ

∫
Rd

P0
(
Φ(B(−x, |x|)) = 0,Φ(B̄(−x, |x|)) = 1,Φ(B̄(0, |x|)) = 1

)
dx

= λ

∫
Rd

P0
(
Φ!(B̄(−x, |x|)) = 0,Φ!(B̄(0, |x|)) = 0

)
dx

= λ

∫
Rd

P
(
Φ(B̄(−x, |x|)) = 0,Φ(B̄(0, |x|)) = 0

)
dx,

where the last relation follows from Slivnyak’s theorem again. Hence the result.

6.4.2 For Section 6.2

Exercise 6.4.6. Consider a stationary point process on R with intensity λ ∈
R∗+. Show that if E0[(T1 − T0)2] =∞, then E [T1 − T0] =∞.

Solution 6.4.6. Applying Corollary 6.2.17 with g ≡ 1 we get

E [T1 − T0] = λE0
[
(T1 − T0)2

]
,

from which we get the announced result.
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Exercise 6.4.7. Use Slivnyak’s theorem to show that the homogeneous Poisson
point process on R with intensity λ ∈ R∗+ is a renewal point process.

Solution 6.4.7. Let Φ be a homogeneous Poisson point process on R with inten-
sity λ ∈ R∗+. Then P (Φ (R) = 0) = e−λ×∞ = 0. Let {Tn}n∈Z be its points in the
increasing order with the usual convention T0 ≤ 0 < T1. By Definition 6.2.22,
we have to show that under P0, the sequence {Sn}n∈Z defined by

Sn = Tn+1 − Tn

is i.i.d. By Slivnyak’s theorem 6.1.31 (iii), under P0, T0 = 0 and Φ̃ =
∑
n∈Z∗ δTn

is a homogeneous Poisson point process on R with intensity λ with the conven-
tion T−1 ≤ 0 < T1. Let n ∈ Z and x, yn, yn−1, . . . ∈ R∗+, with y0 = 0, then

P0 (Tn+1 − Tn > x|Tn = yn, Tn−1 = yn−1, . . .) = P0
(

Φ̃ ((y, y + x] = 0)
)

= e−λx.

Since the right-hand side of the above equation does not depend on {yk}k≤n,

it follows that Tn+1 − Tn is independent of {Tk}k≤n. Then under P0, Sn is
independent of {Sk}k<n. It follows that the random variables {Sn}n∈Z are mu-
tually independent and the above equation shows that each one is exponentially
distributed with parameter λ.

6.4.3 For Section 6.3

Exercise 6.4.8. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and Φ1,Φ2

be two point processes on Rd compatible with the flow {θt}t∈Rd and with respec-
tive intensities λ1, λ2 ∈ R∗+. Assume that Φ1 and Φ2 are independent.

1. Prove that for all measurable functions f : Rd → R̄+,

E0
1

[∫
Rd
f(y)Φ2 (dy)

]
= λ2

∫
Rd
f(x)dx,

where E0
1 is the expectation with respect to the Palm probability of Φ1.

2. Let V1 = {x ∈ Rd : |x| ≤ infX∈Φ1 |x−X|}. Prove that for all f : Rd → R̄+,

E0
1

[∫
V1

f(y)Φ2 (dy)

]
= λ2E

0
1

[∫
V1

f(x)dx

]
. (6.4.3)

Solution 6.4.8. 1. We use the context and notation of Section 6.3.2 with
n = 2. By (6.3.2)

P0
1 = P0

Φ1
⊗PΦ2

.
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Let Ωi be the canonical space of Φi for i = 1, 2. Then

E0
1

[∫
Rd
f(y)Φ2 (dy)

]
=

∫
Ω1×Ω2

(∫
Rd
f(y)Φ2 (dy)

)
P0

Φ1
(dω1) PΦ2

(dω2)

=

[∫
Ω1

P0
Φ1

(dω1)

] [∫
Ω2

(∫
Rd
f(y)Φ2 (dy)

)
PΦ2 (dω2)

]
=

∫
Ω2

(∫
Rd
f(y)Φ2 (dy)

)
PΦ2

(dω2) = λ2

∫
Rd
f(x)dx

where the last equality is due to Campbell averaging theorem 1.2.5.

2. By the same arguments

E0
1

[∫
V1

f(y)Φ2 (dy)

]
=

∫
Ω1×Ω2

(∫
V1(ω1)

f(y)Φ2 (dy)

)
P0

Φ1
(dω1) PΦ2

(dω2)

=

∫
Ω1

[∫
Ω2

(∫
V1(ω1)

f(y)Φ2 (dy)

)
PΦ2

(dω2)

]
P0

Φ1
(dω1)

=

∫
Ω1

[∫
Ω2

(∫
V1(ω1)

f(y)Φ2 (dy)

)
PΦ2 (dω2)

]
P0

Φ1
(dω1)

=

∫
Ω1

[
λ2

∫
V1(ω1)

f(y)dy

]
P0

Φ1
(dω1) = λ2E

0
1

[∫
V1

f(x)dx

]
.

Exercise 6.4.9. Downlink power control [9]. Consider the downlink of a wire-
less network with base stations distributed as a homogeneous Poisson point pro-
cess Φ1 =

∑
n∈Z δXn on R2 with intensity λ1 ∈ R∗+, and users distributed as

a stationary point process Φ2 =
∑
n∈Z δYn on R2 with intensity λ2 ∈ R∗+. The

point processes Φ1 and Φ2 are independent. Each user is attached to the clos-
est base station. Let β > 2 be the path loss exponent. The attenuation of the
signal power of the user (located at) Yn, when the latter is attached to the base

station (located at) Xm, is |Xm − Yn|β. Downlink power is controlled in such
a way that each user gets the same signal power, whatever its location. To do
so, for each user Yn attached to it, base station Xm employs the transmit power
|Xm − Yn|β for its signalling to Yn. The signal power received by each user
is hence 1. Use the results of Exercise 6.4.8 to express the mean total down-

link power of the typical base station, namely, E0
1

[∑
n∈Z 1 {Yn ∈ V1} |Yn|β

]
, in

terms of the Euler Gamma function (Γ(z) =
∫∞

0
e−uuz−1du) and the model pa-

rameters. Deduce that E0
1

[∑
n∈Z 1 {Yn ∈ V1} |Yn|

]
= λ2

2λ
3/2
1

. (You may use the

fact that Γ(3/2) =
√
π/2.)
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Solution 6.4.9. Applying (6.4.3) with f (x) = |x|β we get

E0
1

[∑
n∈Z

1 {Yn ∈ V1} |Yn|β
]

= λ2E
0
1

[∫
V1

|x|β dx

]
=
λ2

λ1
E
[
|X∗|β

]
=
λ2

λ1

∫ ∞
0

P
(
|X∗|β > r

)
dr

=
λ2

λ1

∫ ∞
0

e−λπr
2/β

dr =
λ2

λ1

Γ (1 + β/2)

(λπ)
β/2

.

where the second equality follows from (6.3.11). (Note the coherence of the above
four last equalities with (6.3.7).). Taking in particular β = 1, and using the fact
that Γ (3/2) =

√
π/2, we get

E0
1

[∑
n∈Z

1 {Yn ∈ V1} |Yn|
]

=
λ2

2λ
3/2
1

.

Exercise 6.4.10. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and Φ =∑
n∈Z δXn ,Φ

′ =
∑
n∈Z δX′n be random measure on Rd compatible with the flow

{θt}t∈Rd and with respective intensities λ, λ′ ∈ R∗+. Let f : Rd → R̄+ be a
measurable function such that f(x) = f(−x),∀x ∈ Rd.

1. Prove that

λE0

[∑
n∈Z

f(X ′n)

]
= λ′E0′

[∑
n∈Z

f(Xn)

]
,

where E0 and E0′ are the expectations with respect to the Palm probabilities
of Φ and Φ′ respectively.

2. Assume now that E0
[∑

n∈Z f(X ′n)
]
<∞. Deduce from the above equality

that for all Borel sets D of Rd with positive and finite Lebesgue measure,

E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ Dc} f(X ′n −Xm)

]

= E

[∑
n∈Z

1 {X ′n ∈ D}
∑
m∈Z

1 {Xm ∈ Dc} f(Xm −X ′n)

]
,

with Dc the complement of D in Rd.

Solution 6.4.10. 1. It is enough to apply the mass transport formula in The-
orem 6.1.34 with g (x, ω) = f (x).
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2. By Corollary 6.1.30 we have

λ |D|E0

[∑
n∈Z

f(X ′n)

]

= E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

f(X ′n) ◦ θXm

]

= E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

f(X ′n −Xm)

]

= E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ D} f(X ′n −Xm)

]

+ E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ Dc} f(X ′n −Xm)

]
,

which combined with Question 1, implies

E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ D} f(X ′n −Xm)

]

+ E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ Dc} f(X ′n −Xm)

]

= E

[∑
n∈Z

1 {X ′n ∈ D}
∑
m∈Z

1 {Xm ∈ D} f(Xm −X ′n)

]

+ E

[∑
n∈Z

1 {X ′n ∈ D}
∑
m∈Z

1 {Xm ∈ Dc} f(Xm −X ′n)

]
.

From the assumption, each term in the last equation is positive and finite.
Thanks to the symmetry of f , we have

E

[∑
m∈Z

1 {Xm ∈ D}
∑
n∈Z

1 {X ′n ∈ D} f(X ′n −Xm)

]

= E

[∑
n∈Z

1 {X ′n ∈ D}
∑
m∈Z

1 {Xm ∈ D} f(Xm −X ′n)

]

and each term of this equality is finite. The result follows when using the above
two equalities.

Exercise 6.4.11. Let Φ be a homogeneous Poisson point process on R, with
points {Tk} with the usual numbering convention on R. Let h be the point-map
h(ω) = arg minl 6=0 |Tl(ω)|. Show that the shift θh does not preserve P0.
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Solution 6.4.11. The point map is h = T1 if |T1| < |T−1|, and h = T−1 if
|T1| > |T−1| (the case with equality is of P0 probability 0 under the Poisson
assumption). The law of Φ ◦ θh cannot be the Palm distribution of a Poisson
point process of intensity λ: either on the left or the right of 0, the second
interval is larger than the first. This is incompatible with the assumption that
all intervals are i.i.d. exponential with parameter λ.
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Chapter 7

Marks in the stationary
framework

7.1 Stationary marked random measures

Let (K,B (K)) be a l.c.s.h. space. Marked random measures on Rd × K were
defined in Section 2.2.6. This section is focused on the stationary case.

Recall that M̃
(
Rd×K

)
is the space of measures µ̃ on

(
Rd ×K,B

(
Rd
)
⊗ B (K)

)
such that µ̃ (B ×K) < ∞ for all B ∈ Bc

(
Rd
)
. For any t ∈ Rd, we introduce a

shift operator St on M̃
(
Rd×K

)
by

Stµ̃(B ×K) := µ̃((B + t)×K), ∀µ̃ ∈ M̃
(
Rd×K

)
, B ∈ B

(
Rd
)
,K ∈ B (K) .

Note that for µ̃ =
∑
l∈Z δ(xl,zl) ∈ M̃

(
Rd×K

)
, we have

Stµ̃ =
∑
k∈Z

δ(xk−t,zk).

The shift St also acts on functions f̃ defined on Rd ×K as follows

Stf̃ (x, y) := f̃(x+ t, y), ∀x, t ∈ Rd, y ∈ K.

Definition 7.1.1. A marked random measure Φ̃ on Rd × K, defined on the
probability space (Ω,A,P), is said to be stationary if

PStΦ̃
= PΦ̃, ∀t ∈ Rd. (7.1.1)

By Corollary 1.3.4, a marked random measure Φ̃ is stationary if and only if,
for all t ∈ Rd, B1, . . . , Bn ∈ B

(
Rd
)
, K1, . . . ,Kn ∈ B (K),(

StΦ̃ (B1 ×K1) , . . . , StΦ̃ (Bn ×Kn)
)

dist.
=
(

Φ̃ (B1 ×K1) , . . . , Φ̃ (Bn ×Kn)
)
.

365
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Example 7.1.2. Let Φ̃ be an i.i.d. marked point process on Rd×K with ground
point process Φ on Rd (cf. Definition 2.2.18). If Φ is stationary then so is Φ̃.
Indeed, writing Φ̃ =

∑
k∈Z δ(Xk,Zk) we get

StΦ̃ =
∑
k∈Z

δ(Xk−t,Zk).

Since Φ is stationary, StΦ =
∑
k∈Z δXk−t has the same probability distribu-

tion as Φ. On the other hand, the random variables {Zk}k∈Z are i.i.d. and

independent of Φ. Then StΦ̃ has the same probability distribution as Φ̃.

Definition 7.1.3. A marked random measure Φ̃ on Rd × K in the stationary
framework (Ω,A, {θt}t∈Rd ,P) is said to be compatible with the flow {θt}t∈Rd if

Φ̃ ◦ θt = StΦ̃, ∀t ∈ Rd.

Note that a marked random measure Φ̃ on Rd×K compatible with the flow
{θt}t∈Rd is stationary, since for all t ∈ Rd,

PStΦ̃
= PΦ̃◦θt = P ◦

(
Φ̃ ◦ θt

)−1

= P ◦ θ−1
t ◦ Φ̃−1 = P ◦ Φ̃−1 = PΦ̃.

Lemma 7.1.4. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and (K,B (K))
be a l.c.s.h. space. If a marked random measure Φ̃ on Rd×K is compatible with
the flow, then so is its ground random measure Φ (·) = Φ̃ (· ×K).

Proof. For any t ∈ Rd, B ∈ Bc

(
Rd
)
,

Φ (θtω,B) = Φ̃ (θtω,B ×K)

= StΦ̃ (ω,B ×K)

= Φ̃ (ω, (B + t)×K)

= Φ (ω,B + t) = StΦ (ω,B) .

Definition 7.1.5. Let Φ̃ be a stationary marked random measure. Then the sta-

tionary framework
(
M̃
(
Rd×K

)
,M̃

(
Rd×K

)
, {St}t∈Rd ,PΦ̃

)
is called a canon-

ical stationary framework for Φ̃. (Indeed, {St}t∈Rd is a measurable flow on

(M̃
(
Rd×K

)
,M̃

(
Rd×K

)
) as may be proved following the same lines as in Lemma 6.1.7.

Moreover, PΦ̃ is invariant with respect to St by (7.1.1).)

Remark 7.1.6. Marked random measure disintegration. Let (K,B (K)) be a
l.c.s.h. space, Φ̃ be marked random measure on Rd×K and Φ be its ground ran-
dom measure. Recall that, by definition of marked random measures, Φ̃ (B ×K) <
∞ for all B ∈ Bc

(
Rd
)
. Then Φ̃ is σ-finite on Rd×K. On the other hand, since

(K,B (K)) is a l.c.s.h. space, it is Polish by [56, Theorem 5.3, p.29,]. Since Φ
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is σ-finite , it follows from the measure disintegration theorem 14.D.10 that Φ̃
admits the disintegration

Φ̃ (B ×K) =

∫
B

Q (x,K) Φ (dx) , B ∈ B
(
Rd
)
,K ∈ B (K) ,

where Q (·, ·) is a probability kernel from Rd to K. Note that it is implicit that
Q depends on ω ∈ Ω but the question of the measurability of Q with respect to
ω is not addressed here.

7.1.1 Stationary marked point processes

We now give an explicit way to construct stationary marked point processes. For
this, we need the following preliminary result, where (K,K) is any measurable
space, not necessarily l.c.s.h.

Lemma 7.1.7. Shadowing property. Let (Ω,A, {θt}t∈Rd ,P) be a stationary
framework, let Φ =

∑
n∈Z δXn be a point process on Rd and {Z (t)}t∈Rd be a

stochastic process with values in some measurable space (K,K), both compatible
with the flow. For all n, let Zn := Z(Xn). Then

Zn = Z(0) ◦ θXn , n ∈ Z. (7.1.2)

Moreover for each t, ω, there exists a bijective mapping Z → Z, k 7→ l, (which
depends t, ω and on on the enumeration of points; cf. Remark 1.6.17) such that

Xk − t = Xl ◦ θt, k ∈ Z, (7.1.3)

and

Zk = Zl ◦ θt, k ∈ Z. (7.1.4)

Proof. For any n ∈ Z,

Z (Xn) = Z (Xn (ω) , ω) = Z
(
0, θXn(ω) (ω)

)
,

where the third equality follows from (6.1.7). This proves (7.1.2). Fix some
t ∈ Rd and ω ∈ Ω. Observe that

Φ ◦ θt =
∑
l∈Z

δXl◦θt =
∑
k∈Z

δXk−t.

Then the set of atoms of Φ ◦ θt is

{Xl ◦ θt : l ∈ Z} = {Xk − t : k ∈ Z} ,

where the atoms are possibly repeated due to their multiplicity. The two sides
of the above equality are two enumerations of the same countable set. This
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ensures the existence of a bijective map Z → Z, k 7→ l such that (7.1.3) holds
true. For the marks, observe that

Zl ◦ θt = Z(0) ◦ θXl ◦ θt
= Z(0) ◦ θt+Xl◦θt
= Z(0) ◦ θXk = Zk,

where the first and last equalities are due to (7.1.2), the second equality follows
from (6.1.4) and the third equality is due to (7.1.3).

Proposition 7.1.8. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework and (K,B (K))
be a l.c.s.h. space. Then the following results hold true.

(i) Let Φ =
∑
k∈Z δXk be a point process on Rd and {Z (t)}t∈Rd be a stochas-

tic process with values in K both compatible with the flow. Let Zk :=
Z (Xk) , k ∈ Z. Then

Φ̃ :=
∑
k∈Z

δ(Xk,Zk)

is a marked point process on Rd ×K compatible with the flow.

(ii) Conversely, let Φ̃ =
∑
k∈Z δ(Xk,Zk) be a marked point process on Rd × K

with simple ground process. If Φ̃ is compatible with the flow, then so is
its ground process, and there exists a stochastic process {Z (t)}t∈Rd and
compatible with the flow such that

Zk = Z (Xk) , k ∈ Z.

Proof. (i) Note that for all B ∈ Bc(Rd), and for all L ∈ B (K),

Φ̃(B × L) ≤ Φ̃(B ×K) = Φ (B) <∞.
Then Φ̃ is a point process. Moreover Φ̃ is compatible with the flow since

Φ̃ ◦ θt =
∑
l∈Z

δ(Xl◦θt,Zl◦θt) =
∑
k∈Z

δ(Xk−t,Zk) = StΦ̃,

where the second equality follows from Lemma 7.1.7. (ii) Let Φ̃ =
∑
k∈Z δ(Xk,Zk)

be a flow-compatible marked point process on Rd × K with simple ground
process. By Lemma 7.1.4, its ground process is also flow-compatible. Let
{Z (x)}x∈Rd be the stochastic process defined by

Z (x, ω) =

{
z, if (x, z) ∈ Φ̃ (ω) ,
∆, otherwise,

where ∆ is some dummy value. Z (x, ω) is well defined since the ground process
is simple. Note that, for z̃ 6= ∆,

Z (x, θtω) = z̃ ⇔ (x, z̃) ∈ Φ̃ (θtω) = StΦ̃ (ω)

⇔ (x+ t, z̃) ∈ Φ̃ (ω)

⇔ Z (x+ t, ω) = z̃.
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Moreover,

Z (x, θtω) = ∆ ⇔ (x, z̃) /∈ Φ̃ (θtω) = StΦ̃ (ω)

⇔ (x+ t, z̃) /∈ Φ̃ (ω)

⇔ Z (x+ t, ω) = ∆.

Then {Z (x)}x∈Rd satisfies (6.1.6), thus it is compatible with with the flow
{θt}t∈Rd .

Observe that, by Equations (7.1.4) and (7.1.4), marks accompany the points
when the latter are shifted by the flow; marks may be seen as shadows the
points. Indeed, recall that θt translates all the points of the ground process Φ
by −t; thus the point process Φ′ := Φ◦θt has points Xl ◦θt = Xk− t and marks
Zl ◦ θt = Zk. In particular for t = Xn, the point process Φ′ := Φ ◦ θXn has
the points {Xk −Xn}k∈Z. Equation (7.1.2) says that the mark generated by
the stochastic process {Z (t)}t∈Rd at the point Xn of Φ equals the mark at the
point Xn −Xn = 0 of Φ′.

The effect of the shift on the numbering of points and marks (the bijection
in Lemma 7.1.7) is not explicit in general; except for the line as shown in the
following example.

Example 7.1.9. Shadowing property in R. Let Φ̃ =
∑
k∈Z δ(Xk,Zk) be a sta-

tionary marked point process on R×K with ground process Φ =
∑
k∈Z δXk with

the usual enumeration convention (1.6.8). Then

Xk ◦ θXn = Xk+n −Xn, Zk ◦ θXn = Zk+n, k, n ∈ Z. (7.1.5)

Figure 7.1 illustrates Equation (7.1.5) (with n = 2).
Indeed,

Φ̃ ◦ θXn =
∑
k∈Z

δ(Xk◦θXn ,Zk◦θXn ).

On the other hand,

Φ̃ ◦ θXn = SXn

(
Φ̃
)

=
∑
k∈Z

δ(Xk−Xn,Zk) =
∑
k∈Z

δ(Xk+n−Xn,Zk+n).

Since k = 0 corresponds to an atom of the ground process of Φ̃ ◦ θXn at 0, then

X0 ◦ θXn = 0, Z0 ◦ θXn = Zn,

which shows (7.1.5) for k = 0. Since the atoms of the ground process of Φ̃ ◦ θXn
should be enumerated in the increasing order, we get (7.1.5) for all k ∈ Z.

Remark 7.1.10. The two enumerations of points of counting measures on Rd
described in Example 1.6.15 have the following property:

If the point process Φ =
∑
k∈Z

δXk on Rd has an atom at 0, then X0 = 0.

(7.1.6)
This property also holds for the usual numbering convention (1.6.8) on R.
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X0
X1 Xk

Z0

0

Z1

Zk

X ′
k = 0

Zk

X ′
1

Z1

X ′
0

Z0

−Xk

−Xk

Figure 7.1: The marks may be seen as shadows of the points

Note that in addition to (7.1.2), if the atom enumeration of the ground
process satisfies (7.1.6), then we also have

Zk = Z0 ◦ θXk , k ∈ Z. (7.1.7)

This follows from

Z0 ◦ θXk = Z(0) ◦ θX0
◦ θXk

= Z(0) ◦ θXk+X0◦θXk
= Z(0) ◦ θXk = Zk,

where the second equality follows from (6.1.4) and for the third equality we
used the fact that X0 ◦θXk = 0 which follows from (7.1.6). The property (7.1.7)
characterizes marks in the following sense:

Lemma 7.1.11. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
k∈Z δXk

be a point process on Rd compatible with the flow and {Zk}k∈Z be a sequence of
random variables with values in some (non necessarily l.c.s.h) measurable space
(K,K) satisfying (7.1.7). Let

Z(t, ω) := Z0(θtω), t ∈ Rd, ω ∈ Ω.

Then the stochastic process {Z (t)}t∈Rd is compatible with the flow and

Zk = Z(Xk), k ∈ Z.

Proof. Observe that

Z(t, θxω) = Z0(θtθxω) = Z0(θt+xω) = Z(t+ x, ω),

which, by Lemma 6.1.9, shows that {Z (t)}t∈Rd is compatible with the flow.
Moreover, by (7.1.7)

Zk = Z0 ◦ θXk
= Z0

(
θXk(ω) (ω)

)
= Z (Xk (ω) , ω) = Z(Xk).
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Example 7.1.12. Stationary i.i.d. marked point process in R. Let

Φ̃ =
∑
k∈Z

δ(Xk,Zk)

be a stationary i.i.d. marked point process on R × K as in Example 7.1.2 with
simple ground process Φ =

∑
k∈Z δXk having intensity λ ∈ R∗+ and Palm proba-

bility P0. Then, under P0, {Zk}k∈Z is an i.i.d sequence independent of Φ and
Z0 has the same distribution as that under P. (Exercise 7.4.5 will extend this
result in Rd.)

Indeed, let Ẑ = {Zk}k∈Z and observe that, for any n ∈ Z,

Ẑ ◦ θXn = {Zk ◦ θXn}k∈Z = {Zk+n}k∈Z ,

where the third equality is due to (7.1.5). Then under P, Ẑ ◦ θXn is indepen-
dent of Φ and has the same distribution as Ẑ. By the very definition of Palm
probability (6.1.10), for all L ∈M (R) and U ∈ B (K)

⊗Z
(the product σ-algebra

on KZ),

P0
(
Ẑ ∈ U,Φ ∈ L

)
=

1

λ
E

[∫
(0,1]

1Ẑ∈U,Φ∈L ◦ θxΦ (dx)

]

=
1

λ
E

[∑
n∈Z

1
{
Ẑ ◦ θXn ∈ U,Φ ◦ θXn ∈ L

}
1 {Xn ∈ (0, 1]}

]

=
1

λ
E

[
E

[∑
n∈Z

1
{
Ẑ ◦ θXn ∈ U,Φ ◦ θXn ∈ L

}
1 {Xn ∈ (0, 1]}

∣∣∣∣∣ Φ

]]

=
1

λ
E

[∑
n∈Z

P
(
Ẑ ◦ θXn ∈ U

∣∣∣ Φ
)

1 {Φ ◦ θXn ∈ L}1 {Xn ∈ (0, 1]}
]

=
1

λ
P
(
Ẑ ∈ U

)
E

[∑
n∈Z

1 {Φ ◦ θXn ∈ L}1 {Xn ∈ (0, 1]}
]

= P
(
Ẑ ∈ U

)
P0 (Φ ∈ L) .

Taking L = M (R), we get P0
(
Ẑ ∈ U

)
= P

(
Ẑ ∈ U

)
, which together with the

above equality shows that

P0
(
Ẑ ∈ U,Φ ∈ L

)
= P0

(
Ẑ ∈ U

)
P0 (Φ ∈ L) .

Example 7.1.13. Closest neighbor. Let Φ be a simple stationary point pro-
cess on Rd such that Φ(ω,Rd) = ∞, ∀ω ∈ Ω; cf. Remark 6.1.27. Assume
the enumeration convention (7.1.6). Consider the stochastic process defined by
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Z(0) = inf l 6=0 |Xl| and Z(t) = Z(0) ◦ θt. Observe that the mark

Zk = Z(0) ◦ θXk
= inf
l 6=0
|Xl ◦ θXk | = inf

j 6=k
|Xj −Xk|,

where the last equality is due to the fact that, for each l, Xl ◦ θXk = Xj −Xk

for some j and X0 ◦ θXk = 0 due to the enumeration convention (7.1.6). Then
Zk is the distance to the closest neighbor of Xk in Φ.

Example 7.1.14. For all real numbers r ≥ 0, the compatibe stochastic process
Z(t) = Φ(B(t, r)) defines the marks Zk = Φ(B(Xk, r)), where B(t, r) denotes
the ball of center t and radius r.

Example 7.1.15. On-off traffic source. A source of traffic on-off is modelled
as a stationary marked point process

Φ̃ =
∑
k∈Z

δ(Tk,Zk),

where Tk is the instant when the source switches on and Zk is the duration of
the on-period which is followed by an off-period of duration

Yk = Tk+1 − (Tk + Zk)

assumed positive. Assume that the ground process Φ =
∑
k∈Z δTk has intensity

λ ∈ R∗+ and satisfies P (Φ 6= 0) = 1. Let P0 be the Palm probability associated to
Φ. The probability that at time 0 the source has been on for a duration exceeding
x equals

P (T0 ≤ −x, T0 + Z0 ≥ 0) = λE0

[∫ T1

0

1 {T0 ◦ θt ≤ −x, T0 ◦ θt + Z0 ◦ θt ≥ 0} dt

]

= λE0

[∫ T1

0

1 {−t ≤ −x,−t+ Z0 ≥ 0} dt

]

= λE0

[∫ T1

0

1 {x ≤ t ≤ Z0} dt

]

= λE0

[∫ ∞
x

1 {t ≤ Z0, t ≤ T1}dt

]
= λ

∫ ∞
x

P0 (Z0 ≥ t) dt,

where the first equality follows from Corollary 6.2.20 and the second equality is
due to the fact that for all t ∈ [0, T1), T0 ◦ θt = T0 − t and Z0 ◦ θt = Z0.
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7.1.2 Extension of PASTA to Rd

Let K be a l.c.s.h. space and Φ̃ =
∑
n∈Z δ(Xn,σn) be an i.i.d. marked point

process on Rd ×K. Assume that the ground process Φ =
∑
n∈Z δXn is a homo-

geneous Poisson point process on Rd with positive intensity and let P0 be its
Palm probability By Example 7.1.2, Φ̃ is a stationary marked point process.

Observe that Slivnyak’s theorem 6.1.31(iii) together with Exercise 7.4.5 im-
ply that the distribution of Φ̃ under P0 equals that of

Φ̃′ = Φ̃ + δ(0,σ′) (7.1.8)

under P where σ′ has distribution G and is independent of Φ̃. Equivalently, for
all measurable functions f : M

(
Rd ×K

)
→ R, we have

E0
[
f
(

Φ̃
)]

= E
[
f
(

Φ̃′
)]
. (7.1.9)

The following proposition may be seen as an extension of the so-called
PASTA (Poisson Arrivals See Time Averages) property [8, §3.1.1]. We will say
that a function f : M

(
Rd ×K

)
→ R does not depend on the potential atom at

0 and the associated mark, if

f (µ̃) = f
(
µ̃!
)
, µ̃ ∈M

(
Rd ×K

)
,

where µ̃! is the measure obtained from µ̃ by supressing any potential atom at 0
and the associated mark.

Proposition 7.1.16. PASTA extension on Rd. Let Φ̃ =
∑
n∈Z δ(Xn,σn) be an

i.i.d. stationary marked Poisson point process on Rd × K where K is a l.c.s.h.
space. For any measurable function f : M

(
Rd ×K

)
→ R+ which does not

depend on the potential atom at 0 and the associated mark, we have

E0
[
f
(

Φ̃
)]

= E
[
f
(

Φ̃
)]
, (7.1.10)

where E0 [·] is the expectation with respect of the Palm probability of the ground
point process.

Proof. Let Φ̃′ be given by (7.1.8). Since f does not depend on its potential
atom at 0, then

f
(

Φ̃′
)

= f
(

Φ̃
)
, P-a.s.

Thus
E
[
f
(

Φ̃′
)]

= E
[
f
(

Φ̃
)]
,

which together with (7.1.9) implies

E0
[
f
(

Φ̃
)]

= E
[
f
(

Φ̃
)]
.
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Example 7.1.17. PASTA for M/GI/m/∞. Consider a stable M/GI/m/∞
queueing system [8, §2.1] in the stationary regime, and let N (t) be the number
of customers present in the system at time t. Then

P (N (0) = j) = P0
(
N
(
0−
)

= j
)
, j ∈ N. (7.1.11)

Indeed, the function f
(

Φ̃
)

= 1 {N (0−) = j} does not depend on the potential

atom at 0. Then by Proposition 7.1.16

P0
(
N
(
0−
)

= j
)

= P
(
N
(
0−
)

= j
)

= P (N (0) = j) ,

where the second equality follows from stationarity.

7.2 Marks in a general measurable space

It is sometimes useful to consider marks taking values in some measurable space
(K,K) which is not necessarily l.c.s.h. In this case, strictly speaking, we can
no longuer consider point processes on Rd × K. This leads to the following
definition.

Definition 7.2.1. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework. Let Φ =∑
k∈Z δXk be a point process on Rd compatible with the flow, and {Z (t)}t∈Rd be

a stochastic process with values in some measurable space (K,K) and compatible
with the flow. We call

Zk := Z (Xk) = Z(0) ◦ θXk , k ∈ Z (7.2.1)

the mark associated to Xk ∈ Φ generated by the stochastic process {Z (t)}t∈Rd
or by the random variable Z(0).

Note that the stochastic process {Z (t)}t∈Rd (and hence the sequence of
marks {Zk}k∈Z) is fully characterized by the random variable Z(0).

Observe that Lemmas 7.1.7 and Lemma 7.1.11 have been stated and proved
in this more general context.

Example 7.2.2. The flow {θt}t∈Rd may be seen as a stochastic process. It
generates the marks {θXk}k∈Z called the universal marks. This terminology is
justified by the fact that, by Equation (7.2.1), each mark of Φ is of the form
Zk = f(θXk) where f = Z (0).

Example 7.2.3. The virtual cell V defined by (6.2.1) takes its values in the
space of closed sets of Rd (which is a topological and hence a measurable space).
It generates the marks

Vk = V (Xk) = Ṽ (Xk)−Xk,

where Ṽ (X) is the Voronoi cell of nucleus X in Φ, and where the last equality
follows from (6.2.3).
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Given a stochastic process {Z (t)}t∈Rd compatible with the flow, then ap-
plying Corollary 6.1.30 with g = Z (0) gives

E0 [Z (0)] =
1

λ|B|E
[ ∑
X∈Φ∩B

Z (0, θXω)

]
=

1

λ|B|E
[ ∑
X∈Φ∩B

Z (X)

]
,

where the last equality follows from (6.1.7). More generally, we have the follow-
ing version of the C-L-M-M theorem 6.1.28 for stationary point processes with
marks.

Proposition 7.2.4. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ be a
point process compatible with the flow and with intensity λ ∈ R∗+, and {Z (t)}t∈Rd
be a stochastic process with values in some measurable space (K,K), compatible
with the flow. Then for all measurable functions g : Rd ×K→ R+,

E

[∑
k∈Z

g(Xk, Zk)

]
= λ

∫
Rd

E0[g(x, Z (0))]dx,

where Zk := Z (Xk).

Proof. It is enough to apply Theorem 6.1.28 to f(x, ω) = g(x, Z (0, ω)). Indeed,∫
Rd
f(x, θxω)Φ (dx) =

∑
k∈Z

f(Xk, θXkω)

=
∑
k∈Z

g(Xk, Z (0, θXkω))

=
∑
k∈Z

g(Xk, Z (Xk)) =
∑
k∈Z

g(Xk, Zk).

7.2.1 Selected marks and conditioning

Let Φ be a compatible point process on Rd with intensity λ ∈ R∗+, defined on
the stationary framework (Ω,A, {θt}t∈Rd ,P). For U ∈ A, define

ΦU (ω,C) =

∫
C

1U (θtω)Φ(ω,dt), C ∈ B(Rd). (7.2.2)

Such a point process is often referred to as a (non independent) thinning of Φ.

Example 7.2.5. Let {Z (t)}t∈Rd be a stochastic process with values in some
measurable space (K,K), compatible with the flow {θt}t∈Rd . Let Zk = Z (Xk).
Let U = {Z (0) ∈ L}, for some L ∈ K. Then

ΦU (C) =
∑
k∈Z

1L(Z (0) ◦ θXk)1C(Xk) =
∑
k∈Z

1L(Zk)1C(Xk).

The point process ΦU is the thinning of Φ that selects the points Xk with mark
Zk falling in L.
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The point process ΦU is obviously stationary and has a finite intensity (since
ΦU ≤ Φ). If λU > 0, the Palm probability of ΦU is given by

P0
U (A) =

1

λU
E

[∫
(0,1]d

(1A ◦ θs)ΦU (ds)

]
, A ∈ A,

where λU is the intensity of ΦU . But

λU = E

[∫
(0,1]d

(1U ◦ θt)Φ(dt)

]
= λP0(U). (7.2.3)

where P0 is the Palm probability of Φ. In addition, we have

E

[∫
(0,1]d

(1A ◦ θs)ΦU (ds)

]
= E

[∫
(0,1]d

(1A ◦ θs)(1U ◦ θs)Φ(ds)

]
= λP0(A ∩ U),

which gives

P0
U (A) =

P0(A ∩ U)

P0(U)
,

that is,

P0
U (A) = P0(A | U). (7.2.4)

Example 7.2.6. Superposition of point processes. Let Φk, 1 ≤ k ≤ n be
point processes, all defined on the same stationary framework, and all with
finite and non-null intensities λk, respectively. Assume that their superposi-
tion Φ =

∑
j∈Z δXj is simple and let λ =

∑n
k=1 λk be its intensity. Let P0 and

P0
k be the Palm probabilities of Φ and Φk, 1 ≤ k ≤ n, respectively. Observe

from (6.1.10) that

P0 (Φk({0}) = 1) =
1

λ
E

∑
j∈Z

1(0,1]d(Xj)1Φk({Xj})=1

 =
1

λ
E
[
Φk
(
(0, 1]d

)]
=
λk
λ
.

Let U = {Φk({0}) = 1}. Since we have ΦU = Φk (with the notation of (7.2.2)),
we obtain from (7.2.4)

P0
k(A) = P0 (A | Φk({0}) = 1) =

λ

λk
P0 (A ∩ {Φk({0}) = 1}) .

Therefore

λkP
0
k(A) = λP0 (A ∩ {Φk({0}) = 1}) ,

which has already been proved in Corollary 6.3.20 with an alternative way.
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7.2.2 Transformations of stationary point process based
on marks

In order to simplify the notation, we will assume in the present section that the
atoms enumeration satisfies (7.1.6).

Proposition 7.2.7. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework harbor-
ing a flow-compatible point process Φ =

∑
k∈Z δXk with intensity λ ∈ R∗+ and

Palm probability P0. Let {Y (t)}t∈Rd be a flow-compatible stochastic process
with values in R+ and Yk = Y (Xk). Then the random measure

Φ′ =
∑
k∈Z

YkδXk

is stationary with intensity λE0 [Y0] and Palm probability P0′ characterized by

E0′ [f ] =
E0 [Y0f ]

E0 [Y0]
, f ∈ F+

(
Rd
)
,

where E0 and E0′ are the expectations with respect to P0 and P0′ respectively.

Proof. By Lemma 7.1.7, for each t, ω, there exists a bijective mapping Z →
Z, k 7→ l = l (k, t, ω) such that

Xl ◦ θt = Xk − t,

and

Yl ◦ θt = Yk.

Thus

Φ′ ◦ θt =
∑
l∈Z

Yl ◦ θtδXl◦θt

=
∑
k∈Z

YkδXk−t = StΦ
′,

which shows that Φ′ is stationary. Its intensity equals

λ′ = E
[
Φ′
(

(0, 1]
d
)]

= E

[∑
n∈Z

Yn1
{
Xn ∈ (0, 1]

d
}]

= λ

∫
R

E0
[
Y01

{
x ∈ (0, 1]

d
}]

dx = λE0 [Y0] ,

where the second equality is due to Proposition 7.2.4. By the very definition of
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Palm probability

E0′ [f ] =
1

λ′
E

[∫
(0,1]d

f ◦ θxΦ′ (dx)

]

=
1

λ′
E

[∑
n∈Z

Yn1
{
Xn ∈ (0, 1]

d
}
f ◦ θXn

]

=
λ

λ′

∫
Rd

E0[1
{
x ∈ (0, 1]

d
}
Y0f ]dx

=
λ

λ′
E0 [Y0f ] =

E0 [Y0f ]

E0 [Y0]
,

where the third equality is due to Proposition 7.2.4.

Example 7.2.8. Thinning of a stationary point process. Consider the con-
text of the above proposition where {Y (t)} takes values in {0, 1}, then Φ′ is a
thinning of Φ.

Example 7.2.9. Displaced stationary point process. Let (Ω,A, {θt}t∈Rd ,P) be
a stationary framework harboring a flow-compatible point process Φ =

∑
k∈Z δXk

with intensity λ ∈ R∗+ and a flow-compatible stochastic process {Y (t)}t∈Rd with

values in Rd. Let Yk = Y (Xk), then

Φ′ =
∑
k∈Z

δXk+Yk

is stationary with intensity λ.
Indeed,

Φ′ ◦ θt =
∑
l∈Z

δXl◦θt+Yl◦θt

=
∑
k∈Z

δXk+Yk−t = StΦ
′.

where the second equality is due to Lemma 7.1.7. This shows that Φ′ is station-
ary. Moreover,

E
[
Φ′
(

(0, 1]
d
)]

= E

[∑
n∈Z

1
{
Xn + Yn ∈ (0, 1]

d
}]

= λ

∫
R

E0
[
1
{
x+ Y0 ∈ (0, 1]

d
}]

dx

= λE0

[∫
Rd

1
{
x+ Y0 ∈ (0, 1]

d
}

dx

]
= λ,

where the second equality is due to Proposition 7.2.4.
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We extend the results of Example 7.2.9 by adding supplementary marks.
The following result generalizes [8, Property 1.4.3] for d ≥ 2.

Corollary 7.2.10. Displaced stationary point process with marks.
Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework harboring a flow-compatible
point process Φ =

∑
k∈Z δXk with intensity λ ∈ R∗+ and two flow-compatible

stochastic processes {Y (t)}t∈Rd and {Z (t)}t∈Rd with values respectively in Rd
and in some measurable space (K,K). Let Yk = Y (Xk) and Zk = Z (Xk). Then

Φ̃′ =
∑
k∈Z

δXk+Yk,Zk

is a stationary marked point process on Rd × K with intensity λ. Let (X ′k, Z
′
k)

be the sequence of points of the above point process, then for any nonnegative
measurable function f on K,

E0 [f (Z0)] = E0′ [f (Z ′0)] ,

where E0 and E0′ are the expectations with respect to the Palm probabilities of
Φ and Φ′ =

∑
k∈Z δXk+Yk respectively.

Proof. Indeed,

Φ̃′ ◦ θt =
∑
l∈Z

δXl◦θt+Yl◦θt,Zl◦θt =
∑
k∈Z

δXk+Yk−t,Zk = StΦ
′,

where the second equality is due to Lemma 7.1.7. This shows that Φ′ is station-
ary. Moreover, the intensity of Φ̃′ equals

E
[
Φ̃′
(

(0, 1]
d ×K

)]
= E

[∑
n∈Z

1
{
Xn + Yn ∈ (0, 1]

d
}]

= λ

∫
R

E0
[
1
{
x+ Y0 ∈ (0, 1]

d
}]

dx

= λE0

[∫
Rd

1
{
x+ Y0 ∈ (0, 1]

d
}

dx

]
= λ,

where the second equality is due to Proposition 7.2.4. We will apply the mass
transport formula (6.1.16) with

g (x′, ω) = 1 {Y (0) = x′} f (Z (0)) .

(Each point Xn sends to Xn + Yn a mass equal to Zn.) The left hand side
of (6.1.16) equals

E0

[∫
Rd
g(x′, ω)Φ′ (dx′)

]
= E0

[∑
n∈Z

g(Xn + Yn, ω)

]

= E0

[∑
n∈Z

1 {Y (0) = Xn + Yn} f (Z (0))

]
= E0 [f (Z0)] .
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Moreover, g (−x, θxω) = 1 {Y (x) = −x} f (Z (x)). Then the right hand side
of (6.1.16) equals

E0′
[∫

Rd
g(−x, θxω)Φ (dx)

]
= E0′

[∑
n∈Z

g(−Xn, θXnω)

]

= E0′
[∑
n∈Z

1 {Y (Xn) = −Xn} f (Z (Xn))

]

= E0′
[∑
n∈Z

1 {X ′n = 0} f (Z (Xn))

]
= E0′ [f (Z ′0)] ,

which concludes the proof.

7.3 Palm theory for stationary marked random
measures

The present section shows how the Palm theory applies to stationary marked
random measures.

Let (K,B (K)) be a l.c.s.h and Φ̃ be a stationary marked random measure
on Rd × K whose associated ground random measure Φ has intensity λ ∈ R∗+
and Palm probability P0.

7.3.1 Palm distribution of the mark

The mean measure of Φ̃ is by definition

MΦ̃(B ×K) = E[Φ̃(B ×K)], ∀B ∈ B
(
Rd
)
,K ∈ B (K) .

By stationarity, we get

MΦ̃(B ×K) = E[StΦ̃(B ×K)]

= E[Φ̃((B + t)×K)] = MΦ((B + t)×K).

Thus, for fixed K ∈ B (K), the measure MΦ̃ (· ×K) is invariant under left
translation. Moreover, for all B ∈ Bc

(
Rd
)
,K ∈ B (K),

MΦ̃(B ×K) ≤MΦ̃(B ×K) = MΦ(B) <∞,

where the last inequality follows from the fact that MΦ is locally finite (as the
mean measure of a stationary random measure with finite intensity; cf. Sec-
tion 6.1). Then it follows from the Haar theorem [80, Theorem 2] that MΦ̃

equals the Lebesgue measure up to a multiplicative constant; i.e.,

MΦ̃ (B ×K) = λ|B|π (K) , ∀B ∈ B
(
Rd
)
,K ∈ B (K) , (7.3.1)

where π (·) is a probability measure on K called the Palm distribution of the
mark . This name is justified by the following example.
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Example 7.3.1. Stationary marked point process. Let (Ω,A, {θt}t∈Rd ,P) be
a stationary framework, Φ =

∑
k∈Z δXk be a point process on Rd, compatible

with the flow, and {Z (t)}t∈Rd be a stochastic process with values in a l.c.s.h.
space (K,B (K)), also compatible with the flow. Then the mean measure of
Φ̃ =

∑
k∈Z δ(Xk,Z(Xk)) is given by

MΦ̃ (B ×K) = E

[∫
1 {x ∈ B, z ∈ K} Φ̃ (dx× dz)

]
= E

[∑
k

1 {Xk ∈ B,Z (Xk) ∈ K}
]

= λ

∫
E0 [1 {x ∈ B,Z (0) ∈ K}] dx

= λ |B|P0 (Z (0) ∈ K) , (7.3.2)

for all B ∈ B
(
Rd
)
,K ∈ B (K). The third equality follows from Proposition 7.2.4

with λ and P0 being respectively the intensity and the Palm probability of Φ =∑
k∈Z δXk . We see that in this particular case

π (K) = P0 (Z (0) ∈ K) , K ∈ B (K) , (7.3.3)

which explains why it is called the Palm distribution of the mark. Note that the
authors of [31] call π (·) the stationary mark distribution, whereas those of [24]
call it the mark distribution.

Example 7.3.2. Universal mark. If (Ω,A) is l.c.s.h, then the Palm distribu-
tion of the universal mark (defined in Example 7.2.2) is the Palm probability,
by (7.3.3).

Example 7.3.3. I.i.d. marks. Let K be a l.c.s.h. space and Φ̃ =
∑
n∈Z δ(Xn,Zn)

be an i.i.d marked point process on Rd×K with mark distribution F (cf. Defini-
tion 2.2.18). Assume that the ground process Φ =

∑
n∈Z δXn is stationary with

positive intensity λ and let P0 be its Palm probability Then Φ̃ is a stationary
marked point process by Example 7.1.2. Moreover, the mean measure of Φ̃ is
given by by (2.2.8); that is, for B ∈ B

(
Rd
)
,K ∈ B (K),

MΦ̃ (B ×K) = MΦ (B) = λ|B|F (K).

Thus the Palm distribution of the mark equals the mark distribution:

π (K) = F (K), K ∈ B (K) .

7.3.2 Palm distributions of marked random measure

Since a stationary marked random measure is itself a random measure on Rd×K,
we can consider its Palm distributions considered in Section 3.1.
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Recall that by Lemma 3.1.1, the Campbell measure of Φ̃ is

CΦ̃ (B ×K × L) = E

[∫
B×K

1
{

Φ̃ ∈ L
}

Φ̃ (dx× dz)

]
, B ∈ B

(
Rd
)
,K ∈ B (K) , L ∈ M̃

(
Rd×K

)
.

The Palm distributions of Φ̃ are defined by the disintegration in Equation (3.1.2)

CΦ̃ (dx× dz × dµ) = P
(x,z)

Φ̃
(dµ)MΦ̃ (dx× dz) = P

(x,z)

Φ̃
(dµ)λdxπ (dz) ,

where the second equality is due to (7.3.1).
The C-L-M theorem 3.1.9 reads as follows: for all measurable f : Rd ×

K× M̃
(
Rd×K

)
→ R̄+, we have

E

[∫
Rd×K

f
(
x, z, Φ̃

)
Φ̃ (dx× dz)

]
=

∫
Rd×K×M̃(Rd×K)

f (x, z, µ) P
(x,z)

Φ̃
(dµ)MΦ̃ (dx× dz) .

(7.3.4)

7.3.3 Palm probability conditional on the mark

Since the ground random measure is stationary, one may consider its Palm prob-

ability P0. On the other hand, one may consider the Palm distributions P
(x,z)

Φ̃
associated to the marked random measure. We will now define a “hybrid” Palm
probability denoted by P(0,z) and called the Palm probability conditional on the
mark . In this regard, we need first the following extension of Proposition 6.1.20
to account for marks.

Proposition 7.3.4. Campbell-Matthes measure of a stationary marked random
measure. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, (K,B (K)) be a
l.c.s.h. and Φ̃ be a marked random measure on Rd×K compatible with the flow
{θt}t∈Rd . Then the following results hold true.

(i) There exists a unique σ-finite measure C on Rd ×K× Ω characterized by

C(B×K×A) := E

[∫
B×K

1{θx(ω) ∈ A}Φ̃(dx× dz)

]
, K ∈ B (K) , A ∈ A.

for all B ∈ B
(
Rd
)

and called the Campbell-Matthes measure of the sta-

tionary marked random measure Φ̃.

(ii) The measure C defined above satisfies

C((B + t)×K ×A) = C(B ×K ×A) = C (K ×A) |B| ,

for all B ∈ B
(
Rd
)
,K ∈ B (K) , A ∈ A, and for some set function C

defined on B (K)⊗A.

Proof. The proof follows the same lines as that of Proposition 6.1.20.
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Let λ be the intensity of the ground random measure, fix some B ∈ B
(
Rd
)

such that |B| 6= 0 and let

Č (K ×A) =
1

λ |B|C(B ×K ×A), K ∈ B (K) , A ∈ A.

which, by Proposition 7.3.4(ii), does not depend on the choice of B. Following
the same lines as Theorem 6.1.28, it is straightforward to show the following ex-
tension of the Campbell-Little-Mecke-Matthes (C-L-M-M) theorem to stationary
marked random measures: For all measurable functions f : Rd ×K× Ω→ R̄+,

E

[∫
Rd×K

f(x, z, θxω)Φ̃(dx× dz)

]
= λ

∫
Rd×K×Ω

f(x, z, ω)Č (dz × dω) dx.

(7.3.5)

Corollary 7.3.5. Consider the conditions of Proposition 7.3.4 and let f : Rd×
K× Ω→ C̄ be measurable. If either of the following conditions

E

[∫
Rd×K

|f(x, z, θxω)| Φ̃(dx× dz)

]
<∞

or ∫
Rd×K×Ω

E0[|f(x, z, ω)|]Č (dz × dω) dx <∞

holds, then the other one holds, and Equality (7.3.5) is true.

Proof. Similar arguments to Corollary 3.1.10.

Note that

Č (K × Ω) =
1

λ |B|C(B ×K × Ω) =
1

λ |B|MΦ̃(B ×K) = π (K) ,

where π is the Palm distribution of the mark. Since (K,B (K)) is a l.c.s.h space,
it is Polish by [56, Theorem 5.3, p.29,]. If follows from the measure disintegration
theorem 14.D.10 that Č admits a disintegration

Č (K ×A) =

∫
K

P(0,z) (A)π (dz) , K ∈ B (K) , A ∈ A,

where P(0,·) (·) is a probability kernel from K to Ω called the Palm probability
conditional on the mark. We will denote the expectation with respect to P(0,z)

by E(0,z). Therefore, Equality (7.3.5) reads

E

[∫
Rd×K

f(x, z, θxω)Φ̃(dx× dz)

]
= λ

∫
Rd×K

E(0,z) [f(x, z, ω)]π (dz) dx,

(7.3.6)
which may be seen as an extension of (6.1.11) to account for marks.

We will now give the relation between the Palm probability conditional on
the mark and the Palm distributions of the marked random measure which
extends (6.1.14).
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Proposition 7.3.6. Consider the conditions of Proposition 7.3.4 and let

P
(0,z)

Φ̃
= P(0,z) ◦ Φ̃−1, z ∈ K.

Then

P
(0,z)

Φ̃
= P

(x,z)

Φ̃
◦ S−1

x , for MΦ̃-almost all (x, z) ∈ Rd ×K.

Proof. Consider a measurable nonnegative function g defined on M̃
(
Rd×K

)
.

Applying (7.3.6) to the function

f(x, z, ω) = h(x, z)g
(

Φ̃ (ω)
)
,

we get

λ

∫
Rd×K

h(x, z)E(0,z)
[
g
(

Φ̃
)]
π (dz) dx

= E

[∫
Rd×K

h(x, z)g
(

Φ̃ (θxω)
)

Φ̃(dx× dz)

]
= E

[∫
Rd×K

h(x, z)g
(
SxΦ̃

)
Φ̃(dx× dz)

]
= λ

∫
Rd×K×M̃(Rd×K)

h(x, z)g (Sxµ) P
(x,z)

Φ̃
(dµ)π (dz) dx

= λ

∫
Rd×K×M̃(Rd×K)

h(x, z)g (ϕ) P
(x,z)

Φ̃
◦ S−1

x (dϕ)π (dz) dx,

where the third equality follows from (7.3.4) and the forth one from the change
of variable ϕ = Sxµ. Then for MΦ̃-almost all (x, z).∫

M̃(Rd×K)

g (µ) P
(x,z)

Φ̃
◦ S−1

x (dµ) = E(0,z)
[
g
(

Φ̃
)]

=

∫
M̃(Rd×K)

g (µ) P
(0,z)

Φ̃
(dµ) ,

from which the announced equality follows.

7.4 Exercises

7.4.1 For Section 7.1.1

Exercise 7.4.1. Little’s law. We consider a system where users arrive, remain
for some time, then leave. The user’s arrival instants to the system are modelled
by a stationary point process on R, say Φ =

∑
n∈Z δTn , of intensity λ ∈ R∗+

with the usual numbering convention (1.6.8). The sojourn duration of the user
arriving at Tn is modelled by a random variable denoted by Vn ∈ R∗+. Assume
that the sojourn random variables {Vn}n∈Z satisfy (7.1.7). The number of users
in the system at time t is

X (t) =
∑
n∈Z

1 {Tn ≤ t < Tn + Vn} .
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Applying the mass transport formula in Theorem 6.1.34 show that

E [X (0)] = λE0 [V0] ,

which is the famous Little’s law.

Solution 7.4.1. (Cf. [8, §3.1.2] for a proof relying on Proposition 7.2.4.) We
will apply Theorem 6.1.34 with

Φ′ (ω) (dy) = dy

and
g(t, ω) = 1 {T0 ≤ t < T0 + V0} .

Then
g(−x, θxω) = 1 {−x ∈ [T0 (θxω) , T0 (θxω) + V0 (θxω))}

and

g(−Tn, θTnω) = 1 {−Tn ∈ [T0 (θTnω) , T0 (θTnω) + V0 (θTnω))}
= 1 {−Tn ∈ [0, Vn)}
= 1 {Tn ≤ 0 < Tn + Vn} ,

where the second equality follows from the numbering convention (1.6.8) and
from the shadowing property (7.1.7). Thus

E0′
[∫

R
g(−x, θxω)Φ (dx)

]
= E0′

[∑
n∈Z

1 {Tn ≤ 0 < Tn + Vn}
]

= E0′ [X (0)] = E [X (0)] ,

where the last equality follows from Example 6.1.24. On the other hand

E0

[∫
R
g(y, ω)Φ′ (dy)

]
= E0

[∫
R

1 {y ∈ [T0, T0 + V0)} dy

]
= E0 [V0] .

If follows from Theorem 6.1.34 that

E [X (0)] = λE0 [V0] ,

We may interpret this application of the mass transport formula as follows.
Each point Tn of Φ sends to ‘a point’ dy of Φ′ within [Tn, Tn + Vn) a mass
equal to 1. The ‘mass’ received by ‘a point’ dy of Φ′ from all the points of Φ is
precisely the number of users in the system at time y.

Exercise 7.4.2. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
n∈Z δXn

be a point process compatible with the flow {θt}t∈Rd with intensity λ ∈ R∗+, and
{R (t)}t∈Rd be an R+-valued stochastic process compatible with the flow {θt}t∈Rd .
Let M denote the number of balls of center Xn ∈ Φ and radius R (Xn) that cover
the origin; that is M =

∑
n∈Z 1 {0 ∈ B(Xn, R (Xn))}.
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1. Show that E[M ] = λE0[|B(0, R (0))|].
2. Comment on the connections with Little’s law in queuing theory.

Solution 7.4.2. 1. Let f(x, r) = 1 {0 ∈ B(x, r)} = 1 {x ∈ B(0, r)}. By Propo-
sition 7.2.4

E[M ] = E

[∑
n∈Z

f(Xn, R (Xn))

]

= λ

∫
Rd

E0[f(x,R (0))]dx

= λ

∫
Rd

E0[1 {x ∈ B(0, R (0))}]dx

= λE0

[∫
Rd

1 {x ∈ B(0, R (0))}dx

]
= λE0 [|B(0, R (0))|] .

2. Little’s law states that the long-term average number of customers in
a stable system L is equal to the long-term average effective arrival rate λ,
multiplied by the Palm-average time a customer spends in the system, W , i.e.,
L = λW . Furthermore, this relationship is not influenced by the arrival process
distribution, the service distribution, or the service order. Similarly, E[M ] in
our model denotes the average number of Xn ∈ Φ with a spatial arrival rate of
λ that covers the origin with a disc B(Xn, R (Xn)). Hence, the product E[M ] =
λE0[|B(0, R (0))|] in our model also gives the average arrival rate times the
Palm-average covered area.

Exercise 7.4.3. Users aggregate in hot spots. Cluster point processes allow
one to analyze the effect of users aggregation in hot spots. The main objective
is to evaluate the interference seen at the center of a hot spot or at a typical
point of such a cluster point process.

Let (Ω,A, {θt}t∈R2 ,P) be a stationary framework. Let Φ =
∑
k∈Z δXk be a

point process compatible with the flow {θt}t∈R2 describing the hot spot ‘centers’.
We assume Φ has a finite and positive intensity λ. Let P0 be the Palm probability
of Φ. We assume that Φ admits a collection of marks {Φk}k∈Z compatible with
the flow {θt}t∈R2 , where each Φk is a finite point process on R2 with points
{Y kj }j. The points {Xk+Y kj }j form the k-th hot spot. Assume the enumeration
convention (7.1.6).

1. Let Φ′ be the point process Φ′ =
∑
k∈Z

∑
j δXk+Y kj

. Show that Φ′ is com-

patible with the flow {θt}t∈R2 .

2. Assume that, under P0, Φ0 has a finite mean measure Λ; i.e., Λ(R2) <∞.
Show that the intensity of Φ′ equals

λ′ = λΛ(R2).

3. Let g : R+ → R̄+ be a measurable function and let I =
∑
Z∈Φ′ g(|Z|).

Compute E [I] as an integral w.r.t. Lebesgue measure.
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4. Below, we focus on the special case where Φ is an independently marked
Poisson point process with i.i.d. marks {Φk}k∈Z being each a Poisson point
process on R2 of intensity measure Λ. Compute the Laplace functional of
Φ′.

5. Compute the Laplace transform of I under P.

6. Compute the mean value and the Laplace transform of I under P0 (i.e.,
seen at a typical hot spot center). How do these quantities compare to the
corresponding quantities under P?

7. Assume that Λ admits a density α with respect to Lebesgue measure. Use
the fact that for all positive functions f ,

E

 ∑
Zp 6=Zq∈Φ′

f(Zp, Zq)

 = E

 ∑
Xk∈Φ

∑
l 6=m

f(Xk + Y kl , Xk + Y km)


+ E

 ∑
Xk 6=Xj∈Φ

∑
l,m

f(Xk + Y kl , Xj + Y jm)


to compute the density ρ(2) (·, ·) of the factorial moment measure of order
2 of Φ′.

8. Let P!0′ denote the reduced Palm probability of Φ′. Use the density ρ(2)

evaluated in 7 to compute E!0′ [I] (i.e., the mean interference seen at a
typical point of Φ′). How does this compare to the corresponding quantity
under P?

Solution 7.4.3. 1. For t ∈ R2, consider

Φ′ ◦ θt =
∑
k∈Z

∑
j

δXk◦θt+Y kj ◦θt .

For any k ∈ Z, there exists l ∈ Z such that Xk ◦ θt = Xl − t. Moreover, the
mapping Z→ Z; k 7→ l is bijective and by the shadowing property of compatible
marks

Φk ◦ θt = Φl.

Thus

Φ′ ◦ θt =
∑
l∈Z

∑
j

δXl−t+Y lj = StΦ
′,

which shows that Φ′ is compatible with the flow {θt}t∈R2 .
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2. For B ∈ Bc

(
R2
)
,

MΦ′ (B) = E [Φ′ (B)]

= E

[∑
k∈Z

Φk (B −Xk)

]

= λE0

[∫
R2

Φ0 (B − y) dy

]
= λE0

[∫
R2×R2

1 {x ∈ B}Φ0 (dx− y) dy

]
= λE0

[∫
R2×R2

1 {z + y ∈ B}Φ0 (dz) dy

]
= λE0

[∫
R2

|B|Φ0 (dz)

]
= λE0[Φ0(R2)] |B| = λΛ(R2) |B| ,

where the third equality is due to Proposition 7.2.4, and the fifth one follows by
the change of variable z = x− y.

3. By Campbell’s averaging formula 1.2.2

E [I] = E

[∑
Z∈Φ′

g(|Z|)
]

= λ′
∫
R2

g (|z|) dz = λΛ(R2)

∫
R2

g (|z|) dz.

4. It follows from Example 2.3.18 that Φ′ is a well defined point process.
Moreover, its Laplace transform is given by (2.3.14), for f ∈ F+

(
Rd
)
,

LΦ′ (f) = LΦ

(
f̄
)

= exp

(
−λ
∫
R2

(1− e−f̄(x))dx

)
,

where for x ∈ Rd,

f̄ (x) = − logLΦ1
(Sxf)

= − log

(
exp

[
−
∫
R2

(1− e−Sxf(y))Λ (dy)

])
=

∫
R2

[
1− e−f(x+y)

]
Λ (dy) .

Thus

LΦ′ (f) = exp

(
−λ
∫
R2

[
1− e−

∫
R2 (1−e−f(x+y))Λ(dy)

]
dx

)
.

5. In particular, for all s ∈ R+,

E
[
e−sI

]
= LΦ′ (sg (|·|)) = exp

(
−λ
∫
R2

[
1− e−

∫
R2 (1−e−sg(|x+y|))Λ(dy)

]
dx

)
.



7.4. EXERCISES 389

6. Consider, for all s ∈ R+,

E0
[
e−sI

]
= E0

[
e−s

∑
k∈Z

∑
j g(|Xk+Y kj |)

]
= E0

[
e−s

∑
k∈Z∗

∑
j g(|Xk+Y kj |)e−s

∑
j g(|Y kj |)

]
= E0

[
e−s

∑
k∈Z∗

∑
j g(|Xk+Y kj |)

]
E0
[
e−s

∑
j sg(|Y kj |)

]
= E

[
e−sI

]
E0
[
e−s

∑
j sg(|Y kj |)

]
= E

[
e−sI

]
exp

(
−
∫
R2

(1− e−sg(|x|))Λ (dx)

)
,

where the fourth equality is due to Slivnyak’s theorem 6.1.31 (iii). Then

E0 [I] =
∂

∂s
E0
[
e−sI

]∣∣∣∣
s=0

= E [I] +

∫
R2

g (|x|) Λ (dx)

= λΛ(R2)

∫
R2

g (|z|) dz +

∫
R2

g (|x|) Λ (dx) .

7. Let h (Xk,Φk) :=
∑
l 6=m f(Xk + Y kl , Xk + Y km), then

E

 ∑
Xk∈Φ

∑
l 6=m

f(Xk + Y kl , Xk + Y km)


= E

[∑
k∈Z

h (Xk,Φk)

]

= λ

∫
R2

E0[h(y,Φ0)]dy

= λ

∫
R2

E[h(y,Φ0)]dy

= λ

∫
R2

E

∑
l 6=m

f(y + Y 0
l , y + Y 0

m)

dy

= λ

∫
R2

[∫
R2×R2

f(y + u, y + v)MΦ(2) (du× dv)

]
dy

= λ

∫
R2

[∫
R2×R2

f(y + u, y + v)α (u)α (v) dudv

]
dy

= λ

∫
R2×R2

[∫
R2

α (s− y)α (t− y) dy

]
f(s, t)dsdt.

where the second equality follows from Proposition 7.2.4, the third one for the
fact that the marks {Φk}k∈Z are independent from Φ, the sixth one from the
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Campbell averaging formula 1.2.2 applied to Φ(2), the sixth one from (2.3.18),
and the last one by the change of variable u→ s = y + u, v → t = y + v.

Let Φ̂ :=
∑
k∈Z δXk,Φk and ϕ ((Xk,Φk) , (Xj ,Φj)) :=

∑
l,m f(Xk + Y kl , Xj +

Y jm), then

E

 ∑
Xk 6=Xj∈Φ

∑
l,m

f(Xk + Y kl , Xj + Y jm)


= E

 ∑
k 6=j∈Z

ϕ ((Xk,Φk) , (Xj ,Φj))


= E

 ∑
T 6=S∈Φ̂

ϕ (T, S)


=

∫
ϕ (t, s)MΦ̂(2) (ds× dt)

= λ2

∫
ϕ ((y, µ) , (z, ν)) dydzPΦ1

(dµ) PΦ1
(dν)

= λ2

∫
R2×R2

E

∑
l,m

f(y + Y 1
l , z + Y 2

m)

 dydz

= λ2

∫
R2×R2

[∫
R2×R2

f(y + u, z + v)α (u)α (v) dudv

]
dydz

= λ2

∫
R2×R2

f(s, t)

[∫
R2×R2

α (s− y)α (t− z) dydz

]
dsdt

= λ2Λ(R2)2

∫
R2×R2

f(s, t)dsdt.

where the third and sixth equalities are due to Campbell averaging formula, and
the last but one by the change of variable u → s = y + u, v → t = z + v.
Therefore, the density of the factorial moment measure of order 2 of Φ′ equals

ρ(2) (s, t) = λ

[∫
R2

α (s− y)α (t− y) dy

]
+ λ2Λ(R2)2.
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8. Let Φ′ :=
∑
p∈Z δZp . Consider

E!0′ [I] = E!0′

∑
p∈Z

g(|Zp|)


= E0′

∑
p∈Z∗

g(|Zp|)


=

1

λ′ |B|E

 ∑
Zp∈B

∑
q 6=p

g(|Zp − Zq|)


=

1

λ′ |B|E

 ∑
Zp 6=Zq∈Φ′

1 {Zp ∈ B} g(|Zp − Zq|)


=

1

λ′ |B|E

 ∑
Zp 6=Zq∈Φ′

f(Zp, Zq)

 =
1

λ′ |B|

∫
1 {s ∈ B} g(|s− t|)ρ(2) (s, t) dsdt.

where for the fifth equality we introduce f (s, t) := 1 {s ∈ B} g(|s − t|) and the
last equality is due to Campbell averaging formula.

Exercise 7.4.4. Matérn I hard-core point process. Let Φ =
∑
k∈Z δXk be a

homogeneous Poisson point process on Rd with intensity λ ∈ R∗+ and let h > 0.

1. Show that the point process

Φ1 =
∑
k∈Z

δXk1 {Φ (B (Xk, h)) = 1}

is stationary with intensity parameter λ1 = λe−λπh
2

(cf. Example 3.4.1).

2. Letting K be the reduced second moment measure of Φ1 defined by (6.3.18),
show that

K (B (0, r)) = λe−λπh
2

∫
Rd

1{h≤|z|<r}e
−λVz(h)dz + e−λπh

2 − 1,

where
Vh (x) = |B (0, h) \B (x, h)| .

Solution 7.4.4. 1. Let Z (t) = Φ (B (t, h)) and observe that

Z (0) ◦ θt = Φ ◦ θt (B (0, h))

= StΦ (B (0, h))

= Φ (B (t, h)) = Z (t) .

Then the stochastic process {Z (t)}t∈Rd is compatible with the flow {θt}t∈Rd .

Thus Φ̃ =
∑
k∈Z δ(Xk,Z(Xk)) is a stationary marked point process. Hence Φ1 =
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∑
k∈Z δXk,1 {Z (Xk) = 1} is stationary. Its intensity equals λ1 = λe−λπh

2

by
Example 3.4.1.

2. The reduced second moment measure of Φ1 is given by (6.3.18); that is

K (B (0, r)) = E0 [Φ1 (B (0, r))]− 1 = E0 [g (Φ)]− 1,

where E0 be the expectation with respect to the Palm probability associated to
Φ1 and

g (Φ) := Φ1 (B (0, r)) =
∑
X∈Φ

f (X,Φ) ,

where
f (x,Φ) := 1B(0,r) (x) 1{Φ(B(x,h))=1}.

Applying Corollary 6.1.30 we get, for B ∈ B
(
Rd
)

such that 0 < |B| <∞,

E0 [g (Φ)] =
1

λ|B|E
[ ∑
Xm∈Φ1∩B

g (Φ ◦ θXm)

]

=
1

λ|B|E
[ ∑
Xm∈Φ∩B

g (Φ ◦ θXm) 1{Φ(B(Xm,h))=1}

]
.

Observe that

g (Φ ◦ θx) =
∑

X∈Φ◦θx
f (X,Φ ◦ θx)

=
∑
X∈Φ

f (X − x,Φ ◦ θx)

=
∑
X∈Φ

1B(0,r) (X − x) 1{Φ◦θx(B(X−x,h))=1}

=
∑
X∈Φ

1B(x,r) (X) 1{Φ(B(X,h))=1}.

Then

E0 [g (Φ)] =
1

λ|B|E
[ ∑
Xm∈Φ

∑
Xk∈Φ

1B (Xm) 1B(Xm,r) (Xk) 1{Φ(B(Xk,h))=Φ(B(Xm,h))=1}

]

=
1

λ|B|E

 ∑
Xm,Xk∈Φ

ψ (Xm, Xk,Φ)

 ,
where

ψ (x, y,Φ) := 1B (x) 1{|x−y|<r}1{Φ(B(x,h))=Φ(B(y,h))=1}.

Applying Equation (3.5.2) we get

E

 ∑
Xm,Xk∈Φ

ψ (Xm, Xk,Φ)

 = λ2

∫
Rd×Rd

E [ψ(x, y,Φ + δx + δy)] dxdy+λ

∫
Rd

E [ψ(x, x,Φ + δx)] dx.
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Note that
ψ(x, x,Φ + δx) = 1B (x) 1{Φ(B(x,h))=0},

then ∫
Rd

E [ψ(x, x,Φ + δx)] dx = |B| e−λπh2

.

On the other hand,

ψ(x, y,Φ + δx + δy) = 1B (x) 1{|x−y|<r}1{Φ(B(x,h))=Φ(B(y,h))=1{|x−y|<h}=0}
= 1B (x) 1{h≤|x−y|<r}1{Φ(B(x,h))=Φ(B(y,h))=0}.

Then

E [ψ(x, y,Φ + δx + δy)] = 1B (x) 1{h≤|x−y|<r}P (Φ (B (x, h)) = Φ (B (y, h)) = 0)

= 1B (x) 1{h≤|x−y|<r}P (Φ (B (0, h)) = Φ (B (y − x, h)) = 0)

= 1B (x)ϕ (y − x) ,

where

ϕ (z) := 1{h≤|z|<r}P (Φ (B (0, h)) = Φ (B (z, h)) = 0)

= 1{h≤|z|<r}P (Φ (B (z, h)) = Φ (B (0, h) \B (z, h)) = 0)

= 1{h≤|z|<r}e
−λπh2

e−λVz(h).

Thus∫
Rd×Rd

E [ψ(x, y,Φ + δx + δy)] dxdy =

∫
Rd×Rd

1B (x)ϕ (y − x) dxdy

=

∫
B

(∫
Rd
ϕ (y − x) dy

)
dx

=

∫
B

(∫
Rd
ϕ (z) dz

)
dx

= |B| e−λπh2

∫
Rd

1{h≤|z|<r}e
−λVz(h)dz.

Therefore,

K (B (0, r)) = λe−λπh
2

∫
Rd

1{h≤|z|<r}e
−λVz(h)dz + e−λπh

2 − 1.

When h→ 0, K (B (0, r))→ λπr2 which is the reduced second moment measure
of the Poisson point process Φ.

Exercise 7.4.5. Stationary i.i.d. marked point process on Rd. (Extension of
Example 7.1.12 to Rd.) Let Φ̃ =

∑
k∈Z δ(Xk,Zk) be a stationary i.i.d. marked

point process on Rd × K as in Example 7.1.2 with simple ground process Φ =∑
k∈Z δXk having intensity λ ∈ R∗+ and Palm probability P0. Show that, un-

der P0, {Zk}k∈Z is an i.i.d sequence independent of Φ and Z0 has the same
distribution as that under P.
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Solution 7.4.5. By Proposition 7.1.8, there exists a stochastic process {Z(t)}t∈Rd
such that Zk = Z(Xk). Let Ẑ = {Zk}k∈Z and observe that

Zk ◦ θXn = Z (0) ◦ θXk ◦ θXn
= Z (0) ◦ θXn+Xk◦θXn
= Z (Xn +Xk ◦ θXn)

where the first equality is due to (7.1.2) and the second equality follows from (6.1.4).
Fix some n ∈ Z. In the same lines as Lemma 7.1.7, it may be proved that,

for each k ∈ Z, there exists some l = l (k,Φ) ∈ Z such that

Xk ◦ θXn = Xl −Xn.

The above two equalities imply

Zk ◦ θXn = Z
(
Xl(k,Φ)

)
= Zl(k,Φ).

Thus

Ẑ ◦ θXn = {Zk ◦ θXn}k∈Z =
{
Zl(k,Φ)

}
k∈Z .

Observe that Ẑ ◦ θXn is a random permutation of Ẑ where the permutation
Z → Z, k 7→ l (k,Φ) is independent of Ẑ under P. Therefore, conditionally to

Φ, Ẑ ◦ θXn
dist
= Ẑ under P. Then the proof continues in the same lines as in

Example 7.1.12.

Exercise 7.4.6. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
n∈Z δXn

be a point process on Rd compatible with the flow {θt}t∈Rd . Let

Ṽn = {y ∈ Rd : |y −Xn| ≤ |y −Xk|,∀k ∈ Z}

and

Vn = Ṽn −Xn, n ∈ Z.

Assume the enumeration property (7.1.6). Show that Vn = V0 ◦ θXn .

Solution 7.4.6. Note that

Vn = {y −Xn ∈ Rd : |y −Xn| ≤ |y −Xk|,∀k ∈ Z}
= {y ∈ Rd : |y| ≤ |y +Xn −Xk|,∀k ∈ Z}.

Then

V0 := {y ∈ Rd : |y| ≤ |y +X0 −Xk|,∀k ∈ Z}, x ∈ Rd.

Property (7.1.6), implies that X0 ◦ θXn = 0. Moreover, ∀k ∈ Z, Xk ◦ θXn =
Xm −Xn for some m ∈ Z. Then

V0 ◦ θXn = {y ∈ Rd : |y| ≤ |y − (Xm −Xn) |,∀m ∈ Z} = Vn.
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Exercise 7.4.7. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
n∈Z δXn

be a point process on Rd compatible with the flow {θt}t∈Rd . Assume the enu-
meration property (7.1.6). Among the following sequences of marks of Φ =∑
n∈Z δXn , which ones satisfies (7.1.7)? In each case, justify your answer.

1. Sequence {an}n∈Z, :

an = Φ(B(Xn, r)), n ∈ Z,

where r ∈ R∗+ is a fixed parameter.

2. Sequence {bn}n∈Z:

bn = Φ(B(2Xn, r)), n ∈ Z.

3. Sequence {cn}n∈Z:

cn = inf
k 6=n
|Xn −Xk|, n ∈ Z.

4. Sequence {dn}n∈Z:

dn = inf
q∈Zd
|Xn − q|, n ∈ Z.

Solution 7.4.7. Property (7.1.6), implies that X0 ◦ θXn = 0.
1. We have to check that an = a0 ◦ θXn . Since a0 = Φ(B(X0, r)), then

a0 ◦ θXn = Φ(B(X0 ◦ θXn , r) +Xn)

= Φ(B(0, r) +Xn) = Φ(B(Xn, r)) = an.

2. Consider

b0 ◦ θXn = Φ(B(2X0 ◦ θXn , r) +Xn)

= Φ(B(0, r) +Xn)

= Φ(B(Xn, r)) 6= bn.

3. Recall that, ∀k ∈ Z, Xk ◦ θXn = Xm −Xn for some m ∈ Z. Then

c0 ◦ θXn = inf
k 6=0
|X0 ◦ θXn −Xk ◦ θXn |

= inf
m 6=n
|0− (Xm −Xn) | = cn.

4. Consider

d0 ◦ θXn = inf
q∈Z
|X0 ◦ θXn − q|

= inf
q∈Z
| − q|

= 0 6= dn.
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Exercise 7.4.8. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ =
∑
n∈Z δXn

be a point process compatible with the flow {θt}t∈Rd with intensity λ ∈ R∗+, and
{P (t)}t∈Rd be an R+-valued stochastic process compatible with the flow {θt}t∈Rd .
Let

I(t) =
∑
n∈Z

P (Xn)

`(|t−Xn|)
, t ∈ Rd,

for some measurable function ` : R+ → R+.

1. Compute E [I(0)]. Give a sufficient condition for E [I(0)] to be finite.

2. Show that {I (t)}t∈Rd is compatible with the flow {θt}t∈Rd .

3. Let

Zn =
1∣∣∣Ṽn∣∣∣
∫
Ṽn

P (Xn) /`(|t−Xn|)
N + I(t)

dt, n ∈ Z,

where N is a positive constant and Ṽn = {y ∈ Rd : |y−Xn| ≤ |y−Xk|,∀k ∈
Z}. Assume the enumeration property (7.1.6). Show that Zn = Z0 ◦ θXn .

Solution 7.4.8. 1. Let f(x, p) = p
`(|x|) . By Proposition 7.2.4

E[I(0)] = E

[∑
n∈Z

f(Xn, P (Xn))

]

= λ

∫
Rd

E0[f(x, P (0))]dx

= λ

∫
Rd

E0

[
P (0)

`(|x|)

]
dx = λE0 [P (0)]

∫
Rd

1

`(|x|)dx.

If E0 [P (0)] <∞ and
∫
Rd

1
`(|x|)dx <∞ then E[I(0)] <∞.

2. We have to prove that I (0) ◦ θt = I(t) for all t ∈ Rd. Let Φ̃ =∑
n∈Z δXn,P (Xn). By Proposition 7.1.8(i), Φ̃ ◦ θt =

∑
m∈Z δXm−t,P (Xm). Note

that

I(0) =
∑
n∈Z

P (Xn)

`(|Xn|)
.

Then

I (0) ◦ θt =
∑
m∈Z

P (Xm)

`(|Xm − t|)
= I(t).

3. Let
Vn = Ṽn −Xn, n ∈ Z.

It is shown in Exercise 7.4.6 that Vn = V0 ◦ θXn . Note that

Z0 =
1

|V0 +X0|

∫
V0+X0

P (X0) /`(|t−X0|)
N + I(t)

dt

=
1

|V0|

∫
V0+X0

P (X0) /`(|t−X0|)
N + I(t)

dt.
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Since X0 ◦ θXn = 0, then

Z0 ◦ θXn =
1

|V0 ◦ θXn |

∫
V0◦θXn

P (0) /`(|t|)
N + I(t) ◦ θXn

dt

=
1

|Vn|

∫
Vn

P (0) /`(|t|)
N + I(t+Xn)

dt

=
1

|Vn|

∫
Ṽn−Xn

P (0) /`(|t|)
N + I(t+Xn)

dt

=
1∣∣∣Ṽn∣∣∣
∫
Ṽn

P (0) /`(|s−Xn|)
N + I(s)

dt = Zn,

where for the second equality we use the fact that I(t) ◦ θXn = I(t+Xn) which
follows from (6.1.6) and for the fourth equality we make the change of variable
s = t+Xn.

Exercise 7.4.9. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, (K,B (K))
be a l.c.s.h. space, and let Φ̃ =

∑
k∈Z δ(Xk,Zk).be marked point process on Rd×K

with simple ground process Φ =
∑
k∈Z δXk . Show that Φ̃ is compatible with the

flow iff Φ is so and
Zk = Y ◦ θXk , k ∈ Z, (7.4.1)

for some random variable Y .

Solution 7.4.9. Sufficiency. Consider the stochastic process Z (t) := Y ◦ θt.
Observe that

Z(t, θxω) = Y (θtθxω) = Y (θt+xω) = Z(t+ x, ω),

which, by Lemma 6.1.9, shows that {Z (t)}t∈Rd is compatible with the flow.
Moreover,

Zk = Y ◦ θXk = Z (Xk) .

Then by Proposition 7.1.8(i), Φ̃ is compatible with the flow.
Necessity. Assume that Φ̃ is compatible with the flow. Then, by Proposi-

tion 7.1.8(ii), Φ is so and there exists a stochastic process {Z (t)}t∈Rd compatible
with the flow such that

Zk = Z (Xk) = Z (0) ◦ θXk , k ∈ Z.
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Chapter 8

Ergodicity

8.1 Motivation

Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ be a random measure on
Rd compatible with the flow {θt}t∈Rd , f : Ω → R+ be a measurable function
and {Bn}n∈N be a sequence of measurable subsets of Rd increasing to Rd. We
are interested in the almost sure limits as n→∞ of the following two empirical
means:

1

|Bn|

∫
Bn

f ◦ θxdx and
1

Φ(Bn)

∫
Bn

f ◦ θxΦ (dx) .

In the first case, taking the expectation we get that for all n,

E

[
1

|Bn|

∫
Bn

f ◦ θxdx

]
=

1

|Bn|

∫
Bn

E [f ◦ θx] dx

=
1

|Bn|

∫
Bn

E [f ] dx = E [f ] ,

where the first equality is due to the Fubini-Tonelli theorem and the second one
follows from stationarity. So a first natural question is whether 1

|Bn|
∫
Bn

f ◦θxdx

tends to E [f ], or the conditions under which this property holds.
In the second case, we have

1

Φ(Bn)

∫
Bn

f ◦ θxΦ (dx) =
|Bn|

Φ(Bn)

1

|Bn|

∫
Bn

f ◦ θxΦ (dx)

=

1
|Bn|

∫
Bn

f ◦ θxΦ (dx)

1
|Bn|

∫
Bn

1 ◦ θxΦ (dx)
.

By the C-L-M-M theorem 6.1.28, the expectation of the numerator is

E

[
1

|Bn|

∫
Bn

f ◦ θxΦ (dx)

]
=

λ

|Bn|

∫
Bn

E0 [f ] dx = λE0 [f ] ,

399
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whereas the expectation of the denominator is λ. Thus, a second natural ques-
tion is whether, or under what conditions, 1

Φ(Bn)

∫
Bn

f ◦ θxΦ (dx)→ E0 [f ].

These two questions are the main topic of the ergodic theorems discussed in
this section.

8.2 Birkhoff’s pointwise ergodic theorem

8.2.1 Ergodic theory

In the present section, we give some basic results of the general ergodic theory
without explicit reference to random measures.

Definition 8.2.1. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework. An event
A ∈ A is said to be {θt}-invariant if for all t ∈ Rd, P (A4 θ−tA) = 0, where 4
denotes the symmetrical difference. Let

I := {A ∈ A : A is {θt}-invariant} .

Using the facts that Ac4Bc = A4B and

(⋃
n
A

)
4
(⋃
n
B

)
⊂ ⋃

n
(An 4Bn), it

is easy to check that I is a σ-algebra. It is called the invariant σ-algebra.

Example 8.2.2. Any A ∈ A such that P (A) = 1 is {θt}-invariant. In-
deed, since P is invariant with respect to {θt}t∈Rd , P (θ−tA) = 1 and therefore
P (A4 θ−tA) = 0 for all t ∈ Rd.

Definition 8.2.3. A sequence of sets {Bn}n∈N in Rd is said to be a convex
averaging sequence if each Bn is bounded, Borel and convex; Bn ⊂ Bn+1, ∀n;
and sup {r ≥ 0 : Bn contains a ball of radius r} −→ ∞ when n→∞.

Theorem 8.2.4. [31, Proposition 12.2.II] Birkhoff’s pointwise ergodic theo-
rem. Consider a stationary framework (Ω,A, {θt}t∈Rd ,P). Let I be its invari-
ant σ-algebra. Let {Bn}n∈N be a convex averaging sequence in Rd. Then for all
f ∈ L1

R (P,Ω) (i.e., f : Ω→ R measurable and such that E [|f |] <∞),

1

|Bn|

∫
Bn

f ◦ θxdx −→
n→∞

E [f |I] , P-a.s.

Proof. Cf. [95].

Definition 8.2.5. The invariant σ-algebra I is said P-trivial if ∀A ∈ I,P (A) ∈
{0, 1}. We say in this case that (Ω,A, {θt}t∈Rd ,P) is metrically transitive.

Lemma 8.2.6. If I is P-trivial, then for all f ∈ L1
R (P,Ω), E [f |I] = E [f ].

Proof. Recall that a version of the conditional expectation of f given I is any
integrable I-measurable random variable Z such that E[f1A] = E[Z1A], for all
A ∈ I. For any A ∈ I, either P (A) = 0 in which case

E[f1A] = 0, E[E[f ]1A] = E[f ]P (A) = 0,
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or P (A) = 1 which implies

E[f1A] = E[f ], E[E[f ]1A] = E[f ]P (A) = E[f ].

It follows that
E[f1A] = E[E[f ]1A], ∀A ∈ I.

Therefore E [f |I] = E [f ].

Definition 8.2.7. A stationary framework (Ω,A, {θt}t∈Rd ,P) is said to be er-
godic if

lim
a→∞

1

(2a)d

∫
[−a,a]d

P(A1 ∩ θ−xA2)dx = P(A1)P(A2), ∀A1, A2 ∈ A. (8.2.1)

It is said to be mixing if

lim
|x|→∞

P(A1 ∩ θ−xA2) = P(A1)P(A2), ∀A1, A2 ∈ A. (8.2.2)

Lemma 8.2.8. If a stationary framework (Ω,A, {θt}t∈Rd ,P) is mixing, then it
is ergodic.

Proof. Making the change of variable y = x/a, we get

1

(2a)d

∫
[−a,a]d

P (A1 ∩ θ−xA2) dx =
1

2d

∫
[−1,1]d

P(A1 ∩ θ−ayA2)dy.

For any y ∈ [−1, 1]d \ {0}, we deduce from the mixing property that

lim
a→∞

P (A1 ∩ θ−ayA2) = P(A1)P(A2).

Then, by the dominated convergence theorem [11, Theorem 16.4 p.209],

lim
a→∞

1

2d

∫
[−1,1]d

P(A1∩θ−ayA2)dy =
1

2d

∫
[−1,1]d

P(A1)P(A2)dy = P(A1)P(A2).

Theorem 8.2.9. A stationary framework (Ω,A, {θt}t∈Rd ,P) is metrically tran-
sitive if and only if it is ergodic.

Proof. Direct part. Assume that the framework is ergodic. Consider some
A ∈ I. For all t ∈ Rd, P (A4 θ−tA) = 0; since A ∩ θ−tA = A\ (A\θ−tA) and
A\θ−tA ⊂ A4 θ−tA, then P (A ∩ θ−tA) = P (A) − P (A\θ−tA) = P (A). On
the other hand, we deduce from ergodicity that

lim
a→∞

1

(2a)d

∫
[−a,a]d

P(A ∩ θ−xA)dx = P(A)2.

Then P (A) = P(A)2, thus P (A) ∈ {0, 1}. Therefore the invariant σ-algebra I
is P-trivial, and the framework is consequently metrically transitive. Converse
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part. Assume that the framework is metrically transitive. Let A1, A2 ∈ A. By
Birkhoff’s theorem 8.2.4 and Lemma 8.2.6, we have

lim
a→∞

1

(2a)d

∫
[−a,a]d

1 {θxω ∈ A2} dx = E[1{ω ∈ A2}] = P(A2).

Then

P(A1)P(A2) = E[1{ω ∈ A1}]
(

lim
a→∞

1

(2a)d

∫
[−a,a]d

1 {θxω ∈ A2} dx

)

= E

[
1{ω ∈ A1} lim

a→∞
1

(2a)d

∫
[−a,a]d

1 {θxω ∈ A2} dx

]

= lim
a→∞

E

[
1{ω ∈ A1}

1

(2a)d

∫
[−a,a]d

1 {θxω ∈ A2} dx

]

= lim
a→∞

1

(2a)d

∫
[−a,a]d

E [1{ω ∈ A1}1 {θxω ∈ A2}] dx

= lim
a→∞

1

(2a)d

∫
[−a,a]d

P (A1 ∩ θ−xA2) dx,

where the third equality follows from the dominated convergence theorem [11,
Theorem 16.4 p.209], the fourth one is due to the Fubini-Tonelli theorem.

The following lemma will be useful to prove the ergodicity of some random
measures in the following section.

Lemma 8.2.10. For a stationary framework to be ergodic (respectively mixing)
it is enough that the limit in (8.2.1) (respectively (8.2.2)) holds for all A1, A2

in a semiring generating A. A semiring is a family of sets S closed under
intersections such that every symmetric difference of sets in S can be represented
as a finite union of disjoint sets in S.

Proof. Cf. [31, Lemma 12.3.II].

8.3 Ergodic theorems for random measures

8.3.1 Ergodicity of random measures

Definition 8.3.1. A stationary random measure Φ on Rd is said to be ergodic
(respectively mixing) if and only if the stationary framework (M

(
Rd
)
,M

(
Rd
)
, {St}t∈Rd ,PΦ)

is ergodic (respectively mixing).

Proposition 8.3.2. Let Φ be a stationary random measure with Laplace trans-
form LΦ. Then
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(i) Φ is ergodic if and only if

lim
a→∞

1

(2a)d

∫
[−a,a]d

LΦ(f1 + Sxf2)dx = LΦ(f1)LΦ(f2),

for all measurable f1, f2 : Rd → R+ bounded with bounded support.

(ii) Φ is mixing if and only if

lim
|x|→∞

LΦ(f1 + Sxf2) = LΦ(f1)LΦ(f2),

for all measurable f1, f2 : Rd → R+ bounded with bounded support.

Proof. Cf. [31, Proposition 12.3.VI].

Corollary 8.3.3. A homogeneous Poisson point process on Rd is mixing and
ergodic.

Proof. Let Φ be a homogeneous Poisson point process on Rd and let f1, f2 :
Rd → R+ be measurable bounded with bounded support. Let B1, B2 ∈ Bc

(
Rd
)

be their respective supports. For |x| sufficiently large, the sets B1 and B2 + x
are disjoint, and then the restrictions of Φ to these sets are independent. For
such x,

LΦ(f1 + Sxf2) = E

[
exp

(
−
∫
Rd

(f1 + Sxf2) dΦ

)]
= E

[
exp

(
−
∫
B1

f1dΦ

)
exp

(
−
∫
B2

Sxf2dΦ

)]
= LΦ(f1)LΦ(Sxf2) = LΦ(f1)LΦ(f2),

where the last equality follows from stationarity. Thus Φ is mixing by Proposi-
tion 8.3.2(ii). It follows from Lemma 8.2.8 that Φ is also ergodic.

8.3.2 Ergodic theorem for random measures

Theorem 8.3.4. Ergodic theorem for random measures. Let (Ω,A, {θt}t∈Rd ,P)
be a stationary and ergodic framework and Φ be a random measure on Rd, com-
patible with the flow {θt}t∈Rd and with intensity λ ∈ R∗+. Let {Bn}n∈N be a

convex averaging sequence in Rd. Then for all measurable f : Ω → R̄+ in
L1
R
(
P0,Ω

)
(i.e., such that E0 [|f |] <∞), we have

1

|Bn|

∫
Bn

f ◦ θxΦ (dx) −→
n→∞

λE0 [f ] , P-a.s.

Proof. Cf. [31, Theorem 12.2.IV]. Consider first the case f ≡ 1. For ε > 0,
let gε : Rd → R+ be a measurable mapping with the following properties: (i)
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gε(x) is nonnegative and continuous; (ii) gε(x) ≡ 0 for x /∈ B(0, ε); and (iii)∫
Rd gε(x)du = 1. Let

h(ω) =

∫
Rd
gε(x)Φ(dx).

By Campbell’s averaging formula (1.2.2)

E [h(ω)] =

∫
Rd
gε(x)λdx = λ.

In addition,

h(θtω) =

∫
Rd
gε(x)Φ ◦ θt (dx) =

∫
Rd
gε(x− t)Φ(dx).

Let

Bεn =
⋃
x∈Bn

B(x, ε)

B−εn = {x ∈ Bn : B(x, ε) ⊂ Bn}.

From our assumptions on gε

y ∈ Bn ⇒
∫
Bεn

gε(y − t)dt = 1.

Indeed, by the change of variable v := y − t, the last integral is
∫
y−Bεn

gε(v) dv,

and

B(0, ε) ⊂ y −Bεn ⇐⇒ −B(0, ε) ⊂ y −Bεn
⇐⇒ −B(y, ε) ⊂ −Bεn
⇐⇒ B(y, ε) ⊂ Bεn,

which holds true when y ∈ Bn. Moreover,

y /∈ Bn ⇒
∫
B−εn

gε(y − t)dt = 0.

Indeed,

y /∈ Bn, t ∈ B−εn ⇒ y /∈ Bn, t ∈ Bn : B(t, ε) ⊂ Bn
⇒ |y − t| ≥ ε
⇒ gε(y − t) = 0.

Hence ∫
B−εn

gε(y − t)dt ≤ 1Bn(y) ≤
∫
Bεn

gε(y − t)dt. (8.3.1)
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Integrating over Rd w.r.t. Φ(dy) we get∫
Rd

∫
B−εn

gε(y − t)dtΦ(dy) ≤ Φ(Bn) ≤
∫
Rd

∫
Bεn

gε(y − t)dtΦ(dy).

But, for all A ∈ B
(
Rd
)

∫
Rd

(∫
A

gε(y − t)dt
)

Φ(dy) =

∫
A

(∫
Rd
gε(y − t)Φ(dy)

)
dt =

∫
A

h ◦ θtdt.

Then, ∫
B−εn

h ◦ θtdt ≤ Φ(Bn) ≤
∫
Bεn

h ◦ θtdt.

Hence

lim sup
n

Φ(Bn)

|Bn|
≤ lim sup

n

|Bεn|
|Bn|

×
(

1

|Bεn|

∫
Bεn

h ◦ θtdt
)
.

The second term in the right-hand side of the above inequality tends P-a.s. to λ
from Birkhoff’s theorem 8.2.4. The first term tends to 1 because Bn are convex
with sup {r ≥ 0 : Bn contains a ball of radius r} −→ ∞ when n → ∞. By the
same arguments

lim inf
n

Φ(Bn)

|Bn|
≥ lim inf

n

|B−εn |
|Bn|

× 1∣∣B−εn ∣∣
∫
B−εn

h ◦ θtdt = λ, P-a.s.

Hence

lim
n→∞

Φ(Bn)

|Bn|
= λ P a.s.

Consider now a general f . Let

h(ω) =

∫
Rd
gε(x)f ◦ θxΦ(dx).

By the C-L-M-M theorem 6.1.28

E [h(ω)] = λ

∫
Rd

E0 [gε(x)f ] dx = λE0 [f ] .

Observe that,

h(θtω) =

∫
Rd
gε(x)f ◦ θx ◦ θt Φ ◦ θt (dx) =

∫
Rd
gε(x− t)f ◦ θxΦ(dx).

Multiplying (8.3.1) by f ◦ θy and then integrating over Rd w.r.t. Φ(dy) we get∫
Rd

(∫
B−εn

gε(y − t)dt
)
f ◦ θyΦ(dy) ≤

∫
Bn

f ◦ θyΦ(dy)

≤
∫
Rd

(∫
Bεn

gε(y − t)dt
)
f ◦ θyΦ(dy).
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But, for all A ∈ B
(
Rd
)

∫
Rd

(∫
A

gε(y − t)dt
)
f ◦ θyΦ(dy) =

∫
A

(∫
Rd
gε(y − t)f ◦ θyΦ(dy)

)
dt

=

∫
A

h ◦ θtdt.

Then, ∫
B−εn

h ◦ θtdt ≤
∫
Bn

f ◦ θyΦ(dy) ≤
∫
Bεn

h ◦ θtdt.

Hence

lim sup
n

∫
Bn

f ◦ θyΦ(dy)

|Bn|
≤ lim sup

n

|Bεn|
|Bn|

× 1

|Bεn|

∫
Bεn

h ◦ θtdt.

The second term in the right-hand side of the above inequality tends P-a.s. to
E [h] = λE0 [f ] from Birkhoff’s theorem 8.2.4. The first term tends to 1 as seen
in the case f ≡ 1. By the same arguments,

lim inf
n

∫
Bn

f ◦ θyΦ(dy)

|Bn|
≥ lim inf

n

|B−εn |
|Bn|

× 1∣∣B−εn ∣∣
∫
B−εn

h◦θtdt = λE0 [f ] , P-a.s.

Hence

lim
n→∞

∫
Bn

f ◦ θyΦ(dy)

|Bn|
= λE0 [f ] , P-a.s.

Taking f ≡ 1 in Theorem 8.3.4, we get

Φ (Bn)

|Bn|
−→
n→∞

λ, P-a.s. (8.3.2)

Then

1

Φ (Bn)

∫
Bn

f ◦ θxΦ (dx) =
|Bn|

Φ (Bn)

1

|Bn|

∫
Bn

f ◦ θxΦ (dx) −→
n→∞

E0 [f ] .

Notice that (8.3.2) also implies that Φ(Bn) almost surely tends to infinity
as n tends to infinity. That is,

Corollary 8.3.5. For all stationary and ergodic point processes Φ with a posi-
tive intensity, P(Φ(Rd) =∞) = 1.

Example 8.3.6. Ergodic interpretation of Palm probability. Let Φ =
∑
k∈Z δXk

be a stationary and ergodic point process on Rd with finite and non-null intensity
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and with Palm probability P0, and let {Bn}n∈N be a convex averaging sequence

in Rd. Then, for all A ∈ A,

P0 (A) = lim
n→∞

1

Φ(Bn)

∫
Bn

1A (θx) Φ(dx)

= lim
n→∞

1

Φ(Bn)

∑
k∈Z

1Bn (Xk) 1A (θXk) , P-a.s.

and for all measurable functions f : Ω→ R̄+,

E0 [f ] = lim
n→∞

1

Φ(Bn)

∫
Bn

f ◦ θxΦ (dx)

= lim
n→∞

1

Φ(Bn)

∑
k∈Z

1Bn (Xk) f ◦ θXk , P-a.s. (8.3.3)

Example 8.3.7. Ergodic interpretation of the exchange formula. Consider the
context of Theorem 6.3.7 and assume that the framework (Ω,A, {θt}t∈Rd ,P) is
ergodic. Neveu’s exchange formula (6.3.4) reads

λ′E0′ [f ] = λE0

[∫
V

f ◦ θyΦ′ (dy)

]
.

Denote the points of the two considered point processes by Φ =
∑
k∈Z δXk and

Φ′ =
∑
k∈Z δX′k , respectively. By the ergodic theorem 8.3.4, the left-hand side of

the above relation is

λ′E0′ [f ] = lim
n→∞

1

|Bn|
∑
k∈Z

1Bn (X ′k) f ◦ θX′k ,

whereas the right-hand side is

λE0

[∫
V

f ◦ θyΦ′ (dy)

]
= lim
n→∞

1

|Bn|
∑
l∈Z

1Bn (Xl)

(∫
V

f ◦ θyΦ′ (dy)

)
◦ θXl

= lim
n→∞

1

|Bn|
∑
l∈Z

1Bn (Xl)

(∫
Ṽ (Xl)

f ◦ θyΦ′ (dy)

)

= lim
n→∞

1

|Bn|
∑
l∈Z

1Bn (Xl)
∑
k∈Z

1Ṽ (Xl)
(X ′k) f ◦ θX′k ,

where Ṽ (Xl) is the Voronoi cell associated to Xl defined by (6.2.2) and the
second equality may be justified as follows(∫

V

f ◦ θyΦ′ (dy)

)
◦ θXl =

∫
V ◦θXl

f ◦ θy ◦ θXlΦ′ ◦ θXl (dy)

=

∫
V (Xl)

f ◦ θy+XlΦ
′ (d (y +Xl))

=

∫
V (Xl)+Xl

f ◦ θzΦ′ (dz) =

∫
Ṽ (Xl)

f ◦ θzΦ′ (dz) ,



408 CHAPTER 8. ERGODICITY

where the last equality is due to (6.2.3). Consequently,

lim
n→∞

1

|Bn|
∑
k∈Z

1Bn (X ′k) f ◦θX′k = lim
n→∞

1

|Bn|
∑
l∈Z

1Bn (Xl)
∑
k∈Z

1Ṽ (Xl)
(X ′k) f ◦θX′k .

In the left-hand side we consider points X ′k ∈ Bn whereas in the right-hand side

we consider points X ′k ∈
⋃

Xl∈Bn
Ṽ (Xl).

Corollary 8.3.8. Let Φ be a simple stationary and ergodic point process on Rd
with intensity λ ∈ R∗+. Then, P-almost surely,

Ṽ (X) is bounded, ∀X ∈ Φ.

Proof. It follows from (6.2.7) that

E0[|Ṽ (0) |] =
1

λ
<∞.

Then, by the ergodic theorem 8.3.4, taking Bn = B (0, n), we get

lim
n→∞

1

|Bn|
∑

X∈Bn∩Φ

∣∣∣Ṽ (X)
∣∣∣ = λE0

[
Ṽ (0)

]
= 1, P-a.s.

Observe that, for all ω ∈ Ω, if
∣∣∣Ṽ (X (ω))

∣∣∣ = ∞ for some X (ω) ∈ Φ (ω) then

limn→∞ 1
|Bn|

∑
X∈Bn∩Φ(ω)

∣∣∣Ṽ (X (ω))
∣∣∣ =∞. Thus P-almost surely,∣∣∣Ṽ (X)

∣∣∣ <∞, ∀X ∈ Φ,

which together with the fact that Ṽ (X) is a polygon implies that Ṽ (X) is
bounded.

Example 8.3.9. Non-ergodic point process. Let X be a {0, 1} random variable
with 0 < P(X = 0) = p < 1. Let Φ1 and Φ2 be two stationary and ergodic point
processes with intensities λ1 6= λ2, respectively. Let Φ = XΦ1+(1−X)Φ2. Then
Φ is stationary but not ergodic. On X = 1, Φ(Bn)/Bn tends to λ1 whereas on
the complementary event, it tends to λ2.

Example 8.3.10. Let Φ be a stationary and ergodic point process on Rd with
finite and non-null intensity. Let

f (ω) = |V | ,
where V be the virtual cell given by (6.2.1). Then if follows from (6.2.3) that
for all X ∈ Φ,

f ◦ θX = |V ◦ θX | =
∣∣∣Ṽ (X)−X

∣∣∣ =
∣∣∣Ṽ (X)

∣∣∣ .
Thus

lim
n→∞

1

Φ (Bn)

∑
X∈Φ∩Bn

∣∣∣Ṽ (X)
∣∣∣ = E0 [|V |] =

1

λ
.
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Example 8.3.11. Let (Ω,A, {θt}t∈Rd ,P) be a stationary and ergodic frame-
work, and let Φ̃ =

∑
k∈Z δ(Xk,Z(Xk)) be a stationary marked point process on Rd

with marks process {Z (t)}t∈Rd taking values in some measurable space (K,K).
Then for all measurable functions g : K→ R such that E0 [|g (Z (0))|] <∞

1

|Bn|

∫
Bn×K

g (z) Φ̃ (dx× dz) −→
n→∞

λE0 [g (Z (0))] , P-a.s.

where λ and E0 respectively denote the intensity and the Palm expectation as-
sociated to the ground process Φ =

∑
k∈Z δXk . Indeed,

1

|Bn|

∫
Bn×K

g (z) Φ̃ (dx× dz) =
1

|Bn|
∑

X∈Φ∩Bn
g(Z (X))

=
1

|Bn|

∫
Bn

g (Z (x)) Φ (dx)

=
1

|Bn|

∫
Bn

g ◦ Z (0) ◦ θxΦ (dx) .

Example 8.3.12. Let Φ be a stationary and ergodic point process on Rd with
finite and non-null intensity and let {Z (t)}t∈Rd be a stochastic process on some
measurable space (K,K) compatible with the flow {θt}t∈Rd . Then for all mea-
surable functions g : K→ R such that E0 [|g (Z (0))|] <∞

lim
n→∞

1

Φ (Bn)

∑
X∈Φ∩Bn

g(Z (X)) = E0 [g (Z (0))] , P-a.s. (8.3.4)

Example 8.3.13. Let Φ =
∑
k∈Z δXk be a Poisson point process on R2 with

intensity 1. For all λ ∈ R∗+, let Φ̃λ :=
∑
k∈Z δXk/

√
λ which is clearly a Poisson

point process on R2 with intensity λ. Moreover

Φ̃λ (B) = Φ
(
B
√
λ
)
, B ∈ Bc

(
Rd
)
.

Then for any fixed B ∈ Bc

(
Rd
)

convex with non empty interior,

lim
λ→∞

Φ̃λ (B)

λ |B| = lim
λ→∞

Φ
(
B
√
λ
)

∣∣∣B√λ∣∣∣ = 1, P-a.s.

where the last equality is due to (8.3.2).

Example 8.3.14. Ripley’s K-function. Let Φ be a stationary point process on
R2 with intensity λ ∈ R∗+. The Ripley’s K-function is defined by

K (r) =
1

λ
E0 [Φ (B (0, r))− 1] .
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It is related to the reduced second moment measure K defined by (6.3.18) through
the relation K (r) = 1

λK (B (0, r)). We deduce from Corollary 6.1.30 that ∀A ∈
B
(
Rd
)
, 0 < |A| <∞,

E0 [Φ (B (0, r))] =
1

λ|A|E
[ ∑
X∈Φ∩A

Φ (θXω) (B (0, r))

]

=
1

λ|A|E
[ ∑
X∈Φ∩A

Φ (B (X, r))

]
.

Hence

K (r) =
1

λ2|A|E
[ ∑
X∈Φ∩A

(Φ (B (X, r))− 1)

]
.

If Φ is ergodic, {An}n∈N a convex averaging sequence in Rd and E0 [Φ (B (0, r))] <
∞, then by Theorem 8.3.4

K (r) = lim
n→∞

1

λ2|An|
∑

X∈Φ∩An
(Φ (B (X, r))− 1) , P-a.s.,

which gives a practical way to estimate K (r) for a given configuration of points
(sufficiently large).

In the particular case of Poisson, by Slivnyak’s theorem, E0 [Φ (B (0, r))− 1] =
E [Φ (B (0, r))] = λπr2, then K (r) = πr2.

Going back to the general case, we study

lim
r→∞

1

πr2
K (r) = lim

r→∞
1

λπr2
E0 [Φ (B (0, r))]

= lim
r→∞

E0

[
1

λπr2
Φ (B (0, r))

]
.

If Φ is ergodic, then, by Theorem 8.3.4,

lim
r→∞

1

λπr2
Φ (B (0, r)) = lim

r→∞
1

|B (0, r)|

∫
B(0,r)

Φ (dx) = 1,

P-a.s. If we can swap the expectation and the limit in the above equation, then
we would get limr→∞ 1

πr2K (r) = 1.

Example 8.3.15. Wireless networks. Consider the context of Corollary 6.3.15
and assume that Φ is ergodic. Moreover let {Bn}n∈N be a convex averaging

sequence in Rd.

(i) Assume that

h (ω) =

∫
V (ω)

g (y,Φ (ω)) dy
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is P0-integrable. Then, by Theorem 8.3.4

λE0

[∫
V

g (y,Φ) dy

]
= λE0 [h (ω)]

= lim
n→∞

1

|Bn|

∫
Bn

h ◦ θxΦ (dx)

= lim
n→∞

1

|Bn|
∑

X∈Φ∩Bn

∫
Ṽ (X)

g (y,Φ) dy,

where for the last equality we use (6.3.12).
(ii) Similarly, assuming that

l (ω) =

∫
V (ω)

g (y,Φ (ω)) Φ′ (dy)

is P0-integrable, then by Theorem 8.3.4

λ

λ′
E0

[∫
V

g (y,Φ) Φ′ (dy)

]
=

λ

λ′
E0 [l (ω)]

=
1

λ′
lim
n→∞

1

|Bn|

∫
Bn

l ◦ θxΦ (dx)

=
1

λ′
lim
n→∞

1

|Bn|
∑

X∈Φ∩Bn

∫
Ṽ (X)

g (y,Φ) Φ′ (dy) .

(iii) On the other hand, assuming that E [|g (0,Φ)|] < ∞, then by Theo-
rem 8.2.4

E [g (0,Φ)] = lim
n→∞

1

|Bn|

∫
Bn

g (0,Φ ◦ θy) dy = lim
n→∞

1

|Bn|

∫
Bn

g (y,Φ) dy.

Thus, under the above assumptions, we may complete the equalities in Corol-
lary 6.3.15 by the following three new ones

E [g (0,Φ)] =
λ

λ′
E0

[∫
V

g (y,Φ) Φ′ (dy)

]
= λE0

[∫
V

g (y,Φ) dy

]
=

1

|B|E
[ ∑
X∈Φ∩B

∫
Ṽ (X)

g (y,Φ) dy

]

= lim
n→∞

1

|Bn|
∑

X∈Φ∩Bn

∫
Ṽ (X)

g (y,Φ) dy

= lim
n→∞

1

λ′ |Bn|
∑

X∈Φ∩Bn

∫
Ṽ (X)

g (y,Φ) Φ′ (dy)

= lim
n→∞

1

|Bn|

∫
Bn

g (y,Φ) dy.

Note that Φ′ is only assumed to be stationary (not necessarily ergodic).
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8.3.3 Cross-ergodicity

Lemma 8.3.16. Let (Ω,A, {θt}t∈Rd ,P) be a stationary framework, Φ a point
process compatible with the flow {θt}t∈Rd with finite and non-null intensity,
such that P

(
Φ
(
Rd
)

= 0
)

= 0. Let A ∈ A be strictly {θt}-invariant; i.e., for all
t ∈ Rd, A = θ−tA. Then P (A) = 1 if and only if P0 (A) = 1.

Proof. Note first that

P (A) = E[1A]

= λE0

[∫
V

1A ◦ θxdx

]
= λE0

[∫
V

1Adx

]
= λE0 [1A |V |]
= 1−E0 [1Ac |V |] ,

where we use Theorem 6.2.8 for the second equality. The third equality is due
to the {θt}-invariance of A and the fifth one follows from (6.2.7). Assume that
P (A) = 1, then by the above equation E0 [1Ac |V |] = 0. Thus, P0-almost
surely, 1Ac |V | = 0 which, together with the fact that |V | 6= 0, implies 1Ac = 0.
Therefore P0 (A) = 1 Conversely, if P0 (A) = 1, then E0 [1Ac |V |] = 0 thus by
the above equation P (A) = 1.

Proposition 8.3.17. Cross-ergodicity. Let (Ω,A, {θt}t∈Rd ,P) be a stationary
and ergodic framework, Φ a point process compatible with the flow {θt}t∈Rd with
finite and non-null intensity, such that P

(
Φ
(
Rd
)

= 0
)

= 0. Let Bn = B(0, n)
the open ball in Rd of center 0 and radius n. Then for all f ∈ L1

R (P,Ω),

1

|Bn|

∫
Bn

f ◦ θxdx −→
n→∞

E [f ] , P0-a.s. (8.3.5)

and for all f ∈ L1
R
(
P0,Ω

)
,

1

|Bn|

∫
Bn

f ◦ θxΦ (dx) −→
n→∞

λE0 [f ] , P0-a.s.

Proof. Let f ∈ L1
R (P,Ω) such that f ≥ 0 and

A =

{
ω ∈ Ω :

1

|Bn|

∫
Bn

f ◦ θx (ω) dx −→
n→∞

E [f ]

}
.

We will show that A is strictly {θt}-invariant. Indeed, let ω ∈ A and t ∈ Rd.
We have ∫

Bn

f ◦ θx (θtω) dx =

∫
Bn

f ◦ θx+t (ω) dx

=

∫
Bn+t

f ◦ θy (ω) dy.
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Note that Bn−dte ⊂ Bn + t ⊂ Bn+dte, then for all,∫
Bn−d|t|e

f ◦ θy (ω) dy ≤
∫
Bn+t

f ◦ θy (ω) dy ≤
∫
Bn+d|t|e

f ◦ θy (ω) dy,

thus

Bn−d|t|e
|Bn|

1

Bn−d|t|e

∫
Bn−d|t|e

f ◦ θy (ω) dy ≤ 1

|Bn|

∫
Bn+t

f ◦ θy (ω) dy

≤ Bn+d|t|e
|Bn|

1

Bn+d|t|e

∫
Bn+d|t|e

f ◦ θy (ω) dy.

Letting n→∞, it follows that

1

|Bn|

∫
Bn+t

f ◦ θy (ω) dy → E [f ] .

Thus θtω ∈ A. It follows that A ⊂ θ−tA which implies that θtA ⊂ A. This
being true for all t ∈ Rd, it follows that A = θ−tA. Then A is strictly {θt}-
invariant. On the other hand, by ergodicity and Theorem 8.2.4 P (A) = 1.
Thus by Lemma 8.3.16, P0 (A) = 1, which proves (8.3.5) for f ≥ 0. For general
f ∈ L1

R (P,Ω), its is enough to write f = f+ − f− where f+ = max(f, 0)
and f− = −min(f, 0), apply (8.3.5) for f+ and f− separately and subtract
the obtained limits. The proof of the second statement is similar; we omit the
details for brevity.

8.4 Ergodicity of marked random measures

Definition 8.4.1. A stationary marked random measure Φ̃ on Rd × K is said
to be ergodic (respectively mixing) if and only if the stationary framework
(M̃
(
Rd×K

)
,M̃

(
Rd×K

)
, {St}t∈Rd ,PΦ̃) is ergodic (respectively mixing).

Proposition 8.4.2. Let Φ̃ be a stationary marked random measure on Rd ×K
with Laplace transform LΦ̃. Then

(i) Φ̃ is ergodic if and only if

lim
a→∞

1

(2a)d

∫
[−a,a]d

LΦ̃(f1 + Sxf2)dx = LΦ̃(f1)LΦ̃(f2),

for all measurable f1, f2 : Rd ×K→ R+ bounded with bounded support.

(ii) Φ̃ is mixing if and only if

lim
|x|→∞

LΦ̃(f1 + Sxf2) = LΦ̃(f1)LΦ̃(f2),

for all measurable f1, f2 : Rd ×K→ R+ bounded with bounded support.
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Proof. Cf. [31, Proposition 12.3.VI p.210].

Corollary 8.4.3. Let Φ̃ be an i.i.d. marked point process on Rd×K associated
to a homogeneous Poisson point process Φ on Rd. Then Φ̃ is mixing and ergodic.

Proof. Let f1, f2 : Rd×K→ R+ be measurable bounded with bounded support.
For |x| sufficiently large, the supports of f1 and Sxf2 are disjoint, and then the
restrictions of Φ̃ to these sets are independent. For such x,

LΦ̃(f1 + Sxf2) = E

[
exp

(
−
∫
Rd

(f1 + Sxf2) dΦ̃

)]
= E

[
exp

(
−
∫
B1

f1dΦ̃

)
exp

(
−
∫
B2

Sxf2dΦ̃

)]
= LΦ̃(f1)LΦ̃(Sxf2) = LΦ̃(f1)LΦ̃(f2),

where the last equality follows from stationarity. Thus Φ̃ is mixing by Proposi-
tion 8.3.2(ii). It follows from Lemma 8.2.8 that Φ̃ is also ergodic.

We now give an extension of Theorem 8.3.4 to the marked case.

Theorem 8.4.4. Ergodic theorem for marked random measures. Let (Ω,A, {θt}t∈Rd ,P)
be a stationary and ergodic framework, Φ̃ be a marked random measure on
Rd × K compatible with the flow {θt}t∈Rd with finite and non-null ground in-
tensity, {Bn}n∈N a convex averaging sequence in Rd and f : K × Ω → R+ be
measurable. Then

1

|Bn|

∫
Bn

f (z, θxω) Φ̃ (dx× dz) −→
n→∞

λ

∫
E(0,z) [f (z, ω)]π (dz) , P-a.s.,

where E(0,z) is the expectation with respect to P(0,z) the Palm probability condi-
tional on the mark, and π is the Palm distribution of the mark.

Proof. Cf. [31, Proposition 13.4.I].

Corollary 8.4.5. In the conditions of Theorem 8.4.4, for all measurable g :
K→ R+,

1

|Bn|

∫
Bn

g (z) Φ̃ (dx× dz) −→
n→∞

λ

∫
g (z)π (dz) , P-a.s.

In the particular case when Φ̃ is a stationary marked point process, then the
above convergence may be written as follows

1

|Bn|
∑

k∈Z:Xk∈Bn
g(Zk) −→

n→∞
λE0 [g (Z (0))] , P-a.s.

(We retrieve (8.3.4).)
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8.5 Exercises

Exercise 8.5.1. Give an ergodic interpretation of the mass transport formula
for graph (6.1.20) assuming that E0[card (H+(0))] <∞.

Solution 8.5.1. Let Φ =
∑
m∈Z δXm and Bn be a ball of center 0 and radius

n (n ∈ N). The ergodic interpretation (8.3.3) says that, for all measurable
functions f : Ω→ R̄+,

E0[f ] = lim
n→∞

1

Φ(Bn)

∑
m∈Z

1Bn (Xm) f ◦ θXm .

Recall that card (H+(0)) is the number of out-neighbors of the origin, then

card
(
H+(0)

)
=
∑
k∈Z

1(0→Xk),

where x→ y means there is a directed edge from x to y. Thus

card
(
H+(0) ◦ θXm

)
=
∑
k∈Z

1(Xm→Xk).

Therefore,

E0[card
(
H+(0)

)
] = lim

n→∞
1

Φ(Bn)

∑
m∈Z

1Bn (Xm)
∑
k∈Z

1(Xm→Xk)

= lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bn (Xk) 1(Xm→Xk)

+ lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bc
n

(Xk) 1(Xm→Xk).

Similarly,

E0[card
(
H−(0)

)
] = lim

n→∞
1

Φ(Bn)

∑
m∈Z

1Bn (Xm)
∑
k∈Z

1(Xk→Xm)

= lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bn (Xk) 1(Xk→Xm)

+ lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bc
n

(Xk) 1(Xk→Xm).

Hence, under the assumption E0[card (H+(0))] < ∞, it follows from (6.1.20)
and the above two expressions that

lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bc
n

(Xk) 1(Xm→Xk)

= lim
n→∞

1

Φ(Bn)

∑
m,k∈Z

1Bn (Xm) 1Bc
n

(Xk) 1(Xk→Xm).
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The left-hand side counts the number of out edges from Bn whereas the right-
hand side counts the number of in edges to Bn.
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Stochastic geometry
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Chapter 9

Framework for stochastic
geometry

We have already seen examples of random sets, mainly generated by point pro-
cesses, such as the cells of a Voronoi tessellation in Section 6.2.1. There is
however a need, motivated by many applied sciences (e.g. material sciences and
biology) for a framework allowing one to consider even more general random
sets and collections of such sets; in particular point processes whose atoms are
closed sets.

The theory of random closed sets offers such possibility through a natural
extension of the theory of point processes.

In this regard, we will induce the space F (G) of closed subsets of a l.c.s.h.
space G with a particular topology called the Fell topology. Then we will show
that F (G) is compact, second countable and Hausdorff for this topology. This
will allow us, in particular, to define point processes whose atoms are closed
subsets of G. Our main references in this chapter are [67, 87, 72].

9.1 Space of closed sets

Let G be a l.c.s.h. space and let F (G) be the space of closed subsets of G which
will be the space of realizations of our random closed sets, with some topology
and σ-field considered on it. Note that the elements (points) of F (G) are closed
subsets of G, and subsets of F (G) are collections of subsets of G.

Let K (G) (respectively O (G)) be the space of compact (respectively open)
subsets of G. We need the following notation to define the topology on F (G).
For any A ⊂ G, we denote by FA the class of closed sets which intersect (hit)
A; that is

FA = {F ∈ F (G) : F ∩A 6= ∅} .
Similarly, we denote by

FA = {F ∈ F (G) : F ∩A = ∅}

419
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the class of closed sets which do not intersect (miss) A. For any n ∈ N,
A,A1, . . . , An ⊂ G, let

FAA1,...,An = FA ∩ FA1
∩ . . . ∩ FAn ,

the class of closed sets which hit all sets A1, . . . , An but miss A. For n = 0, the
above set is by convention FA.

Remark 9.1.1. Let F (G) be the space of closed subsets of a l.c.s.h. space G.
The next relations, which follow from first principles, will be used below:

(i) FA = Fc
A, ∀A ⊂ G;

(ii) F∅ = F ;

(iii) F∅ = ∅; 1

(iv) FG = {∅}; 2

(v) FG = F (G) \ {∅};

(vi) F∅A = FA, ∀A ⊂ G;

(vii) ∅ ∈ FA, ∀A ⊂ G;

(viii) ∅ /∈ FAA1,...,An
, ∀n ∈ N∗, A,A1, . . . , An ⊂ G;

(ix) FAA1,...,An
= ∅, if Ai ⊂ A for some i ∈ {1, . . . , n};

(x) FA\ {∅} ⊂ FAc .

Recall that defining a topology on F (G) consists in specifying a family
T (G) of open subsets of F (G). Recall also that a topology may be defined as
the family of all unions of elements of a given base U , which needs to satisfy in
this regard some conditions [57, Theorem 11 p.47].

Definition 9.1.2. Let F (G) be the space of closed subsets of a l.c.s.h. space
G. The Fell topology is the topology T (G) on F (G) generated by the base

U =
{
FKG1,...,Gn : K ∈ K (G) , n ∈ N, G1, . . . , Gn ∈ O (G)

}
, (9.1.1)

where K (G) (respectively O (G)) is the space of compact (respectively open)
subsets of G.

We have to check that the collection U given by (9.1.1) is a base. This follows
from the fact that F (G) = F∅ ∈ U and from the fact that U is closed under
finite intersections, since

FAA1,...,An ∩ FBB1,...,Bm = FA∪BA1,...,An,B1,...,Bm .

1Note ∅ on the left-hand-side is the empty subset of G, while ∅ on the right-hand-side is
the empty subset of F .

2This is a singleton (one element subset) of F , consisting of the empty subset of G.
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Then U is a base for a topology on F (G) by [57, Theorem 11 p.47].
The Fell topology is an example of hit-and-miss topology (hit open sets and

miss compact sets).

Remark 9.1.3. A neighborhood of F ∈ F (G) is a subset of F (G) that includes
an open set (of the Fell topology) containing F . For example, if F ∩K = ∅ and
F ∩ Gi 6= ∅ for i = 1, . . . , n for some K ∈ K (G) , n ∈ N, G1, . . . , Gn ∈ O (G),
then FKG1,...,Gn

is a neighborhood of F .

We will also consider the space of all non-empty closed sets F ′ (G) = F (G) \ {∅},
with the corresponding subspace-topology induced by the Fell topology on F (G)
(the open sets on F ′ (G) are open sets of T (G) intersected with F ′ (G)). This
restriction is important both from the theoretical and practical point of view,
with the empty set not being observable.

Lemma 9.1.4. Base for the Fell subspace-topology on F ′ (G). Let F (G) be
the space of closed subsets of a l.c.s.h. space G. The collection

U ′ =
{
FK\ {∅} : K ∈ K (G)

}
∪
{
FKG1,...,Gn : K ∈ K (G) , n ∈ N∗, G1, . . . , Gn ∈ O (G)

}
is a base of the Fell subspace-topology on F ′ (G) = F (G) \ {∅}, where K (G)

(respectively O (G)) is the space of compact (respectively open) subsets of G.

Proof. Let U be the base of the Fell topology given by (9.1.1). Then

U ′ = {C\ {∅} : C ∈ U}

is a base of the subspace-topology on F ′ (G). The announced result follows from
the observation that

∅ ∈ FA, ∀A ⊂ G

and
∅ /∈ FAA1,...,An , ∀n ∈ N∗, A,A1, . . . , An ⊂ G.

We will show that F (G) and F ′ (G) with the Fell topology inherit the fun-
damental topological properties assumed for G. This allows us to define and
study point processes on these two spaces by a straightforward extension of the
theory previously considered on G.

Theorem 9.1.5. The space F (G) of closed subsets of a l.c.s.h. space G,
equipped with the Fell topology T (G), is compact, second countable, and Haus-
dorff (c.s.h).

Proof. For a complete proof, see [67, Theorem 1-2-1 and Proposition 1-2-1]. We
give below a proof of compactness of F (G) based on Alexander’s compactness
theorem. The family of open sets

S = {FK : K ∈ K (G)} ∪ {FG : G ∈ O (G)}
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is a sub-base of the Fell topology (since the family of all finite intersections
∩ki=1Ui, where Ui ∈ S for i = 1, 2,. . ., k is a base for T (G)). Therefore, from
Alexander’s theorem, in order to show compactness, it is enough to show that
from all covers of F (G) by open sets of the sub-base, one can extract a finite
subcover. Such a cover features a collection Ki, i ∈ I (resp. Gj , j ∈ J) of
compact (resp. open) sets such that

F (G) =
(
∪i∈IFKi

)
∪
(
∪j∈JFGj

)
.

For all such covers,

∅ = (∩i∈IFKi) ∩
(
∩j∈JFGj

)
= (∩i∈IFKi) ∩ FG,

with G = ∪j∈JGj . Let us show that this implies that there exists an i∗ such
that Ki∗ ⊂ G. The proof is by contradiction. If for all i, Ki ∩Gc 6= ∅, then

Gc ∈ (∩i∈IFKi) ∩ FG,

which is not possible in view of the last relation. Hence, Ki∗ is a compact of G
covered by the open sets Gj , j ∈ J , which in turn implies that Ki∗ has a finite
subcover Gj , j ∈ J∗. This implies that

∅ = FKi∗ ∩
(
∩j∈J∗FGj

)
or, equivalently, that

F (G) = FKi∗ ∪
(
∪j∈J∗FGj

)
,

which is the announced finite subcover of F (G).

Proposition 9.1.6. Consider the space F (G) of closed subsets of a l.c.s.h.
space G with the Fell topology.

(i) {∅} is closed and compact. If G is compact, then {∅} is open.

(ii)
{
FK : K ∈ K (G)

}
is a base of neighborhoods of ∅.

(iii) Each closed subset of F (G) is compact. In particular, FK , where K ∈
K (G), or FG, where G ∈ O (G), are compact.

(iv) For any closed H ⊂ F (G) \ {∅}, there is some K ∈ K (G) such that
H ⊂ FK .

Proof.

(i) The fact that {∅} is closed follows from item (v) of Remark 9.1.1. The
fact that it is compact follows since F (G) is compact. If G is compact,
then {∅} is open since {∅} = FG.
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(ii) Since U is a base, for all F ∈F (G), for all open sets U containing F , there
exists a compact K, an integer n, and a collection of open sets G1, . . . , Gn
such that F ∈ FKG1,...,Gn

⊂ U . In the particular case when F = ∅, n = 0
necessarily (item (viii) of Remark 9.1.1), which shows that there exists a
K ∈ K (G) such that ∅ ∈ FK ⊂ U .

(iii) Since F (G) is compact, each closed subset of F (G) is compact.

(iv) The complement Hc of H is open. Since Hc contains ∅, it then follows
from (ii) that there is some K ∈ K (G) such that FK ⊂ Hc and therefore
H ⊂ FK .

Proposition 9.1.7. Consider the space F ′ (G) (of all nonempty closed subsets
of a l.c.s.h. space G) with the Fell subspace-topology.

(i) For K ∈ K (G), FK is closed and compact.

(ii) For all compact sets H, there exists K ∈ K (G) such that H ⊂ FK .

(iii) For all G ∈ O (G), FG\ {∅} is closed.

Proof.

(i) The complement of FK in F ′ (G) is FK \ {∅}, which is open in F ′ (G).
Hence FK is closed in F ′ (G). It remains to prove that it is compact in
F ′ (G). Let Gi, i ∈ I be any collection of open sets of F ′ (G) covering FK .
Every Gi admits the representation Gi = G̃i ∩ F ′ (G), with G̃i an open
set of F . Since F ′ (G) = FG is an open set of F (G), each Gi is an open
set of F (G). On the other hand, the complement of FK in F (G) is FK
which is open in F (G). Then FK is closed in F (G) and hence compact in
F (G). Since FK = ∪i∈IGi , there exists a finite subcover FK = ∪i∈I0Gi,
where I0 is finite. This proves the compactness of FK in F ′ (G).

(ii) We first show that H is compact for the T (G) topology as well. Let
Ui, i ∈ I be a cover of H by open sets of T (G). Let U ′i = Ui \ {∅}. Then
U ′i , i ∈ I is a cover of H by open sets of T ′ (G) (the topology induced by
T (G) on F ′ (G)). Since H is assumed compact in T ′ (G), there exists a
finite subcover U ′i , i ∈ I0. This implies that Ui, i ∈ I0 is a finite subcover of
H. Hence H is compact for the T (G) topology. Thus H is closed (T (G) is
Hausdorff) and since H is included in F (G)\{∅}, it then follows from (iv)
of Proposition 9.1.6 that H ⊂ FK for some K ∈ K (G).

(iii) The complement of FG\ {∅} in F ′ (G) is FG, which is open in F ′ (G) by
Lemma 9.1.4.
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Theorem 9.1.8. Let F ′ (G) be the space of all nonempty closed subsets of a
l.c.s.h. space G. The space F ′ (G) with the Fell subspace-topology is l.c.s.h.
Moreover, F ′ (G) is compact iff G itself is compact.

Proof. For a complete proof, see [67, Theorem 1-2-1 and Proposition 1-2-1]. We
give a proof of local compactness. Let F ∈ F ′ (G). There exists an open and
relatively compact set G ⊂ G such that F ∩G 6= ∅. Hence F ∈ FG ⊂ FK where
K ∈ K(G) denotes the closure of G. Hence, it follows from Proposition 9.1.7
that F has a relatively compact neighborhood. We now prove that F ′ (G) is
compact if and only if G is compact. Assume that F ′ (G) is compact. Consider
a cover of G with open sets; that is G = ∪i∈IGi; where Gi is open for all i ∈ I.
Then

∪i∈IFGi = F∪i∈IGi = FG = F ′ (G) .

By compactness of F ′ (G), there exists a finite I0 ⊂ I such that

F ′ (G) = ∪i∈I0FGi .

For all x ∈ G, {x} ∈ F ′ (G). Thus there exists some i ∈ I0 such that {x} ∈ FGi
which implies that x ∈ Gi. Then G = ∪i∈I0Gi. Thus every open cover of G
has a finite subcover. Therefore, G is compact. Conversely, if G is compact,
then the relation F ′ (G) = FG with (iii) in Proposition 9.1.6 show that F ′ (G)
is compact.

Let B (F (G)) be the Borel σ-algebra generated by the Fell topology T (G);
i.e., the σ-algebra generated by all open sets in T (G). Note that F ′ (G) ∈
B (F (G)) since F ′ (G) = FG is an open set of F . The Borel σ-algebra B (F ′ (G))
generated by the Fell subspace-topology is equal to

B (F ′ (G)) = {A ∩ F ′ (G) : A ∈ B (F (G)) }.

Proposition 9.1.9. Let F (G) be the space of closed subsets of a l.c.s.h. space
G. The Borel σ-algebra B (F (G)) is generated by either of the following families{
FK : K ∈ K (G)

}
, {FK : K ∈ K (G)} , {FG : G ∈ O (G)} , or

{
FG : G ∈ O (G)

}
,

where K (G) (respectively O (G)) is the space of compact (respectively open)
subsets of G.

Proof. For a complete proof, cf. [67, p.27]. We establish the first statement,
which will be used below. Because the space G is locally compact and has a
countable basis, for all open sets G, there exists a collection of compact sets
{Kn}n∈N such that G = ∪n∈NKn. Hence

FG = ∪n∈NFKn = ∪n∈N
(
FKn

)c
.

This shows that every FG can be expressed as a countable union of sets which
are the complements of sets in the family

{
FK : K ∈ K (G)

}
, which concludes

the proof.
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Lemma 9.1.10. Let F ′ (G) be the space of all nonempty closed subsets of a
l.c.s.h. space G. The system B0 = {FK : K ∈ K (G)} satisfies the properties in
Lemma 1.3.1 for the l.c.s.h. space F ′ (G) (in the role of G there).

Proof. Cf. [87, Proof of Lemma 2.3.1 and below].

9.2 Random closed sets

Recall that the basic probability space is denoted by (Ω,A,P).

Definition 9.2.1. Let F (G) be the space of closed subsets of a l.c.s.h. space G.
A random closed set (RCS) on G is a random variable Z with values in F (G);
i.e., a measurable mapping Z : Ω → F (G) (Ω and F (G) being equipped with
the σ-algebras A and B (F (G)) respectively). The probability distribution of Z
is as usual PZ = P ◦ Z−1; i.e.

PZ (B) = P (Z ∈ B) , B ∈ B (F (G)) .

In the similar way, we define a random non-empty closed set as a random
variable with values in F ′ (G).

We give first the effect of elementary set operations on random closed sets.

Proposition 9.2.2. Let F (G) be the space of closed subsets of a l.c.s.h. space
G.

(i) Let Z be a random closed set on G. Then the closure of its complement
Zc is a random closed sets.

(ii) Let {Zn}n∈N be random closed sets on G. Then their intersection
⋂
n∈N Zn

and the closure of their union
⋃
n∈N Zn are random closed sets.

(iii) Assume that G is a Banach space. If Z1 and Z2 are random closed sets
on G, then Z1 ⊕ Z2 is a random closed set.

Proof. (i) Let G ∈ O (G) and let {xi}i∈Z be a countable dense subset of G.
Observe that {

Zc ∩G = ∅
}

= {G ⊂ Z} =
⋂
xi∈G

{xi ∈ Z}

which is measurable. (For the last equality, it is obvious that {G ⊂ Z} ⊂⋂
i∈Z {xi ∈ Z}. Inversely, assume that xi ∈ Z for all i ∈ Z. Then for any

x ∈ G, there exist a subsequence
{
xσ(i)

}
i∈Z of {xi}i∈Z which converges to x,

which is necessarily in Z since the latter is closed.) (ii) For the closure of their
union, observe that for any G ∈ O (G),{⋃

n∈N
Zn ∩G = ∅

}
=
⋂
n∈N
{Zn ∩G = ∅}

which is a measurable event. For the intersection, cf. [72, Theorem 2.25(vii)
p.37]. (iii) Cf. [72, Theorem 2.25(v) p.37].
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The following result is useful to show the measurability of certain random
closed sets.

Lemma 9.2.3. Let F (G) be the space of closed subsets of a l.c.s.h. space G,
Z : Ω → F (G), and let ρ be a distance on G. Assume that for any x ∈ G, the
distance between Z and x, denoted by ρ (Z, x), is a measurable function Ω→ R
(i.e., a random variable). Then Z is a random closed set.

Proof. Let K be a compact in G. Observe that

{Z ∈ FK} = {Z ∩K 6= ∅} = {ρ (Z,K) = 0} ,

where
ρ (Z,K) = inf

x∈K
ρ (Z, x)

is the distance between Z and K. It is enough to shows that ρ (Z,K) is a
measurable function Ω → R. Let {xi}i∈Z be a countable dense subset of G.
Given n ∈ N∗, since K is compact, it may be covered by a finite number of open
balls B (xi, 1/n), let In be the set of such xi. Obviously,

inf
xi∈In

ρ (Z, xi)−
1

n
≤ inf
x∈K

ρ (Z, x) ≤ inf
xi∈In

ρ (Z, xi) ,

where the left hand side inequality is due to the triangle inequality. Taking the
limit as n→∞, we get

ρ (Z,K) = lim
n→∞

inf
xi∈In

ρ (Z, xi) .

Since each ρ (Z, xi) is measurable, then so is the above limit by [11, Theo-
rem 13.4].

Natural examples of random closed sets such as random balls, triangles,
orthants, level-sets are generated by random variables, vectors or stochastic
processes in the space G, see Exercises 9.3.1, 9.3.2 and 9.3.3. We have already
also seen more complicated random sets in previous chapters, which can be now
formally recognized as random closed sets.

Example 9.2.4. Support of a point process. Let Φ be a point process on a
l.c.s.h. space G. The support of Φ, supp(Φ) = {x ∈ G : Φ({x}) > 0} is a
random closed set. Indeed, supp(Φ) is a closed set (for all ω ∈ Ω, since Φ (ω)
is locally finite, the set of atoms of Φ (ω) do not have accumulation points and
hence their union, albeit countable is a closed set). Moreover, for K ∈ K (G),{

ω ∈ Ω : Z (ω) ∈ FK
}

= {ω ∈ Ω : Φ (ω) (K) = 0}

is a measurable event since Φ is a point process. Since
{
FK : K ∈ K (G)

}
gener-

ates B (F (G)) by Proposition 9.1.9, then Z is measurable by [11, Theorem 13.1
p.182].

Note that supp(Φ) caries the information about the locations of atoms of Φ,
but not their multiplicities.
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In the last example, if P(Φ(G) = 0) = 0, then Z has its support on F ′ (G).
Although random closed sets are initially defined as F (G)-valued random vari-
ables, many of the examples studied below will have the property that their
support is actually in F ′ (G).

Example 9.2.5. Voronoi cells. Let Φ =
∑
i∈N δXi be a simple, stationary point

process on Rd. The following random cells considered in Section 6.2.1 are ran-
dom closed sets.

• Centered cell of a given location x ∈ Rd, V (x) := {y ∈ Rd : |y − x| ≤
infX∈Φ |y −X|}, in particular, V (0) = V which is the virtual cell of Φ.

• Voronoi cells Ṽi := {y ∈ Rd : |y − Xi| ≤ infXj∈Φ |y − Xj |} and their

centered variants Vi = Ṽi−Xi of all points (this requires some measurable
numbering of points).

• Zero cell V ∗ := V (X∗), where X∗ is the closest point of Φ to the origin
(Definition 6.2.14). It is well defined only on a subset of the probability
space where X∗ is unique, recall this event has stationary probability equal
to 1. Also, the non-centered zero-cell V ∗ = V ∗ +X∗.

It is clear that they are closed sets. It remains to show their measurability. In
this regard, it is enough to prove that the virtual cell V is measurable. Observe
that

V =
⋂
i∈N

Zi,

where Zi = {y ∈ Rd : |y| ≤ |y −Xi|}. By Lemma 9.2.3, Zi is a random closed
set. Then so is V by Proposition 9.2.2.

Lemma 9.2.6. Let F ′ (G) be the space of all nonempty closed subsets of a
l.c.s.h. space G. A measure µ on F ′ (G) is locally finite iff

µ (FK) <∞, for all K ∈ K (G) .

Moreover, a locally finite measure µ on F ′ (G) is characterized by {µ (FK) : K ∈ K (G)}.

Proof. The proof of the first property is an immediate consequence of (i)-(ii) in
Proposition 9.1.7. For a proof of the second statement, see [87, Lemma 2.3.1].

9.2.1 The capacity functional

We introduce now a fundamental characteristic of the distribution of a random
closed set. As we shall see, it has properties analogous to these of the probability
distribution function of a random vector, in particular, it uniquely characterizes
the distribution of the random closed set.
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Definition 9.2.7. Given a random closed set Z on a l.c.s.h. space G, its
capacity functional is the mapping TZ : K (G)→ R defined by

TZ (K) = P (Z ∩K 6= ∅) = P (Z ∈ FK) , K ∈ K (G) .

It follows from Proposition 9.1.9 that:

Corollary 9.2.8. The capacity functional of a random closed set on a l.c.s.h.
space G characterizes its probability distribution.

Proof. Let Z and Z ′ be two random closed sets such that TZ = TZ′ . We have
to prove that PZ = PZ′ . Note that for all K ∈ K (G),

PZ

(
FK

)
= 1−PZ (FK) = 1− TZ (K) = PZ′

(
FK

)
.

Let C =
{
FK : K ∈ K (G)

}
. If follows from Proposition 9.1.9 that σ (C) =

B (F (G)). Since, C is non-empty and stable by finite intersections (FK ∩FL =
FK∪L for all K,L ∈ K (G)), then the two measures PZ and PZ′ which agree
on C agree on σ (C) = B (F (G)); cf. [11, Theorem 10.3 p.163].

Remark 9.2.9. The capacity functional TZ(B) can extended to sets B for which
FB ∈ B (F (G)), in particular open and closed sets B ⊂ G.

Example 9.2.10. The support of a point process Φ on Rd is a random closed
set (cf. Example 9.2.4) with capacity functional

Tsupp(Φ) (K) = P (supp (Φ) ∩K 6= ∅) = P (Φ (K) 6= 0) = 1− νΦ(K),

where νΦ(K) = P (Φ (K) = 0) is the void probability of Φ. Recall Rényi’s the-
orem 2.1.10, which says that the void probabilities characterize the distribution
of a simple point process.

The following result states some important properties of the capacity func-
tional of a random closed set, analogous to the classical properties of the cu-
mulative distribution function of a real random variable, concerning its bounds,
right-continuity and monotonicity.

Proposition 9.2.11. The capacity functional T of a random closed set Z on a
l.c.s.h. space G has the following properties:

(i) Bounds. 0 ≤ T (K) ≤ 1, T (∅) = 0.

(ii) Upper semi-continuity. Let K,K1,K2, . . . ∈ K (G). If Kn ↓ K then
T (Kn)→ T (K).

(iii) Complete alternation. For K,K1,K2, . . . ∈ K (G), let {Sn}n∈N be defined
recursively by S0 (K) = 1− T (K) and

Sn+1 (K;K1, . . . ,Kn,Kn+1) = Sn (K;K1, . . . ,Kn)

− Sn (K ∪Kn+1;K1, . . . ,Kn) , (9.2.1)

for all n ≥ 0. Then, for all n ∈ N, Sn (K;K1, . . . ,Kn) ≥ 0.
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Proof. (i) The bounds are obvious. (ii) We will show that FKn ↓ FK which
would imply that T (Kn) → T (K) by the continuity from above property of
the probability measure. Observe first that FKn is decreasing and that FK ⊂⋂
n∈N∗ FKn . On the other hand, let F ∈ ⋂n∈N∗ FKn , then F ∩Kn 6= ∅ for all

n ∈ N∗. The sequence of non-empty compact sets {F ∩Kn}n∈N∗ is decreasing,
then

⋂
n∈N∗ F∩Kn 6= ∅. Moreover, since {Kn}n∈N∗ is decreasing, then

⋂
n∈N∗ F∩

Kn = F ∩K and therefore F ∈ FK . (iii) We show by induction that

Sn (K;K1, . . . ,Kn) = P (Z ∩K = ∅, Z ∩K1 6= ∅, . . . , Z ∩Kn 6= ∅)
= P

(
Z ∈ FKK1,...;Kn

)
,

which is obviously nonnegative. For n = 0 the identity is obvious. Assume that
the above identity holds for some n ∈ N,

Sn+1 (K;K1, . . . ,Kn+1)

= Sn (K;K1, . . . ,Kn)− Sn (K ∪Kn+1;K1, . . . ,Kn)

= P (Z ∩K = ∅, Z ∩K1 6= ∅, . . . , Z ∩Kn 6= ∅)
−P (Z ∩ (K ∪Kn+1) = ∅, Z ∩K1 6= ∅, . . . , Z ∩Kn 6= ∅)
= P (Z ∩K = ∅, Z ∩K1 6= ∅, . . . , Z ∩Kn 6= ∅, Z ∩ (K ∪Kn+1) 6= ∅)
= P (Z ∩K = ∅, Z ∩K1 6= ∅, . . . , Z ∩Kn 6= ∅, Z ∩Kn+1 6= ∅) .

Remark 9.2.12. The property (ii) above is in fact equivalent to the upper semi-
continuity of T as a functional on K (G) with the sub-space topology induced by
the Fell topology on F (G); cf. [67, Proposition 1.4.2] or [72, Proposition D.7].

Remark 9.2.13. Obviously, the capacity functional is monotone:

TZ (K1) ≤ TZ (K2) , for K1 ⊂ K2 ∈ K (G) .

The complete alternation property (9.2.1) is a stronger monotonicity property;
indeed taking n = 0 allows one to retrieve the usual monotonicity.

In full analogy to the classical existence result regarding the distribution
function of a real random variable, we have the following characterization of the
probability distribution on the space (F (G) ,B (F (G))).

Theorem 9.2.14. Choquet’s theorem. Let G ba a l.c.s.h. space and T :
K (G)→ R be a mapping satisfying properties (i) to (iii) of Proposition 9.2.11.
Then there exists a random closed set Z such that T = TZ .

Proof. Cf. [67, Theorem 2-2-1] or [72, §1.1.3]. The proof given by Matheron
in [67, Theorem 2-2-1] is based on the routine application of the measure-
theoretic arguments related to extension of measures from algebras to σ-algebras.
Molchanov gives in [72, §1.1.3] a different proof, based on some arguments from
harmonic analysis.
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Corollary 9.2.15. Let G ba a l.c.s.h. space and T be real valued function
defined on K (G). Then there exists a (necessarily unique) probability distribution
µ on (F (G) ,B (F (G))) such µ(FK) = T if and only if T satisfies properties (i)
to (iii) of Proposition 9.2.11.

Proof. The direct part follows from Proposition 9.2.11. The uniqueness from
Corollary 9.2.8. The converse part follows from Choquet’s theorem 9.2.14.

9.2.2 Set processes

The fact that the space of closed subsets inherits crucial topological properties
of G (cf. Theorems 9.1.5 and 9.1.8) allows us to model random collections of
(closest) subsets of G as point processes on F (G). We call them set processes.
However, since the whole space F (G) is a compact set, these set processes would
be configurations of only finite total number of sets. In order to allow for infinite
set processes, we consider them on the space of non-empty closed sets F ′ (G),
which is a l.c.s.h. space.

Definition 9.2.16. Let G be a l.c.s.h. space and let F ′ (G) be the the space of
non-empty closed subsets of G equipped with the Fell subspace-topology. A point
process on F ′ (G) is called a set process.

Denote by M (F ′ (G)) and M (F ′ (G)) the space of counting measures on
F ′ (G) and its σ-algebra, respectively, defined exactly is the same way as M (G)
and M (G) were defined in §1.6 for counting measures on G.

From the general theory of point processes, a set process is a measurable
mapping from some probability space to M (F ′ (G)) (equipped with the σ-
algebra M (F ′ (G))). Such a process admits a representation

Φf =
∑
n∈Z

δFn ,

where the sets Fn ∈ F ′ (G) are the set-atoms of Φf .
In what follows we shall focus on Poisson processes in this setting. As

usual, they are characterized by intensity measures Λf , which need to be lo-
cally finite measures or, equivalently, satisfy Λf (FK) < ∞ for all K ∈ K (G);
cf. Lemma 9.2.6.

Definition 9.2.17. Poisson set process. Let F ′ (G) be the space of all nonempty
closed subsets of a l.c.s.h. space G and Λf be a locally finite measure on F ′ (G).
A Poisson set process of intensity measure Λf is a Poisson point process on
F ′ (G) with intensity measure Λf .

9.2.3 Stationarity

In this section G = Rd. For all t ∈ Rd and all A ⊂ Rd, let StA = A − t =
{x− t : x ∈ A}.



9.2. RANDOM CLOSED SETS 431

Definition 9.2.18. A random closed set Z on Rd is said to be stationary if,
for all t ∈ Rd, StZ = Z − t has the same probability distribution as Z.

It follows from Corollary 9.2.8 that this holds iff

TZ (K) = TZ (StK) , ∀K ∈ K (G) , t ∈ Rd.

Indeed, TStZ (K) = P ((StZ) ∩K 6= ∅) = P (Z ∩ (S−tK) 6= ∅) = TZ (S−tK).

Definition 9.2.19. A set process Φf =
∑
n δFn on F ′(Rd) is said to be sta-

tionary if StΦf =
∑
n δFn−t has the same probability distribution as Φf for all

t ∈ Rd.

We will often use a stationary framework (Ω,A, {θt},P) and say that a
random closed set Z (resp. a set process Φf) is flow-compatible if Z ◦ θt = StZ
(resp. Φf ◦θt = StΦf). This implies that Z (resp. Φf) is stationary. The interest
of this setting is exemplified by the following immediate result:

Lemma 9.2.20. If Φf is a flow-compatible set process on F ′(Rd), then the
union of its atoms Z is a flow-compatible random closed set.

9.2.4 Characteristics of random closed set

The following characteristics of a random closed set are of particular interest.
Some of them can be explicitly expressed using the capacity functional.

Definition 9.2.21. Let Z be a random closed set on a l.c.s.h. space G.

(i) Its inclusion functional is defined by

P (K ⊂ Z) , K ∈ K (G) .

(ii) The n-th coverage function is defined by

pn(x1, . . . , xn) = P ({x1, . . . , xn} ⊂ Z) , n ∈ N∗, x1, . . . , xn ∈ G.

(iii) For n = 2, the second coverage function p2(x1, x2) is called the covariance
function of Z.

(iv) Let µ be a given locally finite measure on G. The mean measure of Z with
respect to µ is defined by

Mµ
Z(B) = E[µ(Z ∩B)], B ∈ B (G) .

The measurability of the mapping ω 7→ µ(Z (ω) ∩ B) follows from Rob-
bins’ theorem [72, Theorem 4.21 p.59].

Remark 9.2.22. Let Z be a random closed set on a l.c.s.h. space G.

(i) Obviously, P (K ⊂ Z) ≤ TZ (K) but in general the inclusion functional
does not admit any explicit expression in terms of the capacity functional.
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(ii) The n-th coverage function can be seen as a discrete approximation of the
inclusion functional taking K = {x1, . . . , xn}, n ≥ 1. It admits an explicit
expression in terms of the capacity functional TZ (K); in particular,

p1(x) = TZ ({x}) , x ∈ G,

p2(x1, x2) = TZ ({x1})+TZ ({x2})−TX ({x1, x2}) , x1, x2 ∈ G, (9.2.2)

cf. Exercise 9.3.4.

(iii) The covariance function of Z is indeed a non-centered covariance func-
tion of the stochastic process {I(x) = 1 {x ∈ Z} : x ∈ G} meaning that
E[I(x1)I(x2)] = p2(x1, x2).

(iv) Let µ be a given locally finite measure on G. The first coverage function
p1(x) is the density of the mean measure Mµ

Z with respect to µ. Indeed,
for any B ∈ B (G),

Mµ
Z(B) = E[µ(Z ∩B)]

= E

[∫
B

1 {x ∈ Z}µ(dx)

]
=

∫
B

P{x ∈ Z}µ(dx) =

∫
B

p1(x)µ(dx). (9.2.3)

The mean measure of Z with respect to the Lebesgue measure µ(dx) = dx
is called the mean volume measure of Z and denoted by MZ .

9.2.5 Characteristics of stationary random closed set

Let Z be a stationary random closed set in Rd. Recall that its capacity functional
is invariant with respect to any translation TZ(K) = TZ(K + t) for all K ∈
K
(
Rd
)
, t ∈ Rd. The n-th coverage functions satisfy

pn(x1, x2, . . . , xn) = pn(0, x2 − x1, . . . , xn − x1), n ∈ N∗, x1, . . . , xn ∈ Rd.

In particular, we define the reduced covariance function

C(x) := p2(0, x), x ∈ Rd.

Moreover, the coverage function is a constant p1(x) = p called the volume
fraction of Z.

These are some probability distribution functions meant to provide some
information on the local geometry of the coverage process Z around a point
non-covered by Z. They are usually defined for a stationary Z with respect to
the origin. The generalization to a general non-stationary coverage processes on
Rd with respect to an arbitrary point is straightforward.
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Let K ∈ K
(
Rd
)

be a given compact subset of Rd containing the origin
0 ∈ K. The contact distribution function HK(r) of Z with respect to the test
set K is defined by

HK (r) = P (rK ∩ Z 6= ∅|0 ∈ Zc) . r ∈ R+,

that is the conditional probability that Z does not hit the dilation of the set K
by the factor r, rK := {ry : y ∈ K}, given it does not hit 0.

We summarize the above characteristics of stationary random closed sets in
the following definition.

Definition 9.2.23. Let Z be a stationary random closed set on Rd.

(i) Its volume fraction is
p = P (0 ∈ Z) .

(ii) Its reduced covariance function is

C (x) = P (0 ∈ Z, x ∈ Z) , x ∈ Rd.

(iii) The contact distribution function of Z with respect to the compact set K
containing the origin is

HK (r) = P (rK ∩ Z 6= ∅|0 ∈ Zc) . 0 ∈ K ∈ K
(
Rd
)
, r ∈ R+.

The following proposition shows that the above characteristics admit explicit
expressions in terms of the capacity functional.

Proposition 9.2.24. Let Z be a stationary random closed set on Rd.

(i) Its volume fraction equals

p = TZ ({0}) =
E [|Z ∩B|]
|B| , B ∈ B

(
Rd
)

such that 0 < |B| <∞.
(9.2.4)

(ii) Its reduced covariance function equals

C (x) = 2p− TZ ({0, x}) , x ∈ Rd. (9.2.5)

(iii) Its contact distribution function equals

HK (r) = 1− 1− TZ (rK)

1− p , 0 ∈ K ∈ K
(
Rd
)
, r ∈ R+.

Proof. (i) For any B ∈ B
(
Rd
)

such that 0 < |B| < ∞, the expected volume of
B covered by Z is equal by the definition to mean volume measure of Z on B,
MZ(B), and by (9.2.3) it admits p1(x) = p as its density. Consequently

E [|Z ∩B|]
|B| =

MZ(B)

|B| =
p|B|
|B| = p.
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(ii) This follows from (9.2.2). (iii)

HK (r) = 1−P (rK ⊂ Zc|0 ∈ Zc)

= 1− P (rK ⊂ Zc, 0 ∈ Zc)

P (0 ∈ Zc)

= 1− P (rK ⊂ Zc)

1− p

= 1− P (Z ∩ rK = ∅)
1− p = 1− 1− TZ (rK)

1− p .

Remark 9.2.25. Isotropy of a random closed set Z is defined as the invariance
of its distribution with respect to all rotations around some fixed point, that can
be considered as the origin. It is usually considered together with the stationarity;
the joint property is called motion invariance. The distribution of a motion
invariant coverage set Z is invariant with respect to all rotations around any
center point. This implies the invariance of TZ(K) with respect to all rotations.
In particular, the covariance function p2(x1, x2) depends only on the distance
|x1 − x2| and one defines the distance covariance function C̄(r) := C(|x|) =
p2(0, x).

Different instances of contact distribution functions can be considered, de-
pending on the choice of the test set K. The most popular cases are as follows:

Example 9.2.26. Spherical contact distribution function. This is the case with
the spherical test set K = B̄ (0, 1) being the closed ball centered at the origin
with unit radius. In this case, the contact distribution function

HB̄(0,1) (r) = P (d (0, Z) ≤ r|0 ∈ Zc) (9.2.6)

is the conditional cumulative distribution function of the distance from 0 to Z
given that 0 ∈ Zc.

The linear contact distribution function.

Example 9.2.27. Linear contact distribution function. This case arises when
the test set K = [0, x], a unit length segment from the origin in the direction of
some x ∈ Rd, |x| = 1. In this case, the contact distribution function H[0,x](r) is
the conditional distribution function of the distance from 0 to Z in the direction
of the vector x, given 0 6∈ Zc.

If Z is isotropic (rotation invariant distribution), then the linear contact
distribution function does not depend on the direction x and H[0,x](r) = H(r)
can be seen as the conditional distribution function of the distance from the
origin to Z in a randomly chosen direction.
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9.3 Exercises

9.3.1 For Section 9.2

Exercise 9.3.1. Orthant, triangle. Prove that the following sets are random
closed sets:

(i) Random singleton Z := {ξ} where ξ is a random variable in a l.c.s.h.
space G.

(ii) Random orthant Z = (−∞, X1]× . . .× (−∞, Xd] where (X1, . . . , Xd) is a
random vector in Rd.

(iii) Random triangle Z in Rd generated by a random vector (X1, X2, X3) of
its vertexes.

Solution 9.3.1. (i) For all K ∈ K
(
Rd
)

{Z ∈ FK} = {Z ∩K 6= ∅}
= {ξ ∈ K}

is a measurable event. The capacity functional is TZ (K) = P (ξ ∈ K) = Pξ (K),
with Pξ the probability distribution of ξ.

(ii) Consider first the case d = 1. Let K be a compact in R,

{Z ∈ FK} = {(−∞, X1] ∩K 6= ∅} = {X1 ≥ minK}

is a measurable event.
Consider now the case d ≥ 2. Let ρ be the euclidean distance in Rd. Observe

that for any fixed x ∈ Rd, the distance between Z and x, denoted by ρ (Z, x),
is a measurable function Ω → R (i.e., a random variable). Then Lemma 9.2.3
allows one to conclude.

(iii) The argument is the same as for Point (ii).

Exercise 9.3.2. Random closed ball. Assume G is a metric space with distance
d. Let R be a nonnegative random variable and ξ be a random variable in G.
Prove that the closed ball Z = B̄(ξ,R) centered at ξ with radius R is a random
closed set and show that its capacity functional is equal to

TZ(K) = P(R ≥ d(ξ,K)),

where d(x,K) is the distance between x and the set K.

Solution 9.3.2. Let (Ω,P,A) be the probability space. For all K ∈ K (G),{
ω ∈ Ω : B̄ (ξ (ω) , R (ω)) ∩K 6= ∅

}
= {ω ∈ Ω : R (ω) ≥ d (ξ (ω) ,K)} ∈ A,

where d (x,K) denotes the distance between a point x ∈ G and the set K ∈
K. It follows that Z is a random closed set and that its capacity functional is
TZ (K) = P (R ≥ d (ξ,K)).
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Exercise 9.3.3. Level-sets. Let G be a l.c.s.h. space and let {ξ(x)}x∈G be a
stochastic process with values in R and continuous sample paths. Prove that the
level set Z := {x ∈ G : ξ(x) ≥ u}, with a given u ∈ R, is a random closed set,
with capacity functional

TZ(K) = P

(
sup
x∈K

ξ(x) ≥ u
)
.

Solution 9.3.3. For all K ∈ K (G),

{ω ∈ Ω : Z (ω) ∩K 6= ∅} =

{
ω ∈ Ω : sup

x∈K
ξ (ω) (x) ≥ u

}
is a measurable event. It follows that Z is a random closed set and that its
capacity functional is TZ (K) = P (supx∈K ξ(x) ≥ u).

Exercise 9.3.4. Let Z be a ranom closed set on a l.c.s.h. space G and consider
its n-th coverage functions

pn(x1, . . . , xn) = P ({x1, . . . , xn} ⊂ Z) , n ∈ N∗, x1, . . . , xn ∈ G.

1. Show that
p1(x) = TZ ({x}) , x ∈ G.

2. Show that the covariance function may be expressed using the capacity
functional as

p2(x1, x2) = TZ ({x1}) + TZ ({x2})− TX ({x1, x2}) , x1, x2 ∈ G.

3. More generally, show that the n-th coverage function may be expressed in
terms of the capacity functional.

Solution 9.3.4. 1. For n = 1, the coverage function p1(x) := P (x ∈ Z) =
TZ ({x}) coincides with the capacity and inclusion functionals with K = {x},
x ∈ G.

2. For n = 2,

p2(x1, x2) = P ({x1, x2} ⊂ Z)

= P ({x1 ∈ Z} ∩ {x2 ∈ Z})
= P ({x1 ∈ Z}) + P ({x2 ∈ Z})−P ({x1 ∈ Z} ∪ {x2 ∈ Z})
= p1(x1) + p1(x2)− TX ({x1, x2}) .

3. Recall the inclusion-exclusion formula giving the probability of the unions
of events A1, . . . , An:

P

(
n⋃
i=1

Ai

)
=

n∑
k=1

(−1)
k−1

∑
I⊂{1,...,n}:card(I)=k

P

(⋂
i∈I

Ai

)
.



9.3. EXERCISES 437

Applying the above formula with Ai = {xi ∈ Z}, we get

TX ({x1, . . . , xn}) =

n∑
k=1

(−1)
k−1

∑
I⊂{1,...,n}:card(I)=k

pk
(
(xi)i∈I

)
.

The annouced result then follows by induction on n.
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Chapter 10

Coverage and germ-grain
models

Coverage models serve as very general mathematical models for irregular geo-
metrical patterns. They have many applications, traditionally in material and
biological sciences but also, more recently, in communication networks, in par-
ticular wireless communications. In principle, a general random closed set con-
sidered in the previous chapter can be considered as a coverage model. However,
really interesting coverage models, penetrating the whole space, are constructed
via point processes of closed sets. Particularly popular coverage models on Rd
arise via a so-called germ-grain construction. A very prominent example of cov-
erage model, considered in this chapter, is a Boolean model. It also admits a
germ-grain construction on Rd.

For more reading on coverage models see [43] and also [24, Chapter 6].

10.1 Coverage model

A coverage model in a general l.c.s.h. space G is defined as the union of the
set-atoms of a point process on the space of non-empty closed subsets F ′ (G) of
G. We have called such point processes set processes. Sometimes one assumes
these set processes to have compact set-atoms.

Definition 10.1.1. Let Φf =
∑
j∈Z δFj be a set process on a l.c.s.h. space G;

i.e., a point process on the space F ′ (G). The union of its set-atoms

Z =
⋃
j∈Z

Fj (10.1.1)

is called a coverage model.

Proposition 10.1.2. Let Φf =
∑
j∈Z δFj be a set process on a l.c.s.h. space G.

The associated coverage model Z defined by (10.1.1) is a random closed set on

439
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G with capacity functional

TZ (K) = 1− νΦf
(FK) , K ∈ K (G) .

where νΦf
(FK) = P (Φf (FK) = 0) is the void probability of Φf . Moreover, if Φf

is a Poisson set process with intensity measure Λf , then

TZ (K) = 1− e−Λf (FK), K ∈ K (G) . (10.1.2)

Proof. Closedness. We first prove that Z is closed. Note that for all K ∈
K (G),

card {F ∈ Φf : F ∩K 6= ∅} = card {F ∈ Φf ∩ FK} = Φf (FK) <∞, (10.1.3)

which is finite since FK is compact and Φf is a point process on F ′ (G). Any con-
vergent sequence of points in Z lies eventually in a compact K of G. By (10.1.3),
they belong hence to some union of finitely many set-atoms F of Φf . As a finite
union of closed sets, it is a closed set, thus containing the sequence limit.
Measurability. We now prove that Z is measurable with respect to B (F ′ (G)).
For all K ∈ K (G),{

Z ∈ FK
}

= {Z ∩K = ∅} = {Φf (FK) = 0} ,

which is measurable since Φf is a point process. Then Z is measurable.
Capacity functional. The capacity functional of Z equals

TZ (K) = P (Z ∈ FK) = 1−P
(
Z ∈ FK

)
= 1−P (Φf (FK) = 0) .

Poisson property. If Φf is a Poisson set process with intensity measure Λf ,
then for all K ∈ K (G), TZ (K) = 1−P (Φf (FK) = 0) = 1− e−Λf (FK).

Remark 10.1.3. The difference between the set process Φf and the associated
coverage model Z lies in the fact that in Z we do not observe the shapes of
individual set-atoms Fj of Φf . In particular, we do not recognize their boundaries
when they overlap. This makes Z a more appropriate model for some statistical
analysis.

Every non-empty random closed set Z can be trivially represented as in (10.1.1)
with the set process Φf having just one atom equal to Z. The problem becomes
only slightly more complicated if we want Φf to have compact set-atoms Fj. In
this case, it is enough to“decompose” Z using a countable, compact cover of G
(it exists since G is a l.c.s.h. space).

The problem is non-trivial if Z is stationary and/or isotropic coverage model
on Rd (its distribution is invariant with respect to all translations and/or ro-
tations) and we want Φf to have the same properties; cf. [72, Theorem 8.13
p.112].

The most important example of coverage model is the Boolean coverage
model, which is generated by a Poisson set process.
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Definition 10.1.4. Boolean coverage model. Let F ′ (G) be the space of all
nonempty closed subsets of a l.c.s.h space G and Φf be a Poisson point process
on F ′ (G) with intensity measure Λf . The corresponding coverage model Z is
called a Boolean coverage model.

The capacity functional of the Boolean coverage model is given by (10.1.2).

10.2 Germ-grain model

Recall that a coverage process is constructed as a union of set-atoms of a set
process. A germ-grain model arises when the set process is first constructed
from a usual point process on Rd marked by some random non-empty closed
sets. Points of this process are called germs, and the marks are called grains.

10.2.1 Germ-grain construction

For all A,B ⊂ Rd, let Ǎ = {−x : x ∈ A} and A⊕B = {x+ y : x ∈ A, y ∈ B}.
Proposition 10.2.1. Germ-grain process. Let Φ̃ =

∑
j∈Z δ(Xj ,Fj) be a marked

point process with ground process Φ =
∑
j∈Z δXj on Rd and marks {Fj}j∈Z

in F ′
(
Rd
)

= F
(
Rd
)
\{∅}. Let Φf =

∑
j∈Z δXj+Fj . Then Φf (B) is a random

variable for any B ∈ B (F ′ (G)). Moreover,

(i) Φf is locally finite iff

Φf (FK) <∞, for all K ∈ K
(
Rd
)
. (10.2.4)

If the above condition holds P-almost surely, then Φf is a set process.

(ii) If Φ̃ is an i.i.d. marked point process, then

E [Φf (FK)] = E
[
MΦ

(
F̌0 ⊕K

)]
, ∀K ∈ K

(
Rd
)
. (10.2.5)

(iii) If Φ̃ is a stationary marked point process with marks {Fj}j∈Z satisfy-

ing (7.1.7), then

E [Φf (FK)] = λE0
[∣∣F̌0 ⊕K

∣∣] , ∀K ∈ K
(
Rd
)
, (10.2.6)

where λ ∈ R∗+ is the intensity of Φ and E0 denotes the expectation with
respect to the Palm probability of Φ.

(iv) Assume that Φ̃ is a stationary i.i.d. marked point process and that (10.2.4)
holds true. Then the set process Φf is stationary.

(v) If
E [Φf (FK)] <∞, for all K ∈ K

(
Rd
)
, (10.2.7)

then (10.2.4) holds P-almost surely and the mean measure of Φf is locally
finite and characterized by

{
E [Φf (FK)] : K ∈ K

(
Rd
)}

.
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Proof. Observe that for all B ∈ B (F ′ (G)),

Φf (B) =
∑
j∈Z

1 {(Xj + Fj) ∈ B} ,

which is a random variable by Proposition 9.2.2(iii). (i) The first assertion
follows from Lemma 9.2.6 and the second one follows from Corollary 1.1.8. (ii)
Note that Φf =

∑
j∈Z δXj+Fj may be viewed as an independent displacement of

Φ in the sense of Definition 2.2.13 with respect to the kernel

p(x,FK) = P((x+ F0) ∈ FK)

= P((x+ F0) ∩K 6= ∅)
= P

(
x ∈ F̌0 ⊕K

)
, x ∈ Rd.

Applying Equation (2.2.5), we get for all K ∈ K
(
Rd
)
,

E [Φf (FK)] =

∫
Rd

P
(
x ∈ F̌0 ⊕K

)
MΦ (dx)

=

∫
Rd

E
[
1
{
x ∈ F̌0 ⊕K

}]
MΦ (dx)

= E

[∫
Rd

1
{
x ∈ F̌0 ⊕K

}
MΦ (dx)

]
= E

[
MΦ

(
F̌0 ⊕K

)]
.

(iii) It follows from Proposition 7.2.4 that

E [Φf (FK)] = E

[∫
Rd

1(x+ F0 ◦ θx ∩K 6= ∅)Φ(dx)

]
= λE0

[∫
Rd

1(x+ F0 ∩K 6= ∅)dx
]

= λE0
[
|K ⊕ F̌0|

]
.

This shows (10.2.6). The remaining part follows in the same lines as in (ii).
(iv) Let t ∈ Rd be fixed. The i.i.d. marked point processes Φ̃ =

∑
j∈Z δ(Xj ,Fj)

and StΦ̃ =
∑
j∈Z δ(Xj+t,Fj) have the same distribution by Example 7.1.2. Thus

Φf =
∑
j∈Z δXj+Fj and StΦf =

∑
j∈Z δXj+t+Fj have also the same distribution.

(v) Let {xn}n∈N be a countable dense subset of Rd and let Kn = B̄ (xn, 1) the
closed ball of center xn and radius 1. For each n ∈ N, since E [Φf (FKn)] <
∞, then Φf (FKn) < ∞, P-almost surely; that is, there exists some event An
such that Φf (ω) (FKn) < ∞ for all ω ∈ An. Let ω ∈ ⋂n∈NAn. Any K ∈
K
(
Rd
)

may be covered by a finite number of open balls B (xn, 1). Let I be
the set of such xn. Then K ⊂ ⋃n∈I Kn. Thus FK ⊂

⋃
n∈I FKn . Therefore,

Φf (ω) (FK) ≤ ∑n∈I Φf (ω) (FKn) < ∞. Then (10.2.4) holds P-almost surely.
It follows from (i) that Φf is a set process. The announced properties of MΦf

follow from Lemma 9.2.6.

Here is a sufficient condition for (10.2.7) to hold. We call diameter of a
compact set of Rd the diameter of the smallest ball containing the compact.
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Lemma 10.2.2. Let Φ̃ =
∑
j∈Z δ(Xj ,Fj) be a stationary marked point process

with ground process Φ =
∑
j∈Z δXj on Rd and marks {Fj}j∈Z in K′

(
Rd
)

and

let Φf =
∑
j∈Z δXj+Fj . A sufficient condition for (10.2.7) to hold is that the

diameter D0 of the typical grain F0 be such that E0[Dd
0 ] <∞. In the particular

case where {Fj}j∈Z are i.i.d. marks, the sufficient condition reads E[Dd
0 ] <∞.

Proof. For all compact sets K, there exists a positive r and a ball of radius
r that contains K. Hence F̌0 ⊕ K is included in a ball of radius D0/2 + r.
Hence the assumption E0[Dd

0 ] < ∞ implies that E0[
∣∣F̌0 ⊕K

∣∣ | < ∞. Hence
by (10.2.6), the condition (10.2.7) holds true. The proof of the last statement
follows the same lines.

Definition 10.2.3. Consider the setting of Proposition 10.2.1 and assume that
condition (10.2.4) holds true.

(i) The set process Φf =
∑
j∈Z δXj+Fj is called a germ-grain process. The

points of this process are called the germs, and its marks are called the
grains. The ground process Φ =

∑
j∈Z δXj is called germ process.

(ii) The coverage model Z defined by (10.1.1) corresponding to a germ-grain
process Φf is called a germ-grain coverage model.

(iii) If the germ-grain process Φf is Poisson (set process), then Z is called a
Boolean germ-grain coverage model.

Corollary 10.2.4. Little’s law for stationary germ-grain coverage models. Con-
sider the setting of Proposition 10.2.1(iii) and let N be the number of set-atoms
Xj + Fj of Φf covering the origin. Then

E [N ] = λE0 [|F0|] .

Proof. This follows from (10.2.6) with K = {0}.

Corollary 10.2.5. Boolean germ-grain coverage model. Consider the setting of
Proposition 10.2.1(ii) and assume moreover that the germ process Φ is a Poisson
point process on Rd and that (10.2.7) holds. Then the germ-grain process Φf is
Poisson with intensity measure characterized by (10.2.5). In particular, Φf (FK)
is a Poisson random variable with mean (10.2.5).

Proof. Recall that, by Proposition 10.2.1(v), Condition (10.2.4) holds P-almost
surely and the mean measure of Φf is locally finite. When Φ is a Poisson point
process, it follows from the displacement theorem 2.2.17 that Φf is a Poisson
point process on F

(
Rd
)

with intensity measure characterized by (10.2.5).

Example 10.2.6. Stationary Boolean germ-grain coverage model. Consider a
Poisson germ process Φ =

∑
j∈Z δXj with i.i.d. grains {Fj}j∈Z such that (10.2.7)

holds. Then Z =
⋃
j∈Z (Xj + Fj) is a stationary Boolean germ-grain coverage

model.
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The volume fraction of Z equals

p = TZ ({0}) = 1− e−E[Φf(F{0})] = 1− e−λE[|F0|],

where the above three equalities follow from (9.2.4), (10.1.2), and (10.2.6), re-
spectively, and λ is the intensity of the germ process. The reduced covariance
function of Z equals,

C (x) = 2p− TZ ({0, x})
= 2p− 1 + e−E[Φf(F{0,x})]

= 2p− 1 + e−λE[|F̌0⊕{0,x}|]

= 2p− 1 + e−λE[|F̌0∪(F̌0+x)|]

= 2p− 1 + e−λE[|F̌0|+|F̌0+x|−|F̌0∩(F̌0+x)|]

= 2p− 1 + (1− p)2
eλE[|F0∩(F0−x)|],

for any x ∈ Rd. The first three equalities follow respectively from (9.2.5), (10.1.2),
and (10.2.6).

Example 10.2.7. Stationary Boolean germ-grain coverage model with spher-
ical grains. Consider a stationary Boolean germ-grain coverage model Z with
i.i.d. spherical grains Fj = B̄ (0, Rj) satisfying E

[
Rd0
]
<∞. This is an example

of a motion invariant coverage process. The capacity functional of Z satisfies

TZ
(
B̄ (0, a)

)
= 1− e−λκd

∑d
k=0 (dk)a

d−kE[Rk0 ], a ∈ R+,

where κd =
∣∣B̄ (0, 1)

∣∣ and λ is the intensity of the germ process.

Indeed, let Φ̂ =
∑
j∈Z δ(Xj ,Rj) which is an i.i.d. marked point process asso-

ciated to the germ process Φ =
∑
j∈Z δXj in the sense of Definition 2.2.18. The

mean measure of Φ̂ given by (2.2.8)

MΦ̂ (dx× dr) = λdx× pR0
(dr) ,

which is clearly locally finite. Then it follows from Theorem 2.2.21 that Φ̂ is a
Poisson point process on Rd ×R+. Let Φ̃ be a thinning of Φ̂ with respect to the
probability of retention

p (Xj , Rj) = P (a+Rj ≥ |Xj |) .

We deduce from Corollary 2.2.7 that Φ̃ is a Poisson point process with intensity
measure

MΦ̃ (dx× dr) = p (x, r)MΦ̂ (dx× dr)

= P (a+ r ≥ |x|)λdx× pR0 (dr) .
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Note that

TZ (B (0, a)) = 1−P (B (0, a) ∩ Z = ∅)
= 1−P

(
Φ̃
(
Rd × R+

)
= 0
)

= 1− e−MΦ̃(Rd×R+).

Finally,

MΦ̃

(
Rd × R+

)
= λ

∫
R+

(∫
Rd

P (a+ r ≥ |x|) dx

)
pR0

(dr)

= λκd

∫
R+

(a+ r)
d
pR0

(dr)

= λκd

d∑
k=0

(
d

k

)
ad−kE

[
Rk0
]
.

The Boolean germ-grain model is one of the most popular models in stochas-
tic geometry. It features independent grains. We shall present models with de-
pendent grains in Section 10.3.

10.2.2 Inverse construction

We saw above that an independently marked point process on Rd with i.i.d.
marks in F ′ (G) allows one to construct a set process.

The aim of what follows is to show that conversely, to all stationary set
processes Φf with atoms in K′(Rd) (the set of nonempty compact sets in Rd),
one can associate a stationary marked point process of Rd with marks in K′(Rd).
which in a sense characterizes Φf .

This construction relies on the notion of center of a compact set C ∈ K′(Rd).

Definition 10.2.8. For all C ∈ K′(Rd), the center σ(C) of C is the center of
the smallest ball that contains C.

We will give some properties of the center function σ : K′(Rd) → Rd to be
used later. In this regard, we define the Hausdorff distance δ on K′(Rd) by

δ (A,B) := max

(
sup
y∈B

ρ(y,A), sup
x∈A

ρ(x,B)

)
, A,B ∈ K′(Rd), (10.2.8)

where ρ (z, C) = infw∈C |z−w| is the distance between z ∈ Rd and C ∈ K′(Rd);
cf. [87, p 7]. In what follows, the continuity of functions on K′(Rd) will be with
respect to the Hausdorff distance rather than with respect to Fell topology. For
measurability, there is no difference [87, Theorem 2.4.1].

Lemma 10.2.9. The center function is continuous on K′(Rd) with respect to
the Hausdorff distance (10.2.8).
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Proof. Cf. [87, Lemma 4.1.1].

It follows from the above lemma that the map σ is measurable from K′(Rd)
to Rd. Moreover, observe that for all t ∈ Rd and all C ∈ K′(Rd), σ(C + t) =
t+ σ(C).

Let K′0(Rd) be the subset of K ∈ K′(Rd) such that c (K) = 0. The mapping

φ : Rd ×K′0(Rd)→ K′(Rd); (t, C) 7→ t+ C

is bijective and continuous with respect to the Hausdorff distance; cf. [87, p 101].
Let ψ : M

(
K′(Rd)

)
→M

(
Rd ×K′0(Rd)

)
be the mapping

Φf =
∑
n∈Z

δKn 7→ ψ (Φf) =
∑
n∈Z

δc(Kn),Kn−c(Kn) =
∑
n∈Z

δφ−1(Kn). (10.2.9)

Proposition 10.2.10. Let Φf =
∑
n∈Z δKn be a stationary point process on

K′(Rd) with non-zero locally finite mean measure, K′0(Rd) =
{
K ∈ K′(Rd) : c (K) = 0

}
,

and ψ be the function defined by (10.2.9). Then Φ̃ = ψ (Φf) is a stationary
marked point process on Rd ×K′0

(
Rd
)
. Its mean measure satisfies

MΦ̃ (A×B) = λ`d (A)Q (B) , A ∈ B
(
Rd
)
, B ∈ B

(
K′
(
Rd
))
,

where λ ∈ R∗+ is the intensity of the ground process and Q is the Palm distribu-
tion of the mark, which is a probability distribution on K′0

(
Rd
)
.

Proof. Finiteness property. Let Φf =
∑
n∈Z δKn , then Φ̃ =

∑
n∈Z δc(Kn),Kn−c(Kn).

We first show that Φ =
∑
n∈Z δc(Kn) is almost surely locally finite. Indeed, let

Cd0 = [0, 1)
d

and let {zj}j∈N be an enumeration of points of Zd, then

E
[
Φ
(
Cd0
)]

= MΦf

({
K ∈ K′

(
Rd
)

: c (K) ∈ Cd0
})

= MΦf

({
K ∈ K′

(
Rd
)

: ∃j ∈ N : K ∩
(
zj + Cd0

)
6= ∅, c (K) ∈ Cd0

})
≤
∑
j∈N

MΦf

({
K ∈ K′

(
Rd
)

: K ∩
(
zj + Cd0

)
6= ∅, c (K) ∈ Cd0

})
=
∑
j∈N

MΦf

({
K ∈ K′

(
Rd
)

: K ∩ Cd0 6= ∅, c (K) ∈ Cd0 − zj
})

= MΦf

({
K ∈ K′

(
Rd
)

: K ∩ Cd0 6= ∅
})
≤MΦf

(
FCd0

)
<∞.

Then Φ
(
Cd0
)
< ∞ almost surely, which implies that Φ is almost surely locally

finite. Stationarity. Observe that, for all t ∈ Rd,

StΦ̃ =
∑
n∈Z

δc(Kn)−t,Kn−c(Kn)

=
∑
n∈Z

δc(Kn−t),Kn−t−c(Kn−t) = ψ (StΦf) .

Since StΦf has the same distribution as Φf then StΦ̃ = ψ (StΦf) has the same
distribution as Φ̃ = ψ (Φf). Therefore Φ̃ is a stationary marked point process
on Rd ×K′

(
Rd
)
. Then applying the general result in Section 7.3.1, we get the

announced decomposition of the mean measure MΦ̃.
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10.3 Further examples

10.3.1 Hard-core coverage models

Example 10.3.1. Hard-core coverage models. General hard-core coverage mod-
els are generated by set processes with non-overlapping set-atoms. Special cases
of germ-grain hard-core models are generated by the Matérn hard-core point
processes Φ1 and Φ2 in Rd considered in Examples 3.4.1 and 3.4.2 respectively.
Recall, these point processes respect some exclusion distance h between points.
Consequently, assuming spherical germs Fj = B̄(0, h/2) of radius h/2, one ob-
tains hard-core germ-grain coverage models. In the stationary case, the corre-
sponding volume fraction equals

pi = λiκd

(
h

2

)d
, i = 1, 2, (10.3.1)

where λi is the intensity of Φi (i = 1, 2). In particular, invoking (3.4.2)
and (3.4.3) respectively, we get

max
λ∈R∗+

p1 =
1

e2d

and

lim
λ→∞

p2 = sup
λ∈R∗+

p2 =
1

2d
, (10.3.2)

where λ is the intensity of the underlying Poisson point process.
We will now prove (10.3.1). Indeed, by (9.2.4), for all A ∈ B

(
Rd
)

such that
0 < |A| <∞,

pi =
1

|A|E

∣∣∣∣∣∣
⋃

Xj∈Φi

B̄(Xj , h/2) ∩A

∣∣∣∣∣∣
 =

1

|A|E

 ∑
Xj∈Φi

∣∣B̄(Xj , h/2) ∩A
∣∣ .

Taking A = B (0, R) and denoting A+ = B̄ (0, R+ h/2) and A− = B (0, R− h/2),
we have the obvious bounds∑
Xj∈Φi∩A−

∣∣B̄(Xj , h/2)
∣∣ ≤ ∑

Xj∈Φi

∣∣B̄(Xj , h/2) ∩A
∣∣ ≤ ∑

Xj∈Φi∩A+

∣∣B̄(Xj , h/2).
∣∣

On the other hand, by the C-L-M-M theorem 6.1.28, for ε ∈ {−,+},

E

 ∑
Xj∈Φi∩Aε

∣∣B̄(Xj , h/2)
∣∣ = λi |Aε|E0

[∣∣B̄(0, h/2)
∣∣] = λiκd

(
h

2

)d
|Aε|

Thus

λiκd

(
h

2

)d |A−|
|A| ≤ pi ≤ λiκd

(
h

2

)d |A+|
|A| .

Letting R→∞ proves (10.3.1).
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Remark 10.3.2. Note that the asymptotic volume fraction of the Matérn II
hard-core model given by (10.3.2) equals the lower bound of all saturated hard-
core configurations; cf. Exercise 10.4.4.

10.3.2 Shot-noise coverage models

Note that the Voronoi tessellation generated by a a simple point process Φ in Rd
can also be seen as a germ-grain model generated by the points of the process,
with grains being the centered Voronoi cells. The coverage properties in this
case are trivial. However, selecting a subset of the Voronoi cells leads to a non-
trivial coverage process; cf. Example 6.2.19. The following modifications of the
Voronoi cells lead also to non-trivial coverage models.

Example 10.3.3. Johnson-Mehl coverage model. This is a family of coverage
models parameterized by r > 0, having Voronoi grains Fj restricted to the ball
B̄(0, r); that is

F
(r)
j := Fj ∩ B̄(0, r), j ∈ Z.

The parameter r might be considered as the growth time. Initially each grain
grows spherically in all directions but as soon as two grains touch each other
at some location, they stop growing in the “blocked” direction. Johnson-Mehl is
“almost” a hard-core model with the d-dimensional volume of the overlapping of

set-atoms equal to 0. As r →∞, F
(r)
j → Fj.

Example 10.3.4. Shot-noise coverage model. This is a germ-grain coverage
model on Rd in which the sets Xj + Fj are defined as the regions of the space
where the “impact”of point Xj exceeds the cumulative (additive) effect of the
impacts of all other points. In the simplest scenario, the impact is modeled by a
deterministic, decreasing function of the distance. The cumulative effect is called
the shot-noise process associated with the point process and the impact function
(also called the response function). This germ-grain coverage process was ini-
tially proposed to model wireless coverage cells, with the shot-noise modeling the
interference in radio communications. When playing with the model parame-
ters, such processes can exhibit a wide range of coverage patterns approaching
Boolean models on one side and Voronoi tessellations and Johnson-Mehl mod-
els on the other, including hard-core scenarios. For more reading on this model
see [5], [24, §6.5.4], [6, Chapter 7]. Some more advanced quantitative coverage
results are presented in [13, Chapters 5-7].

10.4 Exercises

Exercise 10.4.1. Let Φ be a homogeneous Poisson point process on R2 with
intensity λ ∈ R∗+. We associate to each point X ∈ Φ a closed ball of center X
and radius r ∈ R∗+ denoted by B̄ (X, r). Let f (y) be the number of balls covering
y ∈ R2.

1. Find the probability distribution of f (y).
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2. Show that the expectation of the surface within the square [0, T ]
2

that is

not covered by a ball equals S̄ = T 2e−λπr
2

.

3. Show that the average length of the boundary of this surface equals L̄ =
λe−λπr

2

2πrT 2.

Solution 10.4.1. Note that

f (y) =
∑
X∈Φ

1 {|y −X| ≤ a}

=
∑
X∈Φ

1
{
X ∈ B̄ (y, r)

}
= Φ

(
B̄ (y, r)

)
.

1. f (y) = Φ
(
B̄ (y, r)

)
is a Poisson random variable of mean λπr2.

2. The expectation of the surface within the square [0, T ]
2

that is not covered
by a ball equals

S̄ (r) = E

[∫
[0,T ]2

1 {f (y) = 0} dy

]

=

∫
[0,T ]2

P (f (y) = 0) dy

=

∫
[0,T ]2

e−λπr
2

dy = T 2e−λπr
2

.

3. Let y be a point on the boundary. Since from Lemma 6.2.6, P-almost
surely, Φ has no two points equidistant from y, then y is at distance r of
a single point of Φ. Thus the average length of the boundary equals

L̄ (r) = E

[∑
X∈Φ

∫
(0,T )2∩∂B̄(X,r)

1
{

Φ
(
B̄ (y, r)

)
= 1
}

dy

]
= E

[∑
X∈Φ

f (X,ω)

]
,

where

f (x, ω) :=

∫
(0,T )2∩∂B̄(x,r)

1
{

Φ
(
B̄ (y, r)

)
= 1
}

dy.

Note that

f (x, θ−xω) :=

∫
(0,T )2∩∂B̄(x,r)

1
{

Φ ◦ θ−x
(
B̄ (y, r)

)
= 1
}

dy

=

∫
(0,T )2∩∂B̄(x,r)

1
{
S−xΦ

(
B̄ (y, r)

)
= 1
}

dy

=

∫
(0,T )2∩∂B̄(x,r)

1
{

Φ
(
B̄ (y − x, r)

)
= 1
}

dy

=

∫
(−x,T−x)2∩∂B̄(0,r)

1
{

Φ
(
B̄ (z, r)

)
= 1
}

dz,
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where the last equality follows from the change of variable z = y−x. Using
the C-L-M-M theorem 6.1.28, we get

L̄ (r) = E

[∑
X∈Φ

f (X,ω)

]

= λ

∫
R2

E0[f(x, θ−xω)]dx

= λ

∫
R2

E0

[∫
(−x,T−x)2∩∂B̄(0,r)

1
{

Φ
(
B̄ (z, r)

)
= 1
}

dz

]
dx

= λ

∫
R2

∫
(−x,T−x)2∩∂B̄(0,r)

P0
(
Φ
(
B̄ (z, r)

)
= 1
)

dzdx

= λ

∫
R2

∫
(−x,T−x)2∩∂B̄(0,r)

P
(
Φ
(
B̄ (z, r)

)
= 0
)

dzdx

= λ

∫
R2

∫
(−x,T−x)2∩∂B̄(0,r)

e−λπr
2

dzdx

= λe−λπr
2

∫
∂B̄(0,r)

(∫
R2

1
{
z ∈ (−x, T − x)

2
}

dx

)
dz,

where the fourth equality follows from Slivnyak’s theorem 3.2.4. Finally,
for any fixed z ∈ R2,∫

R2

1
{
z ∈ (−x, T − x)

2
}

dx =

∫
R2

1
{
−x ∈ (−z, T − z)2

}
dx = T 2.

Then

L̄ (r) = λe−λπr
2

∫
∂B̄(0,r)

T 2dz = T 2λ2πre−λπr
2

,

(which may be seen as a particular case of [93, Equation (3.2.6)]).

Remark. Note that L̄ (r) = −S̄′ (r) which is plausible since S̄ (r + dr)−
S̄ (r) is approximately a thin surface of thickness dr surrounding S̄ (r).

Exercise 10.4.2. SNR coverage by a Poisson process of access points. Con-
sider transmitters (access points) on the plane modeled by a homogeneous Pois-
son point process Φ =

∑
n∈Z δXn on R2 of intensity λ, transmitting with ran-

dom, independent powers Pn of some given distribution. Suppose that a loca-
tion on the plane is covered by some access point if the power Prec received at
this location from the considered access point divided by the noise power W is
larger than some threshold W : SNR := Prec/W ≥ T . Assume the propagation
model (3.4.4).

1. Show that the covered region is

Z =
⋃
n∈Z

B̄ (Xn, Rn) , where Rn :=
1

K

(
Pn
WT

)1/β

.
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2. Calculate the fraction of the plane covered by at least one access point

p =
E [|Z ∩K|]
|K| , where K is a compact in R2.

3. Calculate the mean coverage number; i.e., the expected number of access
points covering a given location.

4. Calculate the probability that the distance from some given location, given
it is not covered, to a nearest location covered by at least one access point
is larger than r, r ≥ 0.

5. The locations of the users are modelled by a point process Φu on R2, in-
dependent of Φ.

(a) Calculate the density of users covered by the network

E [Φu (Z ∩K)]

E [Φu (K)]
, where K is a compact in R2.

(b) Assume that Φu is stationary with intensity µ. Calculate the expected
number of users per surface unit

E [Φu (Z ∩K)]

|K| , where K is a compact in R2.

Solution 10.4.2. 1. A location y ∈ R2 is covered by (i.e., can decode the signal
from) Xn if

Pn(K |y −Xn|)−β
W

≥ T ⇔ y ∈ B̄ (Xn, Rn) ,

where Rn := 1
K

(
Pn
WT

)1/β
. The total region covered by all the access points is

Z =
⋃
n∈Z

B̄ (Xn, Rn) .

We recognize the Boolean model with random spherical grains.
2. The expected fraction of the volume of a compact K covered by Z equals

p =
E [|Z ∩K|]
|K| .

Since Φ is stationary, then

p =
1

|K|E
[∫

K

1 {x ∈ Z} dx

]
=

1

|K|

∫
K

P (x ∈ Z) dx = P (0 ∈ Z) .

Reminder: The capacity functional is defined by

TZ (K) = P (Z ∩K 6= ∅) , K compact set,
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which is the probability that some part of K is covered by Z. Since Φ is a
Poisson point process, then

TZ (K) = 1− e−λE[|K⊕B̄(0,R1)|].

(Observe that K ⊕ B̄ (0, R) =
{
y ∈ R2 : d (y,K) ≤ R

}
.) Thus

p = P (0 ∈ Z) = TZ ({0}) = 1− e−λπE[R2
1].

3. Reminder: The number of access points covering some part of K equals

NZ (K) = card
{
Xn ∈ Φ : B̄ (Xn, Rn) ∩K 6= ∅

}
, K compact set.

Then NZ (K) is a Poisson random variable with mean λ
∣∣K ⊕ B̄ (0, R1)

∣∣.
In particular, the number of access points covering location y ∈ R2 is a

Poisson random variable with mean λ
∣∣B̄ (y,R1)

∣∣ = λπE
[
R2

1

]
4. Reminder: The complementary spherical contact distribution function

(cf. Equation (9.2.6))

G (r) =
P (d (0, Z) > r)

P (0 ∈ Zc)
= P (d (0, Z) > r|0 ∈ Zc) .

Then

G (r) =
1− TZ

(
B̄ (0, r)

)
1− p

=
e−λE[|B̄(0,r)⊕B̄(0,R1)|]

e−λπE[R2
1]

=
e−λE[(r+R1)2]

e−λπE[R2
1]

.

5.a. Observe that

E [Φu (Z ∩K)] = E

[∫
R2

1 {x ∈ K}1 {x ∈ Z}Φu (dx)

]
= E

[
E

[∫
R2

1 {x ∈ K}1 {x ∈ Z}Φu (dx)

∣∣∣∣Φu

]]
= E

[∫
R2

1 {x ∈ K}P (x ∈ Z|Φu) Φu (dx)

]
= E

[∫
R2

1 {x ∈ K} pΦu (dx)

]
= pµ |B| .

Then the density of users covered by the network

E [Φu (Z ∩K)]

E [Φu (K)]
= p.

5.b. We deduce from the above equation that

E [Φu (Z ∩K)]

|K| = µp = µ
(

1− e−λπE[R2
1]
)
.
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Exercise 10.4.3. Boolean model. Consider a germ grain coverage model Z =⋃
j∈Z

(Xj + Fj). A germ Xj is said to be isolated if

(Xj + Fj) ∩
⋃

k∈Z\{j}
(Xk + Fk) = ∅.

Consider a stationary Boolean germ-grain coverage model Z with spherical grains
as in Example 10.2.7. Assume that the intensity λ of the the germ process Φ
is non-null and let P0 be the Palm probability associated to Φ. Show that the
probability that a typical grain is isolated equals

P0 (X0 is isolated) = 1−E
[
TZ
(
B̄ (0, R)

)]
= E

[
e−λκd

∑d
k=0 (dk)R

d−kE[Rk0 ]
]
,

where R is a random variable with the same probability distribution as R0 and
independent from R0, R1, . . .. Show that

P (card {Xj isolated} =∞) = 1.

Solution 10.4.3. By Slivnyak’s theorem,

P0 (X0 is isolated) = P
(
B̄ (0, R) ∩ Z = ∅

)
= 1−P

(
B̄ (0, R) ∩ Z 6= ∅

)
= 1−E

[
P
(
B̄ (0, R) ∩ Z 6= ∅|R

)]
= 1−E

[
TZ
(
B̄ (0, R)

)]
= E

[
e−λκd

∑d
k=0 (dk)R

d−kE[Rk0 ]
]
,

where the last equality follows from Example 10.2.7. Note in particular that
P0 (X0 is isolated) > 0.

Let f (x, ω) = 1 {x is isolated}, then

E [card {Xj isolated}] = E

[∫
Rd

1 {x is isolated}Φ (dx)

]
= E

[∫
Rd
f (x, ω) Φ (dx)

]
= λ

∫
Rd

E0 [f (x, θ−xω)] dx

= λ

∫
Rd

E0 [f (0, ω)] dx

= P0 (X0 is isolated)

(
λ

∫
Rd

dx

)
=∞,

where the third equality is due to the C-L-M-M theorem 6.1.28 and the last one
is due the fact that P0 (X0 is isolated) > 0.
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For any k ∈ N, note that

Ak = {ω ∈ Ω : card {Xj (ω) isolated} = k}

is θx-invariant for all x ∈ Rd. Then P (Ak) ∈ {0, 1} since the i.i.d. marked
point process Φ̃ =

∑
j∈Z δ(Xj ,Fj) is ergodic by Corollary 8.4.3.

Therefore card {Xj (ω) isolated} is almost surely constant, since its expectation
is infinite, we deduce that card {Xj (ω) isolated} =∞ almost surely.

Exercise 10.4.4. Lower bound of volume fraction of hard-core models. Let
µ =

∑
j∈Z δxj be a counting measure in Rd exhibiting the exclusion distance

h ∈ R∗+; i.e.
|xj − xk| > h for all j, k ∈ Z. (10.4.1)

µ is called a hard-core configuration of points. Let us center a closed ball of
radius h/2 at any point of µ and consider the disjoint union

Z :=
⋃
j∈Z

B̄(xj , h/2).

We define the volume fraction of Z as the asymptotic fraction of the volume of
a large window occupied by Z; that is

p := lim inf
n→∞

|Z ∩Wn|
|Wn|

,

where the Wn :=
[
−n1/d/2, n1/d/2

]d
is the window of volume n. A hard-core

configuration of points µ of is called saturated, when no ball can be added to µ
without violating the hard-core condition (10.4.1). Show that the volume fraction
p of a saturated configuration µ of points in Rd is not smaller than 1/2d.

Solution 10.4.4. Observe that

p = lim inf
n→∞

1

n

∑
xj∈µ

∣∣B̄(xj , h/2) ∩Wn

∣∣
= lim inf

n→∞
1

n

∑
xj∈µ∩Wn

|B̄(xj , h/2)|

=
1

2d
lim inf
n→∞

1

n

∑
xj∈µ∩Wn

|B̄(xj , h)|

=
1

2d
lim inf
n→∞

1

n

∑
xj∈µ

|B̄(xj , h) ∩Wn|

≥ 1

2d
lim inf
n→∞

1

n

∣∣∣∣∣∣
⋃
xj∈µ

B̄(xj , h) ∩Wn

∣∣∣∣∣∣
=

1

2d
|Wn|
n

=
1

2d
,
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where we ignore the boundary effects in the second and fourth equalities (which
may justified as in Example 10.3.1) and where the last but one equality fol-
lows from the assumption that µ is saturated: indeed any location y ∈ Rd in
the space is within the distance at most h from some point of µ; consequently,⋃
xj∈µ B̄(xj , h) = Rd.

Exercise 10.4.5. Consider the setting of Proposition 10.2.1(iii) and assume
that P-almost surely, the origin is covered by at most one set-atom Xj + Fj of
Φf . (This assumption is trivially true when Φf is a hard core set process. This is
also true for the Voronoi tessellation and hence the Johnson-Mehl model since
the stationary point processes do not have points equidistant to the origin.) Show
that the volume fraction p of Z is equal to

p = λE0[|F0|].

Solution 10.4.5. Let N be the number of set-atoms Xj +Fj of Φf covering the
origin. Then

N = 1 {∃j ∈ Z : 0 ∈ Xj + Fj} .
Thus p = E [N ]. Invoking Corollary 10.2.4 allows one to conclude.
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Chapter 11

Line processes and
tessellations

11.1 Line processes in R2

11.1.1 Parameterization of lines in R2

Consider a straight line D in R2 (which may be identified with the complex
plane C). Let z ∈ C be the projection of the origin 0 on D, which admits the
polar coordinate representation

z = reiθ, for some r ∈ R, θ ∈ [0, π) .

If z = 0, we take θ ∈ [0, π) to be the argument of the normal vector to D and
r = 0. Note that the Cartesian equation of D writes

x cos θ + y sin θ = r, x, y ∈ R. (11.1.1)

The mapping ∆ associating to each (r, θ) ∈ R × [0, π) the line with the above
Cartesian equation, called line parameterization, is clearly bijective.

Lemma 11.1.1. Let ∆ be the mapping associating to each (r, θ) ∈ R× [0, π) the
line with the Cartesian equation (11.1.1). Let F ′

(
R2
)

be the set of non-empty
closed subsets of R2 with the Fell sub-topology.

(i) The mapping ∆ : R× [0, π)→ F ′
(
R2
)

is measurable.

(ii) Moreover, for all relatively compact H ⊂ F ′
(
R2
)
, ∆−1 (H) is relatively

compact.

Proof. (i) By Proposition 9.1.9, it is enough to prove the measurability of
∆−1 (FK) for all compact K. Observe first that FK is compact by Propo-
sition 9.1.7(i). Then ∆−1 (FK) is compact; cf. [73, Lemma 2.16]. (ii) Let

457
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H ⊂ F ′
(
R2
)

be relatively compact. By Proposition 9.1.6(iv), there is some

compact K such that H̄ ⊂ FK . Then ∆−1 (H) ⊂ ∆−1
(
H̄
)
⊂ ∆−1 (FK) which

implies that ∆−1 (H) is relatively compact.

Definition 11.1.2. For any point process Φ =
∑
n∈Z δ(rn,θn) on R× [0, π), the

image of Φ by ∆, which is by Definition 2.2.8 Φ∆ = Φ ◦∆−1 =
∑
n∈Z δ∆(rn,θn),

is a point process on F ′
(
R2
)

concentrated on the set of straight lines in R2. Φ∆

is called a line process with underlying point process Φ on R× [0, π).

The mean measure of a line process Φ∆ is given by

MΦ∆ (FK) = MΦ ◦∆−1 (FK)

=

∫
R×[0,π)

1
{

(r, θ) ∈ ∆−1 (FK)
}
MΦ (dr × dθ)

=

∫
R×[0,π)

1 {∆ (r, θ) ∩K 6= ∅}MΦ (dr × dθ) . (11.1.2)

11.1.2 Stationarity

The above line parameterization ∆ depends on the origin of the coordinate
system. Changing this origin is equivalent to make a translation in R2. For a
line process Φ∆ to be stationary, its distribution PΦ∆

should be invariant under
translations in R2.

A translation in R2 is characterized by its vector u which may be represented
in the complex plane as

u = ρeiϕ, for some ρ ∈ R, ϕ ∈ [0, π) .

Note that the translation of a line ∆ (r, θ) does not modify the angle θ whereas
the distance between the origin and the line is changed to r+ρ cos (ϕ− θ). Thus
a translation acts as a mapping from the cylinder R× [0, π) to itself defined as
follows

(r, θ) 7→ (r + ρ cos (ϕ− θ) , θ)
and called a cylinder shear .

Therefore, for a line process Φ∆ to be stationary, the distribution of the
underlying point process Φ on R × [0, π) should be invariant with respect to
cylinder shears.

Proposition 11.1.3.

(i) Let G be a finite measure on [0, π), then the measure dr × G (dθ) on
R× [0, π) is invariant with respect to cylinder shears.

(ii) Let µ be a locally finite measure on R × [0, π) invariant with respect to
cylinder shears, then there exists a finite measure G on [0, π), such that

µ (dr × dθ) = dr ×G (dθ) . (11.1.3)
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Proof. (i) For all measurable mappings f : R× [0, π)→ R+, and all ρ ∈ R, ϕ ∈
[0, π), ∫

R×[0,π)

f (r + ρ cos (ϕ− θ) , θ) dr ×G (dθ)

=

∫
[0,π)

(∫
R
f (r + ρ cos (ϕ− θ) , θ) dr

)
G (dθ)

=

∫
[0,π)

(∫
R
f (v, θ) dv

)
G (dθ)

=

∫
R×[0,π)

f (r, θ) dr ×G (dθ) ,

where the second equality uses the change of variable v := r+ ρ cos (ϕ− θ). (ii)
Cf. [31, Lemma 15.3.I].

Corollary 11.1.4. Consider a line process Φ∆ such that:

(i) PΦ∆
is invariant under translations in R2;

(ii) and the mean measure MΦ of the underlying point process Φ on R× [0, π)
is locally finite.

Then MΦ is in the form (11.1.3).

Definition 11.1.5. A line process Φ∆ is said to be stationary if it satisfies
Properties (i) and (ii) of Corollary 11.1.4.

Example 11.1.6. Let Φ =
∑
n∈Z δ(rn,θn) be a Poisson point process on R ×

[0, π) with intensity measure of the form (11.1.3). Equivalently Φ is an i.i.d.
marked stationary Poisson point process with intensity λ = G([0, π)) and mark
distribution G(dθ)/G([0, π)). Then Φ∆ =

∑
n∈Z δ∆(rn,θn) is a Poisson point

process on F ′
(
R2
)

with intensity measure (11.1.2) called a Poisson line process.

In order to prove that Φ∆ is Poisson, it is enough to show that MΦ ◦∆−1 is
locally finite and invoke Proposition 2.2.9. Indeed, for any K ∈ K

(
R2
)
, there

exists some R ∈ R+ such that K ⊂ B (0, R), then starting from (11.1.2)

MΦ ◦∆−1 (FK) =

∫
R×[0,π)

1 {∆ (r, θ) ∩K 6= ∅}dr ×G (dθ)

≤
∫
R×[0,π)

1 {∆ (r, θ) ∩B (0, R) 6= ∅} dr ×G (dθ)

=

∫
R×[0,π)

1 {|r| < R} dr ×G (dθ)

= 2RG ([0, π)) <∞.
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11.1.3 Associated random measures

Proposition 11.1.7. Let Φ∆ =
∑
n∈Z δ∆(rn,θn) be a stationary line process

such that MΦ has the form (11.1.3). Then

Φ̃ (B) =
∑
n∈Z

`1 (∆ (rn, θn) ∩B) , B ∈ B
(
R2
)

defines a stationary random measure on R2 called a line measure. Its intensity
equals G ([0, π)).

Proof. Note first, that for any ω ∈ Ω, Φ̃ (ω) (·) is a countable sum of measures,
thus it is a measure. For each B ∈ B

(
R2
)
, the mapping R×[0, π)→ R+; (r, θ) 7→

`1 (∆ (r, θ) ∩B) is measurable. Then by Theorem 1.2.5, Φ̃ (B) is a well defined
random variable. Campbell’s averaging formula (1.2.2) implies

E
[
Φ̃ (B)

]
=

∫
R×[0,π)

`1 (∆ (r, θ) ∩B)MΦ (dr × dθ)

=

∫
[0,π)

(∫
R
`1 (∆ (r, θ) ∩B) dr

)
G (dθ)

=

∫
[0,π)

`2 (B)G (dθ) = `2 (B)G ([0, π)) . (11.1.4)

When B ∈ Bc

(
R2
)
, the above quantity is finite, then Φ̃ (B) is almost surely

finite. Thus, the measure Φ̃ (ω) (·) is locally finite for almost all ω ∈ Ω. Then Φ̃
is a random measure on R2 by Proposition 1.1.7. The stationarity of Φ̃ follows
from that of the line process Φ∆. Indeed, for all B ∈ B

(
R2
)
,

Φ̃ (B + t) =
∑
n∈Z

`1 (∆ (rn, θn) ∩ (B + t)) =
∑
n∈Z

`1 ((∆ (rn, θn)− t) ∩B) .

Since
∑
n∈Z δ∆(rn,θn)−t has the same distribution as Φ∆ =

∑
n∈Z δ∆(rn,θn), then,

for all B1, . . . , Bj ∈ B
(
R2
)
,
(

Φ̃ (B1 + t) , . . . , Φ̃ (Bj + t)
)

has the same distribu-

tion as
(

Φ̃ (B1) , . . . , Φ̃ (Bj)
)

. This implies that Φ̃ is stationary. The intensity

of Φ̃ is deduced from Equation (11.1.4).

The above proposition justifies the following definition.

Definition 11.1.8. Let Φ∆ be a stationary line process such that MΦ has the
form (11.1.3). Then

λ = G ([0, π)) and Q (dθ) =
G (dθ)

λ
on [0, π)

are respectively called the intensity and the directional distribution of Φ∆. If
Q (dθ) = dθ

π , then Φ∆ is an isotropic line process.
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Proposition 11.1.9. Let Φ∆ be an isotropic line process. Then its distribution
as well as that of the corresponding line measure Φ̃ are invariant with respect to
rotations.

Proof. Cf. [73, Proposition 2.2].

Proposition 11.1.10. Let Φ∆ be a stationary line process in R2 with inten-
sity λ and directional distribution Q. Let V be a line in R2 with parameters
(rV , θV ) ∈ R × [0, π), and let ΦV be the point process on V counting its inter-
sections with Φ∆.

(i) Then ΦV is a stationary point process on V with intensity

λV = λ

∫
[0,π)

|sin (θV − θ)|Q(dθ). (11.1.5)

(ii) If moreover Φ∆ is Poisson, then so is ΦV .

(iii) If the line process Φ∆ is isotropic, then

λV =
2λ

π
.

Proof. (i) Let Φ =
∑
n∈Z δ(rn,θn) be the underlying point process in R× [0, π),

so that Φ∆ =
∑
n∈Z δ∆(rn,θn). Observe that

E [Φ {(rV , θV )}] =

∫
R×[0,π)

1 {r = rV }1 {θ = θV }MΦ (dr × dθ)

= λ

∫
R×[0,π)

1 {r = rV }1 {θ = θV }dr ×Q (dθ)

= λ

∫
[0,π)

(∫
R

1 {r = rV }dr

)
1 {θ = θV }Q (dθ) = 0.

Then almost surely Φ {(rV , θV )} = 0, which implies Φ∆ {V } = 0. Then the
atoms of Φ∆ are almost surely different from V . Thus

ΦV =
∑
n∈Z

1 {∆ (rn, θn) ∩ V 6= ∅} δ∆(rn,θn)∩V .

We may assume without loss of generality that rV = 0. Then the algebraic
distance from the coordinate origin to the intersection ∆ (r, θ) ∩ V equals

u (r, θ) =
r

|cos (θV − θ − π/2)| =
r

|sin (θV − θ)|
.

Let

u = R× [0, π)→ R ∪ {iR} ; (r, θ) 7→
{ r
|sin(θV −θ)| θV 6= θ

r × i θV = θ,
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where i is the imaginary unit. Clearly, u is measurable. Moreover, u−1 of a
bounded set is bounded. Thus, then image of Φ by u given in Definition 2.2.8;
that is

Φ ◦ u−1 =
∑
n∈Z

δu(rn,θn)

is a point process in R ∪ {iR}. Identifying V with the real set R, we may write

ΦV =
∑
n∈Z

1 {u (rn, θn) ∈ R} δu(rn,θn),

which is a thinned version of Φ◦u−1, then ΦV is a point process in V . Campbell’s
averaging formula (1.2.2) implies

E [ΦV (B)] =

∫
R×[0,π)

1 {∆ (r, θ) ∩B 6= ∅}MΦ (dr × dθ)

= λ

∫
[0,π)

(∫
R

1 {∆ (r, θ) ∩B 6= ∅}dr

)
Q (dθ)

= λ

∫
[0,π)

(
|sin (θV − θ)|

∫
R

1 {x ∈ B} dx

)
Q (dθ)

= λ

∫
[0,π)

(
|sin (θV − θ)| `1 (B)

)
Q (dθ) = λV `

1 (B) ,

where the third equality is due to the change of variable r → x = r
|sin(θV −θ)| and

where λV is given by Equation (11.1.5). (ii) Observe that Φ ◦ u−1 is Poisson
by Proposition 2.2.9. Since ΦV is a thinning of Φ ◦ u−1, then ΦV is Poisson by
Proposition 2.2.6. (iii) If the line process Φ∆ is isotropic, then Equation (11.1.5)
gives

λV =
λ

π

∫
[0,π)

|sin (θV − θ)|dθ =
2λ

π
.

Proposition 11.1.11. Let Φ∆ be a stationary line process in R2 with intensity
λ and directional distribution Q. Let B be a closed bounded convex set in R2,
and let Y (B) be the number of distinct lines of Φ∆ intersecting B. If the line
process is isotropic, then

E[Y (B)] =
λL(B)

π
,

where L(B) is the perimeter of B.

Proof. Cf. [31, Proposition 15.3.IV].

Proposition 11.1.12. Let Φ =
∑
n∈Z δdn be a simple and stationary line

process on R2 with finite intensity λ and directional distribution Q. For all
m,n ∈ Z, with m 6= n, let vm,n be the intersection of dm and dn. Then
Φ0 =

∑
m,n∈Z 1 {vm,n 6= ∅} δvm,n is a stationary point process on R2. If more-

over Φ is Poisson, then Φ0 has a finite intensity.
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Proof. For all ω ∈ Ω, Φ0 (ω) (·) is a countable sum of measures, thus it is a
measure on R2. The measurability of the map ω 7→ Φ0 (ω) follows from the
measurability of the intersection in the Fell topology [87, Theorem 12.2.6]. Let
B be a square in R2 and let Y (B) be the number of distinct lines of Φ intersecting
B. Clearly,

Φ0 (B) ≤ Y (B)2.

On the other hand, Y (B) is smaller than the number of lines of Φ intersecting
the sides of the square B. Moreover, by Proposition 11.1.10(i), the expectation
of this number is smaller than L(B)λπ, where L(B) is the perimeter of B. Thus

E[Y (B)] ≤ L(B)λπ <∞.

Then P-almost surely, Y (B) <∞, and therefore Φ0 (B) <∞. Thus, for almost
all ω ∈ Ω, Φ0 (ω) (·) is locally finite, i.e., Φ0 is a point process on R2. Observe
that

StΦ0 =
∑
m,n∈Z

1 {vm,n 6= ∅} δvm,n−t

=
∑
m,n∈Z

1 {(dm − t) ∩ (dn − t) 6= ∅} δ(dm−t)∩(dn−t).

The stationarity of Φ0 then follows from that of Φ. Let us now show that if Φ
is a stationary Poisson line process, then Φ0 cannot have an infinite intensity.
Let B be a square in R2 and let Y (B) be the number of distinct lines of Φ
intersecting B. If Φ is Poisson, then Y (B) is a sum of Poisson random variables
by Proposition 11.1.10(ii). Thus E [Φ0 (B)] ≤ E

[
Y (B)2

]
<∞ since the variance

of a Poisson random variable with finite mean is finite.

Note that Φ0 defined in Proposition 11.1.12 may be the null measure. For
instance, if Q = δ0, then all the lines of Φ are parallel, thus Φ0 = 0. The
intensity of Φ0 will be further discussed in Subsection 11.2.2.

Note also that Φ0 is not a homogeneous Poisson point process (there is an
infinite number of points on some lines; cf. Exercise 4.6.1).

11.2 Planar tessellations

11.2.1 Voronoi tessellation

Let Φ2 be a simple stationary and ergodic point process on R2 with intensity
λ2 ∈ R∗+ (the choice of the index 2 will become clear later). Recall that the
Voronoi cell of each x ∈ R2 is defined by Equation (6.2.2); that is

Ṽ (x,Φ2) =

{
y ∈ R2 : |y − x| ≤ inf

Z∈Φ2

|y − Z|
}
,

which is a convex closed set. Observe that y ∈ Ṽ (x,Φ2) iff Φ2 (B (y, |y − x|)) =
0.
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By Corollary 8.3.8, P-almost surely, for all X ∈ Φ2, Ṽ (X,Φ2) is a bounded
polygon in R2, then it has well defined edges (which are indeed segments) and
well defined vertices. Let Φ0 and Φ1 be the point processes whose atoms are
respectively the vertices and edge centers of the Voronoi cells of Φ2; (the mea-
surability of the maps ω 7→ Φ0 (ω) and ω 7→ Φ1 (ω) needs to be proved; cf. Ex-
ercise 11.3.4). The subscripts of these processes are chosen relatively to the
dimension of the objects they are counting: Φ2 counts the Voronoi cells of
dimension 2, Φ1 counts the segments of dimension 1, and Φ0 the vertices of
dimension 0. Each Φk is a stationary simple point process on R2 with intensity
denoted by λk ∈ R∗+ (k ∈ {0, 1, 2}).
Lemma 11.2.1. Let Φ2 be a simple stationary point process on R2 with intensity
λ2 ∈ R∗+, let Φ0 and Φ1 be the point processes whose atoms are respectively the
vertices and edge centers of the Voronoi cells of Φ2, and let λ0 and λ1 be their
respective intensities. Then

2λ1 = λ2E
0
2 [M ] , (11.2.1)

where E0
2 is the expectation with respect to the Palm probability of Φ2, and

M := Φ1

(
Ṽ (0,Φ2)

)
. If moreover, P-almost surely, there are no 4 points of Φ2

lying on a circle of R2, then

3λ0 = λ2E
0
2 [M ] . (11.2.2)

Proof. Applying Corollary 6.3.21 with f ≡ 1 we get

λ2E
0
2

[
Φ1

(
Ṽ (0,Φ2)

)]
= λ1E

0
1

[∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}

Φ2 (dx)

]
.

Under P0
1, there are two Voronoi cells of Φ2 having the origin on their edge,

then the expectation in the right-hand side of the above equation equals 2. This
proves (11.2.1). Applying again Corollary 6.3.21 for the point processes Φ0 and
Φ2 with f ≡ 1 we get

λ2E
0
2

[
Φ0

(
Ṽ (0,Φ2)

)]
= λ0E

0
0

[∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}

Φ2 (dx)

]
.

Since for all X ∈ Φ2, Ṽ (X,Φ2) is a bounded polygon in R2, it has an equal num-
ber of edges and vertices, then the left-hand side of the above equation equals
λ2E

0
2 [M ]. The points of Φ0 are the locations of space which are equidistant to

three (or more) points of Φ2. Assume that P-almost surely, there are no 4 points
of Φ2 lying on a circle of R2. Then all points of Φ0 are almost surely equidistant
to exactly three points of Φ2. Thus, under P0

0, there are three Voronoi cells of
Φ2 having the origin as vertex, then the expectation in the right-hand side of
the above equality equals 3. This proves (11.2.2).

Alternative proof of Lemma 11.2.1. Define a directed bipartite graph with a di-
rected edge from each X ∈ Φ2 to all points of Φ1 in the Voronoi cell Ṽ (X,Φ2).
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This graph is translation invariant. We get (11.2.1) from the mass transport
formula (6.1.19). We get (11.2.2) in the same way when considering the directed
bipartite graph with a directed edge from each X ∈ Φ2 to all points of Φ0 in
the Voronoi cell Ṽ (X,Φ2).

Remark 11.2.2. Observe that P-almost surely, there are no 4 points of a ho-
mogeneous Poisson process lying on a circle of R2; cf. Exercise 11.3.1.

Theorem 11.2.3. Mean value formulas for planar Voronoi tessellations. Under
the conditions of Lemma 11.2.1; and assuming that, almost surely, there are no
4 points of Φ2 lying on a circle of R2, then E0

2 [M ] = 6
λ0 = 2λ2

λ1 = 3λ2,

with λ2 = λ.

Proof. We apply Corollary 6.3.21 for the point processes Φ0 and Φ2 with

f (x, ω) = 1
{

0 ∈ Φ2, x ∈ Φ0, x ∈ Ṽ (0,Φ2)
}
α (x) ,

where α (x) is the internal angle at the vertex x of the Voronoi cell Ṽ (0,Φ2).
Then

λ2E
0
2

[∫
Ṽ (0,Φ2)

f (x, ω) Φ1 (dx)

]

= λ0E
0
0

[∫
Rd

1
{

0 ∈ Ṽ (x,Φ2)
}
f (−x, θxω) Φ2 (dx)

]
.

Observe that the integral in the left-hand side of the above equation is the
sum of internal angles of a polygon having M vertices; that is (M − 2)π. The
integral in the right-hand side is the sum of internal angles seen from 0; that is
2π. Thus

λ2E
0
2 [M ]− 2λ2 = 2λ0.

Thus, using Lemma 11.2.1, we get λ0 = 1
3λ2E

0
2 [M ]

λ1 = 1
2λ2E

0
2 [M ]

λ2E
0
2 [M ]− 2λ2 = 2λ0.

Solving the above system, we get the stated result.

Alternative proof of Theorem 11.2.3. For any finite planar graph in the plane
without any edge intersections, Euler’s formula states that

v − e+ f = 2,
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where v is the number of vertices, e is the number of edges and f is the number
of faces (regions bounded by edges, including the outer, infinitely large region).
Then

λ0 − λ1 + λ2 = 0. (11.2.3)

Thus, using Lemma 11.2.1, we get λ0 = 1
3λ2E

0
2 [M ]

λ1 = 1
2λ2E

0
2 [M ]

λ1 − λ0 = λ2.

Solving the above system, we get the stated result.

11.2.2 Crofton tessellation

The Crofton tessellation features a simple and stationary line process on R2

Φ =
∑
n∈Z

δdn .

One sees Z =
⋃
n∈Zdn as a planar random graph of R2 with vertices the inter-

sections of the lines of Φ and edges the segments of Z connecting these vertices.
Let {vm}m∈Z be the set of vertices of this graph (this is the support of the point
process Φ0 introduced in Proposition 11.1.12), {Sn}n∈Z be the set of its edges,
which are subsets of the lines of Φ, and {Cp}p∈Z be the set of its 2-dimensional
facets, which are closed convex sets of R2. Let

Φ0 =
∑
m∈Z

δvm , Φ1 =
∑
n∈Z

δSn , Φ2 =
∑
p∈Z

δCp

be the associated point processes when they exist.
For studying this graph, we assume that

1. Φ0 is a θt-compatible point process on R2 with positive and finite intensity
λ0, and

2. Φ1 (resp. Φ2) is a θt-compatible point process on F ′
(
R2
)

with locally finite
and non-zero mean measure Λ1 (resp. Λ2) having its support concentrated
on the space of compact segments (resp. of compact and convex sets) of
R2.

Under these assumptions, denote by Φ̃k the point process on R2 of centers
(cf. Definition 10.2.8) of Φk and by λk its intensity, k = 1, 2. From Proposi-
tion 10.2.10, λ1 and λ2 are positive and finite. It also follows from this propo-
sition that the point process Φ̃1 has the centered segments {Sn − σ(Sn)}n∈Z as
marks, whereas the point process Φ̃2 has the centered compact and convex sets
{Cp − σ(Cp)}p∈Z as marks. The latter are the Crofton cells of the line process
Φ. See Figure 11.1.
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Figure 11.1: Crofton cells on R2.

Example 11.2.4. Let us now check the above assumptions in the case when the
line process is moreover Poisson, provided Φ0 is not the empty measure. Indeed,
it was shown in Proposition 11.1.12 that in this case, Φ0 is a stationary point
process with finite intensity λ0. We will assume without proof that the maps
ω 7→ Φ1 (ω) and ω 7→ Φ2 (ω) are measurable (cf. Exercise 11.3.4 for a similar
question).

The fact that Φ2 is locally finite in this case follows from the inequality

Φ2(FK) ≤ 2Φ(FK),

which holds for all compacts K of R2 (there are no more cells hitting K than
ways to be on either side of each line hitting K). This counting measure is ob-
viously compatible with the translations of Φ0. The fact that the mean measure
of Φ2 is also locally finite follows from the above bound together with the prop-
erty that the number of random lines that hit K, Φ(FK), is a Poisson random
variable. The assumption that Φ0 is not the empty measure implies that Q is
not concentrated on a single atom. This in turm implies that each cell is a.s.
compact.

The fact that Φ1 is locally finite in the Poisson case is based on similar ideas
and leverage the fact that the number of segments hitting K is bounded above by
the square of the number of lines hitting K.

Below, we also assume that P-a.s., no three lines of Φ have a common
intersection point.
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Let M be the number of edges of the 2-dimensional facet containing 0. Let
E0

2 denote the expectation with respect to the Palm probability of Φ̃2. Define
a directed graph with a directed edge from each 2-dimensional facet X ∈ Φ̃2 to
to all points of Φ̃1 on the edges of X. This graph is translation invariant. From
the mass transport formula (6.1.19),

2λ1 = λ2E
0
2 [M ] .

Define now a directed graph with a directed edge from each X ∈ Φ̃2 to all his
vertices in Φ0. Applying again the mass transport formula (6.1.19), and using
the fact that each vertex has a.s. degree 4, we get

4λ0 = λ2E
0
2 [M ] .

Combining the above two results with Euler’s formula (11.2.3), we get λ0 = 1
4λ2E

0
2 [M ]

λ1 = 1
2λ2E

0
2 [M ]

λ1 − λ0 = λ2.

Solving the above system, we get E0
2 [M ] = 4

λ1 = 2λ0

λ2 = λ0.

In the isotropic case, a second factorial moment measure argument gives

λ0 =
1

|B(0, 1)|E [Φ0 (B(0, 1))]

=
1

π
E

[∑
m∈Z

1 {vm ∈ B(0, 1)}
]

=
1

π
E

 ∑
k,n∈Z,k 6=n

1 {dn ∩B(0, 1) 6= ∅}1 {dk ∩B(0, 1) 6= ∅}


=

1

π

∫
R×[0,π)

∫
R×[0,π)

1 {r1 ≤ 1}1 {r2 ≤ 1}λdr1λdr2
dθ1

π

dθ2

π

=
λ2

π
,

with λ the intensity of the isotropic line process and the second equality is due
to (2.3.18).

11.3 Exercises

Exercise 11.3.1. Prove that P-almost surely, there are no 4 points of a homo-
geneous Poisson process lying on a circle of R2.
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Solution 11.3.1. The argument follows in the same lines as the proof of Lemma 6.2.6.

P
(
{∃ (X1, . . . , X4) ∈ Φ(4) lying on a circle}

)
≤ E[card({(X1, . . . , X4) ∈ Φ(4) lying on a circle})]

= E

[∫
(R2)4

1{(x1, . . . , x4) ∈
(
R2
)(4)

lies on a circle}Φ (dx1) . . .Φ (dx4)

]

= λE0

[∫
(R2)4

1{(x1, x2, x3, x) ∈
(
R2
)(4)

lies on a circle} (Φ ◦ θ−x) (dx1) . . . (Φ ◦ θ−x) (dx3) dx

]

= λ

∫
R2

E0

[∫
(R2)3

1{(y1, y2, y3) ∈
(
R2
)(3)

lies on a circle}Φ (dy1) . . .Φ (dy3)

]
dx

= λ

∫
R2

E

[∫
(R2)3

1{(y1, y2, y3) ∈
(
R2
)(3)

lies on a circle}Φ (dy1) . . .Φ (dy3)

]
dx,

where the third line is due to the C-L-M-M theorem 6.1.28, for the fourth line
we make the change of variable xi → yi = xi − x, and the fifth line is due to
Slivnyak theorem 6.1.31(iii). By the same arguments, we have

E

[∫
(R2)3

1{(y1, y2, y3, 0) ∈
(
R2
)(4)

lies on a circle}Φ (dy1) . . .Φ (dy3)

]

= λE0

[∫
(R2)3

1{(y1, y2, y3, 0) ∈
(
R2
)(4)

lies on a circle} (Φ ◦ θ−y) (dy1) (Φ ◦ θ−y) (dy2) dy

]

= λ

∫
R2

E0

[∫
(R2)2

1{(z1, z2, 0,−y) ∈
(
R2
)(4)

lies on a circle}Φ (dz1) Φ (dz2)

]
dy

= λ

∫
R2

E

[∫
(R2)2

1{(z1, z2, 0,−y) ∈
(
R2
)(4)

lies on a circle}Φ (dz1) Φ (dz2)

]
dy.

Again, for any y ∈ R2,

E

[∫
(R2)2

1{(z1, z2, 0,−y) ∈
(
R2
)(4)

lies on a circle}Φ (dz1) Φ (dz2)

]

= λE0

[∫
(R2)2

1{(z1, z, 0,−y) ∈
(
R2
)(4)

lies on a circle} (Φ ◦ θ−z) (dz1) dz

]

= λ

∫
R2

E0

[∫
R2

1{(t, 0,−z,−y − z) ∈
(
R2
)(4)

lies on a circle}Φ (dt)

]
dz

= λ

∫
R2

E

[∫
R2

1{(t, 0,−z,−y − z) ∈
(
R2
)(4)

lies on a circle}Φ (dt)

]
dz

= λ

∫
R2

λ

[∫
R2

1{(t, 0,−z,−y − z) ∈
(
R2
)(4)

lies on a circle}dt
]

dz = 0.



470 CHAPTER 11. LINE PROCESSES AND TESSELLATIONS

Exercise 11.3.2. Mean Voronoi edge length per unit area. Let Φ =
∑
n∈Z δXn

be a stationary point process in R2 with intensity λ ∈ R∗+. Let Φf =
∑
n∈Z δsn

and Φ1 =
∑
n∈Z δYn denote the point processes of edges and edge centers respec-

tively of the Voronoi tessellation of Φ (Yn is the center of the segment sn). Let
λ1 be the intensity of Φ1. For all B ∈ B

(
R2
)
, let

L(B) = E

[∑
n∈Z

`1(sn ∩B)

]
, M(B) = E

[∑
n∈Z

1 {Yn ∈ B} `1(sn)

]
.

The expectation with respect to the Palm probability of Φ and Φ1 are denoted
respectively by E0 and E0

1.

1. Comment on the differences between∑
n∈Z

`1(sn ∩B)

and ∑
n∈Z

1 {Yn ∈ B} `1(sn).

Show that the sequence {sn−Yn}n∈Z is a sequence of compatible marks of
Φ1 with values in K′0

(
R2
)

and use this to evaluate M(B).

2. Show that L(B) is a translation invariant measure on R2.

3. Show that L(B) = λ1`
2(B)E0

1[`1(s0)]. Comment the result.

Solution 11.3.2.

1. In
∑
n∈Z `

1(sn ∩ B) the lengths of certain parts of the segments sn are
added up; this may include parts of segments whose center is not in B. In∑
n∈Z 1 {Yn ∈ B} `1(sn), only whole segment lengths are added up, with

as condition for counting them the fact that the location of their center be
in B.

Note that Φf =
∑
n∈Z δsn is a stationary set process, then {sn − Yn}n∈Z

are compatible marks of Φ1 by Proposition 10.2.10. Then it follows from
Proposition 7.2.4, that

M(B) = E

[∑
n∈Z

1 {Yn ∈ B} `1(sn)

]
= λ1`2(B)E0

1[`1(s0)].

2. Let
Φ̃ (ω) (B) =

∑
n∈Z

`1(sn ∩B).

Note first, that for any ω ∈ Ω, Φ̃ (ω) (·) is a countable sum of measures,

thus it is a measure. L(·) = E
[
Φ̃ (·)

]
inherits the property of finite addi-

tivity from that of Φ̃, moreover, if the sequence of Borel sets Bn ↑ B, then
by monotone convergence L (Bn) ↑ L (B). Then L(·) is a measure on R2.



11.3. EXERCISES 471

Observe that, for all B ∈ B
(
R2
)
,

Φ̃ (B + t) =
∑
n∈Z

`1(sn ∩ (B + t)) =
∑
n∈Z

`1 ((sn − t) ∩B) .

Since Φf is stationary, then E
[
Φ̃ (B + t)

]
= E

[
Φ̃ (B)

]
, thus L(·) is trans-

lation invariant.

3. Let Zn = sn − Yn and

g (Yn, Zn) = `1((Yn + Zn) ∩B).

Then, by Proposition 7.2.4

L(B) = E

[∑
n∈Z

g(Yn, Zn)

]

= λ1

∫
R2

E0
1[g(y, Z0)]dy

= λ1E
0
1

[∫
R2

`1((y + Z0) ∩B)dy

]
= λ1E

0
1

[∫
R2

(∫
Z0

1 {y + t ∈ B} dt

)
dy

]
= λ1E

0
1

[∫
Z0

(∫
R2

1 {y + t ∈ B} dy

)
dt

]
= λ1`

2(B)E0
1[`1(s0)].

So

E

[∑
n∈Z

`1(sn ∩B)

]
= E

[∑
n∈Z

1 {Yn ∈ B} `1(sn)

]
,

which shows that the differences between these two sums which were stressed
in 1 compensate in mean.

Exercise 11.3.3. Mean perimeter of the typical Voronoi cell. The setting is
the same as in Exercise 11.3.2. Assume moreover that P-almost surely, there
are no 4 points of Φ lying on a circle of R2. Let V = V (Φ) denote the virtual
cell w.r.t. Φ defined by (6.2.1). Under P0, the perimeter of the Voronoi cell of
0 is defined by

U(V ) =
∑
Yn∈Φ1

1Yn∈V `
1(sn).

It was proved in Theorem 11.2.3 that the mean number of edges of the typical
Voronoi cell is 6. Hence, it ought to be true that E0[U(V )] = 6`1(s) with `1(s)
the “mean edge length”. The aim of this exercise is to make this statement
precise by proving that

E0[U(V )] = 6E0
1[`1(s0)]. (11.3.1)
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Solution 11.3.3. The mean number of points of Φ1 which are on the topolog-
ical boundary of V is positive. Hence we cannot apply Neveu’s formula (6.3.4)
(which would erroneously give that E0[U(V )] = 3E0

1[l1(s0)]). Rather than this,
we use the mass transport formula (6.1.16) with Φ and Φ′ = Φ1, and with

g(y, ω) = 1y∈V (Φ(ω))`
1(s ◦ θy),

which gives

λE0[U(V )] = λ1E
0
1

[∫
Rd
`1(s0)1−x∈V (Φ(θxω))Φ(dx)

]
= λ1E

0
1

[
`1(s0) card ({Xn ∈ Φ : −Xn ∈ V (Φ(θXn))})

]
= λ1E

0
1

[
`1(s0) card

(
{Xn ∈ Φ : 0 ∈ Ṽ (Xn)}

)]
.

where the last equality is due to (6.2.3) with Ṽ (Xn) being the Voronoi cell
associated to Xn. From the foregoing assumptions, the cardinality in the last
equation is 2 a.s. Hence

E0[U(V )] = 2
λ1

λ
E0

1

[
`1(s0)

]
,

which concludes the proof since λ1 = 3λ by Theorem 11.2.3.

Exercise 11.3.4. Planar Voronoi tessellation; Measurability. Let Φ2 be a sim-
ple stationary and ergodic point process on R2 with intensity λ2 ∈ R∗+. Prove
the measurability of the maps ω 7→ Φ0 (ω) and ω 7→ Φ1 (ω) counting respec-
tively the vertices and the edge centers of the Voronoi cells associated to Φ2;
cf. Section 11.2.1.

Solution 11.3.4. A vertex of the Voronoi tessellation may be characterized as
follows. For all 3-tuples of points of Φ2 which are not aligned, let D denote their
circumscribed circle. The center of D is an atom of Φ0 iff the interior of this
disc does not contain any point of Φ2. All the operations in this construction
are measurable. This proves that the map ω 7→ Φ0 (ω) is measurable.

The edge centers of the Voronoi cells may be characterized as follows. For
any pair of points (X,Y ) of Φ2, consider their middle point I. Then I is an
atom of Φ1 iff I belongs to the Voronoi cells of X and Y . Again the operations
in this construction are measurable. Then the map ω 7→ Φ1 (ω) is measurable.

Exercise 11.3.5. Voronoi-protected shot-noise [3] Let Φ be some homogoneous
Poisson point processes on R2 with intensity λ. Let l be some nonnegative
function from R+ to R+. The Voronoi-protected shot-noise is the value at the
origin of the shot-noise created by all points of Φ outside the cell containing the
origin for the reponse function l, that is

J =
∑

X∈Φ\X∗
l(||X||),
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where X∗ is the point of Φ that is the closest to the origin. Give an integral
expression for the Laplace transform of J .

Assume now that the point process Φ is independently marked with i.i.d ex-
ponential marks of mean 1 and let

K =
∑

X∈Φ\X∗
FX l(||X||),

where FX is the exponential mark of X. Assume in addition that l(r) = r−β

for some β > 0. Give the conditions under which J is non-degenerate.
Give an integral expression for the c.d.f of the signal to protected shot noise

ratio FX∗ l(||X∗||)
K .

Solution 11.3.5. Conditionally on ||X∗|| = r, the point process Φ \ X∗ is a
non homogenous Poisson point process with intensity 0 in the ball of center 0
and radius r and λ outside this ball. Hence, it follows from the expression of
the Laplace transform of a Poisson point process that

E[e−sJ | ||X∗|| = r] = exp

(
−2πλ

∫ ∞
u=r

(1− e−sl(u))udu

)
.

Hence

E[e−sJ ] =

∫
R+

exp

(
−2πλ

∫ ∞
u=r

(1− e−sl(u))udu

)
exp

(
−πλr2

)
2πλrdr.

By the same argument applied to the independently marked Poisson point
process,

E[e−sK | ||X∗|| = r] = exp

(
−2πλ

∫ ∞
u=r

(
1− 1

1 + su−β

)
udu

)
.

It is easy to see that the random variable K is finite iff β > 2. Using the fact
that FX∗ is an independent exponential random variable, by a direct conditioning
argument, for all t ≥ 0,

P[FX∗ l(||X∗||) > tK] =

∫
R+

E[e−tr
βK | ||X∗|| = r] exp

(
−πλr2

)
2πλrdr

= exp

(
−2πλ

∫ ∞
u=r

(
1− 1

1 + trβu−β

)
udu

)
exp

(
−πλr2

)
2πλrdr

=
1

1 + ρ(t, β)
,

with

ρ(t, β) = t2/β
∫ ∞
t−2/β

1

1 + uβ/2
du,

So the c.d.f. at t is ρ(t, β)/(1 + ρ(t, β)) and does not depend on λ.
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Chapter 12

Complements

12.1 Strong Markov property of Poisson point
process

The strong Markov property of Poisson point process extends the following prop-
erty, which is a simple consequence of the independence property from its defi-
nition 2.1.1. Let Φ be a Poisson point process on a l.c.s.h. space G and consider
a measurable function f : M (G)→ R, then for any B ∈ Bc (G)

E[f(Φ)] = E[f(Φ|B + Φ′|Bc)], (12.1.1)

where Φ′ is an independent copy of Φ, Bc = G\B is the complementary of B,
and µ|B denotes the restriction of the measure µ to B; i.e. µ|B(·) = µ(· ∩B).

The strong Markov property says that the above statement holds when B
is not necessarily constant but a random stopping set with respect to Φ. This
latter notion can be formalized as follows.

Definition 12.1.1. Let Φ be a point process on a l.c.s.h. space G and let
S : M (G) → F (G) be a measurable function (M (G) and F (G) being equipped
with the σ-algebras M (G) and B (F (G)) respectively) with values in K (G).
Then the random compact set S (Φ) is called a stopping set with respect to Φ if
for any K ∈ K (G), the event {S(Φ) ⊂ K} is Φ|K-measurable, i.e.; belongs to
the σ-field generated by {Φ|K(B) : B ∈ Bc (G)}; that is

{S(Φ) ⊂ K} ∈ σ (Φ|K) , ∀K ∈ K (G) ,

where σ (Φ|K) is the σ-algebra generated by Φ|K .

In more simple words, S is a stopping set if one can say whether the event
{S(Φ) ⊂ K} holds or not knowing only the points of Φ in K.

Here is an example of a stopping set.

Example 12.1.2. n-th smallest random ball. Let Φ be a point process on a
l.c.s.h. space G and let x0 ∈ G be fixed. Consider some metric on G; cf.

475
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Section 1.1. Let Rn = Rn (Φ) be the distance from x0 to the n-th closest point
of Φ. Consider the random (closed) ball B̄(x0, Rn). In order to prove that
B̄(x0, Rn) is a stopping set let us perform the following mental experiment.
Given a realization of Φ and a compact set K, let us start ‘growing’ a ball
B̄(x0, r) centered at the origin increasing its radius r from x0 until the moment
when either (i) it accumulates n or more points or (ii) it hits the complement Kc

of K. If (i) happens, then B̄(x0, Rn) ⊂ K. If (ii) happens, then B̄(x0, Rn) ⊂ K.
In each of these cases, we have not used any information about points of Φ in
Kc; so B̄(x0, Rn) is a stopping set with respect to Φ.

The following result extends (12.1.1) to the case when B is a stopping set.

Theorem 12.1.3. Strong Markov property of Poisson point process. Let Φ be
a Poisson point processes on a l.c.s.h. space G and let S (Φ) be a stopping set
with respect to Φ. Then for all measurable functions f : M (G)→ R+

E[f(Φ)] = E[f((Φ|S(Φ)) ∪ (Φ′|S(Φ)c))],

where Φ′ is an independent copy of Φ.

Proof. The equality (12.1.1) shows that the Poisson point process Φ is a Markov
stochastic process; cf. [85, Example p.67]. Therefore, by [85, Theorem 4 p.92],
Φ possesses the strong Markov property with respect to all compact stopping
sets.

Remark 12.1.4. The strong Markov property of Poisson point processes on R+

is proved in [19, Theorem 1.1 p.370].

Example 12.1.5. Ordering the points of a Poisson point process according
to their distance. Let Φ be a Poisson point process on a l.c.s.h. space G with
intensity measure Λ and let x0 ∈ G be fixed. Consider some metric on G; cf.
Section 1.1. Let Rn = Rn (Φ) be the distance from x0 to the n-th closest point
of Φ. We assume that, P-almost surely, Φ has no two points equidistant from
x0 (which is the case for example when G = Rd and the intensity measure Λ
has a density with respect to the Lebesgue measure; cf. Exercise 3.5.4); so that
the sequence {Rn}n≥1 is strictly increasing. One can conclude from the strong
Markov property of the Poisson point process that this sequence is a Markov
process with transition probability

P{Rn > t|Rn−1 = s} =

{
e−Λ(B̄(x0,t))+Λ(B̄(x0,s)), if t > s ≥ 0,
1, if 0 ≤ t ≤ s.
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Chapter 13

Transforms of random
variables

13.A Random variables

We will consider random variables taking their values either in R, R+ or N. For
each case, a specific transform will be defined (characteristic function, Laplace
transform or generating function respectively) and we will give the relation
between the moments of the random variable and these transforms.

13.A.1 Characteristic function

Let X be a real-valued random variable. Its characteristic function is the func-
tion ΨX : R→ C defined by

ΨX (t) = E
[
eitX

]
, t ∈ R,

where i is the imaginary unit complex number. It is shown in [36, Theo-
rem XV.3.1 p.508] that the characteristic function of a random variable charac-
terizes its distribution; i.e., if two real-valued random variables X and Y have

the same characteristic function, then X
dist.
= Y .

Lemma 13.A.1. Let X be a real-valued random variable. Assume that E [|X|n] <
∞ for some n ∈ N∗. Then, the following results hold true.

(i) For all k ≤ n
Ψ

(k)
X (t) = ikE

[
XkeitX

]
, t ∈ R (13.A.1)

and in particular

E
[
Xk
]

=
Ψ

(k)
X (0)

ik
. (13.A.2)
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(ii) Moreover,

ΨX (t) = 1 +

n∑
k=1

E
[
Xk
]

k!
(it)

k
+
εn (t)

n!
tn, t ∈ R, (13.A.3)

where |εn (t)| ≤ 3E [|X|n] and limt→0 εn (t) = 0.

Proof. (i) Assume that E [|X|n] < ∞. Since, for all k ≤ n, |x|k ≤ 1 + |x|n,
∀x ∈ R we deduce that

E
[
|X|k

]
≤ 1 + E [|X|n] , ∀k ≤ n (13.A.4)

(we may alternatively invoke Lyapunov’s inequality E
[
|X|k

]1/k
≤ E [|X|n]

1/n
)

and therefore E
[
|X|k

]
<∞, ∀k ≤ n. We will prove (13.A.1) by induction on k.

By definition of the characteristic function, Equation (13.A.1) holds for k = 0.
Assume that Equation (13.A.1) holds true for some k ∈ {0, 1, . . . , n− 1}. Then,
for all h ∈ R,

Ψ(k)(t+ h)−Ψ(k) (t)

h
= ikE

[
XkeitX

eihX − 1

h

]
.

Note that limh→0
eihX−1

h = iX. Moreover,∣∣∣∣XkeitX
eihX − 1

h

∣∣∣∣ ≤ ∣∣∣∣Xk e
ihX − 1

h

∣∣∣∣ ≤ |X|k+1,

(which follows from |eia−1|2 = 2(1−cos a) ≤ a2) whose expectation is finite. It
follows from the dominated convergence theorem [11, Theorem 16.4 p.209] that

Ψ(k+1) (t) = lim
h→0

Ψ(k)(t+ h)−Ψ(k) (t)

h

= ikE

[
XkeitX lim

h→0

eihX − 1

h

]
= ik+1E[Xk+1eitX ],

which completes the proof of (13.A.2) by induction. (ii) We aim now to prove (13.A.3).
It follows from Taylor-Lagrange theorem, for x ∈ R,

eix = cosx+ i sinx =

n−1∑
k=0

(ix)k

k!
+

(ix)n

n!
[cos(axx) + i sin(bxx)] ,

for some ax, bx ∈ [−1, 1]. Therefore, for given t ∈ R,

eitX = 1 +

n−1∑
k=1

(itX)k

k!
+

(itX)n

n!
[cos(aXtX) + i sin(bXtX)]

= 1 +

n∑
k=1

(itX)k

k!
+

(itX)n

n!
[cos(aXtX) + i sin(bXtX)− 1] .
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Taking the expectation, we get

E[eitX ] = 1 +

n∑
k=1

E[Xk]

k!
(it)k +

εn (t)

n!
tn,

where
εn (t) = inE[Xn(cos(aXtX) + sin(bXtX)− 1)].

Clearly |εn (t) | ≤ 3E[|X|n]. Moreover, observe that limt→0X
n(cos(aXtX) + sin(bXtX)− 1) = 0,

|Xn(cos(aXtX) + sin(bXtX)− 1)| ≤ 3 |X|n ,
E [|X|n] <∞.

It follows from the dominated convergence theorem that limt→0 εn (t) = 0.

Remark 13.A.2. Bibliographic notes. Lemma 13.A.1 is proved in [89, Theo-
rem 1 p. 278].

Corollary 13.A.3. Let X be a real-valued random variable. If E [|Xn|] <∞ for
some n ∈ N∗, then ΨX is Cn (i.e., n times differentiable and its n-th derivative
is continuous) on R.

Proof. It follows from (13.A.1) that∣∣∣Ψ(k)
X (t)

∣∣∣ ≤ E
[∣∣Xk

∣∣] <∞, k ∈ {0, 1, . . . , n} , t ∈ R.

Then, ΨX is n times differentiable on R. Using (13.A.1) and the dominated

convergence theorem, it follows that Ψ
(n)
X is continuous on R. Then ΨX is Cn

on R.

A converse of the above Corollary is formulated in the following lemma.

Lemma 13.A.4. Let X be a real-valued random variable. If ΨX is 2k times
differentiable at 0 for some k ∈ N∗, then E

[
X2k

]
<∞.

Proof. Cf. [89, p. 278].

Example 13.A.5. Let X be an exponentially distributed random variable with
parameter λ. Its characteristic function is

ΨX (t) =
λ

λ− it
=

(
1− i

t

λ

)−1

=

∞∑
k=0

ik
tk

λk
.

Then, for all k ∈ N, ΨX is 2k times differentiable at 0, then E
[
X2k

]
< ∞ by

Lemma 13.A.4. Thus by (13.A.4), for all n ≤ 2k, E [Xn] < ∞ and it follows
from Lemma 13.A.1 that

E [Xn] =
n!

λn
.
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Definition 13.A.6. Real analytic function [59, Definition 1.1.3]. A function
f : R → C is said to be real analytic on U ⊂ R if it may be represented by a
convergent power series in the neighborhood of any x ∈ U .

Proposition 13.A.7. Infinite expansion of the characteristic function. Let X
be a real-valued random variable such that E [|X|n] < ∞ for all n ∈ N∗ and

let RΨX be the radius of convergence of the series z 7→
∞∑
n=1

E[Xn]
n! zn, called the

radius of convergence of the characteristic function. Then the following results
hold true.

(i)

RΨX =

[
e lim sup

n→∞

|E [Xn]|1/n
n

]−1

. (13.A.5)

Moreover,

lim sup
n→∞

|E [Xn]|1/n
n

= lim sup
n→∞

E [|X|n]
1/n

n
= lim sup

n→∞

E
[
X2n

] 1
2n

2n
.

(13.A.6)

(ii) If RΨX > 0, then

ΨX (t) = 1 +

∞∑
n=1

E [Xn]

n!
(it)

n
, t ∈ R, |t| < RΨX . (13.A.7)

(iii) If RΨX > 0, then ΨX is real analytic on R.

(iv) If RΨX > 0, then the distribution of X is characterized by its moments.
(That is, if Y is a real-valued random variable such that E [Y n] = E [Xn]

for all n ∈ N∗, then Y
dist.
= X.)

Proof. (i) By the Cauchy-Hadamard theorem [59, Lemma 1.1.6],

RΨX =

[
lim sup
n→∞

( |E [Xn]|
n!

)1/n
]−1

.

Using the Stirling’s equivalence formula n! ∼ nne−n
√

2πn, we get (n!)
1/n ∼ n/e

which combined with the above equality proves (13.A.5). Let

µn = E [Xn] , and νn = E [|X|n] , n ∈ N∗.

Since |µn| ≤ νn, then

lim sup
n→∞

|µn|
1
n

n
≤ lim sup

n→∞

ν
1
n
n

n
. (13.A.8)
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On the other hand, by Lyapunov’s inequality, E
[
|X|k

]1/k
≤ E [|X|n]

1/n
for any

k ≤ n. Then

ν
1

2n−1 .

2n−1 ≤ ν
1

2n
2n ≤ ν

1
2n+1 .

2n+1

Thus

lim sup
n→∞

ν
1

2n
2n

2n
= lim sup

n→∞

ν
1

2n+1

2n+1

2n+ 1
= lim sup

n→∞

ν
1
n
n

n
.

Therefore,

lim sup
n→∞

ν
1
n
n

n
= lim sup

n→∞

ν
1

2n
2n

2n
= lim sup

n→∞

µ
1

2n
2n

2n
≤ lim sup

n→∞

|µn|
1
n

n
. (13.A.9)

Combining (13.A.8) and (13.A.9) proves (13.A.6). (The above proof is from [81,
p.31].) (ii) By the Cauchy-Hadamard theorem and (13.A.6), the radius of con-

vergence of the series z 7→
∞∑
n=1

E[|X|n]
n! zn equals RΨX .Then for any t ∈ R such

that |t| < RΨX ,

lim
n→∞

E [|X|n]

n!
|t|n = 0. (13.A.10)

On the other hand, it follows from Lemma 13.A.1 that, for any n ∈ N∗,

ΨX (t) = 1 +

n−1∑
k=1

E
[
Xk
]

k!
(it)

k
+
εn (t)

n!
tn, t ∈ R,

where |εn (t)| ≤ 3E [|X|n]. If |t| < RΨX , then

lim
n→∞

∣∣∣∣εn (t)

n!
tn
∣∣∣∣ ≤ 3 lim

n→∞
E [|X|n]

n!
|t|n = 0,

and expansion (13.A.7) follows. (One may also invoke [81, Theorem 3.5].) (iii)
By [36], for any x ∈ R, ∣∣∣∣∣eix −

n−1∑
k=0

(ix)k

k!

∣∣∣∣∣ ≤ |x|nn!
.

Therefore, for any ζ, t ∈ R,∣∣∣∣∣eiζX
(
eitX −

n−1∑
k=0

(itX)k

k!

)∣∣∣∣∣ ≤ |tX|nn!
.

Taking the expectation and using (13.A.1), we get∣∣∣∣∣ΨX (ζ + t)−
n−1∑
k=0

tk

k!
Ψ

(k)
X (ζ)

∣∣∣∣∣ ≤ E [|X|n]

n!
|t|n
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The above inequality together with (13.A.10) imply that, for any ζ ∈ R,

ΨX (ζ + t) =

∞∑
k=0

tk

k!
Ψ

(k)
X (ζ) , t ∈ R, |t| < RΨX .

Thus ΨX is may be represented by a convergent power series in the neighborhood
of ζ. This being true for any ζ ∈ R, then ΨX is real analytic on R. (iv)
Since ΨX is real analytic on R, then, by [59, Corollary 1.2.4], ΨX is completely

determined by
{

Ψ
(k)
X (0) : k ∈ N∗

}
. But by (13.A.1), Ψ

(k)
X (0) = ikE

[
Xk
]

for

all k ∈ N∗. Thus ΨX is completely determined by the moments. Recalling that
the characteristic function characterizes the distribution [36, Theorem XV.3.1
p.508] finishes the proof.

Remark 13.A.8. Moment problem. The solution in Proposition 13.A.7(iv)
of the so-called moment problem is given in [81, Theorem 3.6] or [11, Theo-
rem 30.1 p.388] and also in [36, p.514] in conjunction with (13.A.6).

Corollary 13.A.9. Let X and Y be a real-valued random variable such that
E [|X|n] < ∞ and E [|Y |n] < ∞ for all n ∈ N∗ and such that RΨX > 0 and

RΨY > 0. If ΨX (t) = ΨY (t) over an open subset of R, then X
dist.
= Y .

Proof. By Proposition 13.A.7(iii), ΨX and ΨY are real analytic on R. Since
ΨX (t) = ΨY (t) over an open subset of R, then, by [59, Corollary 1.2.5],
ΨX (t) = ΨY (t) for all t ∈ R. Since the characteristic function of a random
variable characterizes its distribution [36, Theorem XV.3.1 p.508], it follows

that X
dist.
= Y .

Remark 13.A.10. Bibliographic notes. Given a real-valued random variable
X, the properties of the function z 7→ E

[
ezX

]
for complex z are studied in [81,

Chapter 3].

13.A.2 Generating function

Let X be a random variable with values in N. Its generating function, denoted
by GX , is defined by

GX (z) = E
[
zX
]

=

∞∑
k=0

P(X = k)zk, z ∈ C such that E
[
|z|X

]
<∞.

(13.A.11)
The above power series has a radius of convergence, denoted by RGX , satisfying

RGX ≥ 1. (13.A.12)

This follows from the fact that

∞∑
k=0

P(X = k) = 1.
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Definition 13.A.11. Let X be a random variable with values in N. The radius

of convergence of the series z 7→
∞∑
k=0

P(X = k)zk is denoted by RGX and called

the radius of convergence of the generating function of the random variable X.

By the Cauchy-Hadamard theorem,

RGX =

(
lim sup
k→∞

[P(X = k)]
1/k

)−1

. (13.A.13)

Example 13.A.12. Geometric random variable. Let X be a geometric random
variable with parameter p; i.e., P (X = k) = p (1− p)k for any k ∈ N. It follows
from (13.A.13) that

RGX =
1

1− p . (13.A.14)

We introduce the notation

z(n) := z(z − 1) . . . (z − n+ 1), z ∈ C, n ∈ N∗

called the n-th factorial power. The quantity E
[
X(n)

]
is called the n-th factorial

moment of X.

Lemma 13.A.13. Let X be a random variable with values in N.

(i) For any k ∈ N∗,
E
[
X(k)

]
= lim

x↑1
G(k)
X (x) . (13.A.15)

(ii) When the radius of convergence of the infinite series (13.A.11) RGX > 1,

the left hand side of the above equation equals G(k)
X (1) which is finite;

moreover

GX (x) = 1 +
∞∑
k=1

E
[
X(k)

] (x− 1)
k

k!
<∞, x ∈ R, |x− 1| < RGX − 1,

(13.A.16)
and the series in the right-hand side converges absolutely.

Proof. Consider the series

GX (x) =

∞∑
n=0

P(X = n)xn, x ∈ R, |x| < RGX .

By [59, Proposition 1.1.8], differentiating k times the above series, we get

G(k)
X (x) =

∞∑
n=k

P(X = n)n(k)xn−k <∞, x ∈ R, |x| < RGX . (13.A.17)
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(i) Recall that RGX ≥ 1. Observe from (13.A.17) that G(k)
X (x) increases with

x ∈ [0, 1), then limx↑1 G(k)
X (x) exists (possibly infinite). Therefore, by Abel’s

theorem [19, Theorem 1.3 p.419]

lim
x↑1
G(k)
X (x) =

∞∑
n=0

P(X = n)n(k) = E
[
X(k)

]
.

(ii) Assume that RGX > 1. It follows from [59, Corollary 1.2.3] that GX (x) is
analytic at 1. Moreover, by [59, Proposition 1.2.2], GX (x) may be represented
by the following absolutely convergent series in the neighborhood of 1

GX (x) = 1 +

∞∑
k=1

G(k)
X (1)

(x− 1)
k

k!
, x ∈ R, |x− 1| < RGX − 1.

On the other hand, letting x = 1 in (13.A.17), we obtain

G(k)
X (1) =

∞∑
n=k

P(X = n)n(k) = E
[
X(k)

]
<∞.

Corollary 13.A.14. Let X be a random variable with values in N. If RGX > 2,
then

P (X = 0) = 1 +

∞∑
k=1

(−1)
k

k!
E
[
X(k)

]
,

and the series in the right-hand side converges absolutely.

Proof. Applying (13.A.11) with z = 0 gives P (X = 0) = GX (0). If RGX > 2,
then the announced expansion follows from (13.A.16) with x = 0.

Here are alternative conditions for the expansion (13.A.16) to hold true.

Lemma 13.A.15. Let X be a random variable with values in N. The expan-
sion (13.A.16) holds true for all real x ∈ [1,∞).

Proof. We have

GX (x) = E
[
(x− 1 + 1)

X
]

= E

[
1 +

X∑
k=1

(
X

k

)
(x− 1)

k

]

= E

[
1 +

∞∑
k=1

X(k) (x− 1)
k

k!

]
.

If x ∈ [1,∞) the monotone convergence theorem justifies the inversion of the
order of the expectation and series in the above expression which completes the
proof.
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Lemma 13.A.16. Let X be a random variable with values in N. Let RGX be
the radius of convergence of the infinite series (13.A.11) and R′GX be the radius

of convergence of z 7→
∞∑
k=1

E
[
X(k)

]
zk

k! . Then RGX > 1 iff R′GX > 0. If either of

these conditions holds true, then

R′GX = RGX − 1.

Proof. (i) Assume that RGX > 1. By Lemma 13.A.13(ii) for all x ∈ R such that
|x− 1| < RGX − 1,

GX (x) = 1 +

∞∑
k=1

E
[
X(k)

] (x− 1)
k

k!
<∞.

Then for all y ∈ [0, RGX − 1),

∞∑
k=1

E
[
X(k)

] yk
k!

<∞,

which shows that R′GX ≥ RGX − 1 > 0. (ii) Inversely assume that R′GX > 0. For

any x ∈
[
0, R′GX

)
, taking the expectation in the identity

(x+ 1)
X

= 1 +

∞∑
k=1

X(k)x
k

k!
,

we get

E
[
(x+ 1)

X
]

= 1 +

∞∑
k=1

E
[
X(k)

] xk
k!

<∞.

Then RGX ≥ x + 1. Thus RGX ≥ R′GX + 1 > 1. (iii) Therefore RGX > 1
iff R′GX > 0. If either of these conditions hold, then the other one also holds
true; and therefore by (i) R′GX ≥ RGX − 1 and by (ii) RGX ≥ R′GX + 1; thus
R′GX = RGX − 1.

Lemma 13.A.17. Compound random variables. Let X =
∑N
n=1 Zn where N

is an integer valued random variable and Z,Z1, Z2, . . . are i.i.d integer valued
random variables independent from N , then

GX (x) = GN (GZ (x)), x ∈ [0, 1] . (13.A.18)

In particular,

E[X] = E[Z1]E[N ] (13.A.19)

called Wald’s identity.
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Proof. Let Sn =
∑n
k=1 Zk and S0 = 0 then X = SN =

∑∞
n=0 1 {N = n}Sn.

Thus for all x ∈ [0, 1]

GX (x) = E
[
xSN

]
= E

[
x
∑∞
n=1 1{N=n}Sn

]
= E

[ ∞∑
n=1

1 {N = n}xSn
]

=

∞∑
n=1

E
[
1 {N = n}xSn

]
=

∞∑
n=1

P (N = n) E
[
xSn

]
=

∞∑
n=1

P (N = n)GZ (x)
n

= GN (GZ (x)) ,

where the fourth equality follows from the monotone convergence theorem. Dif-
ferentiating the above equality and letting x ↑ 1 we get (13.A.19).

13.A.3 Moments versus factorial moments

In order to get the relation between moments and factorial moments of a random
variable we need the following preliminary result.

Lemma 13.A.18. For any z ∈ C, n ∈ N∗

z(n) =

n∑
k=1

[
n

k

]
(−1)

n−k
zk, (13.A.20)

zn =

n∑
k=1

{
n

k

}
z(k), (13.A.21)

where
[
n
k

]
and

{
n
k

}
are Stirling numbers of the first and second kind respectively.

Proof. Cf. [1, §24.1.3 and §24.1.4].

Let X be a random variable with values on N. From (13.A.20) and (13.A.21)
we deduce the following relations between its moments and factorial moments

E
[
X(n)

]
=

n∑
k=1

[
n

k

]
(−1)

n−k
E
[
Xk
]
, (13.A.22)

E [Xn] =

n∑
k=1

{
n

k

}
E
[
X(k)

]
. (13.A.23)
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Example 13.A.19. Let mn = E [Xn] and m(n) = E
[
X(n)

]
. Then

m1 = m(1),

m2 = m(1) +m(2),
m(2) = −m1 +m2,

m3 = m(1) + 3m(2) +m(3),
m(3) = 2m1 − 3m2 +m3,

m4 = m(1) + 7m(2) + 6m(3) +m(4),
m(4) = −6m1 + 11m2 − 6m3 +m4.

Corollary 13.A.20. If E [|X|n] <∞, then E
[
|X|(k)

]
<∞, ∀k ≤ n.

Proof. If E [|X|n] <∞, then E
[
|X|k

]
<∞, ∀k ≤ n. Then, Equation (13.A.22)

shows that E
[
|X|(k)

]
<∞, ∀k ≤ n.

Lemma 13.A.21. Let X be a random variable with values in N. If E [Xn] <∞
for some n ∈ N∗, then

GX (x) = 1 +

n∑
k=1

E
[
X(k)

] (x− 1)
k

k!
+

(x− 1)
n

n!
εn (x) , ∀x ∈ R, |x| ≤ 1,

(13.A.24)
where |εn (x)| ≤ 2E

[
X(n)

]
and limx↑1 εn (x) = 0. Moreover, GX is Cn on [0, 1].

Proof. For x ∈ R, n,N ∈ N,

xN = [1 + (x− 1)]
N

=

n∑
k=0

N (k)

k!
(x− 1)

k
+Rn(N, x). (13.A.25)

By Taylor-Young theorem

lim
x→1

1

(x− 1)
nRn(N, x) = 0. (13.A.26)

Taking the primitive of (13.A.25) with respect to x we get

xN+1 − 1

N + 1
=

n∑
k=0

N (k)

k!

(x− 1)
k+1

k + 1
+

∫ x

1

Rn(N, t)dt.

Then

xN+1 = 1 + (N + 1)

n∑
k=0

N (k)

k!

(x− 1)
k+1

k + 1
+ (N + 1)

∫ x

1

Rn(N, t)dt

=

n+1∑
k=0

(N + 1)
(k)

k!
(x− 1)

k
+ (N + 1)

∫ x

1

Rn(N, t)dt.
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Thus

Rn+1(N + 1, x) = (N + 1)

∫ x

1

Rn(N, t)dt.

We prove by induction on n that

P(n) : |Rn(N, x)| ≤ N (n)

n!
(x− 1)

n
, ∀x ∈ R, |x| ≤ 1.

Firstly, since |x| ≤ 1, |R0(N, x)| =
∣∣xN − 1

∣∣ ≤ ∣∣xN ∣∣ + 1 ≤ 2, thus P (0) holds
true. Assume P(n), then

|Rn+1(N + 1, x)| ≤ (N + 1)

∫ x

1

2N (n)

n!
(t− 1)

n
dt

=
2 (N + 1)

(n+1)

(n+ 1)!
(x− 1)

n+1
.

Thus P(n + 1) is true. Applying (13.A.25) with N = X and then taking the
expectation gives

GX (x) = 1 +

n∑
k=1

E
[
X(k)

]
k!

(x− 1)
k

+ E [Rn(X,x)] .

Observe that

|E [Rn(X,x)]| ≤ E [|Rn(X,x)|] ≤ 2E
[
X(n)

]
n!

|x− 1|n .

Let

εn (x) =
n!

(x− 1)
nE [Rn(X,x)] ,

then

GX (x) = 1 +

n∑
k=1

E
[
X(k)

]
k!

(x− 1)
k

+
(x− 1)

n

n!
εn (x) ,

where |εn (x)| ≤ 2E
[
X(n)

]
. Moreover,

1

(x− 1)
nRn(X,x) ≤ 2N (n)

n!
.

Then, the dominated convergence theorem and (13.A.26) imply

lim
x↑1

εn (x) = 0,

which completes the proof of (13.A.24). We already know that, GX is C∞ on
[0, 1). and that for all k ∈ N,

E
[
X(k)

]
= lim

x↑1
G(k)
X (x) .

The expansion (13.A.24) shows that GX is n times differentiable at 1− and that

G(n)
X (1−) = E

[
X(k)

]
.

Thus GX is Cn on [0, 1].
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13.A.4 Ordinary cumulants

Let X be a real random variable and let ΨX (t) = E
[
eitX

]
, t ∈ R be its char-

acteristic function. Assume that E [|Xn|] < ∞ for some n ∈ N∗. Then ΨX is
Cn on R. Moreover, ΨX (0) = 1 > 0, then the function

ζX (t) = log ΨX (t)

called the cumulant function, is well-defined on a neighborhood of 0. (where
for all z ∈ C∗, log z = log |z| + i arg (z) denotes the principal value of the
logarithm). Moreover, ζX is Cn on a neighborhood of 0 by Corollary 13.A.3.
The n-th cumulant of X is defined by

cn =
1

in
ζ

(n)
X (0) .

Example 13.A.22. Let X be an exponentially distributed random variable with
parameter λ. Its characteristic function is

ΨX (t) =
λ

λ− it
=

(
1− i

t

λ

)−1

,

then its cumulant function equals

ζX (t) = log ΨX (t) = − log

(
1− i

t

λ

)
=

∞∑
k=1

1

k

(
it

λ

)k
.

Thus the cumulants are

ck =
(k − 1)!

λk
, ∀k ∈ N.

Example 13.A.23. Let X be a Poisson random variable with parameter λ. Its
characteristic function is

ΨX (t) = exp(λ(exp(it)− 1)),

then its cumulant function is

ζX (t) = log ΨX (t) = λ(exp(it)− 1) =

∞∑
k=1

λ

k!
(it)

k
.

Thus the cumulants equal
ck = λ, ∀k ∈ N. (13.A.27)

Example 13.A.24. Let X be a Gaussian random variable with mean µ and
variance σ2. Its characteristic function is

ΨX (t) = exp(iµt− 1

2
σ2t2).

Then

ζX (t) = iµt− 1

2
σ2t2.

Thus, c1 = µ, c2, ck = 0, ∀k ≥ 3.
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Example 13.A.25. Let X be a random variable with the Gamma distribution
with probability density function

fX (x) =
βα

Γ(α)
xα−1e−βx1{x>0}.

Its characteristic function is

ΨX (t) =

(
1− i

t

β

)−α
.

Then,

ζX (t) = −α log

(
1− i

t

β

)
= α

∞∑
k=1

1

k

(
i
t

β

)k
.

Thus

cn = α
(n− 1)!

βn
.

In particular, with α = 1 and β = λ we retrieve the result for an exponentially
distributed random variable with parameter λ given in Example 13.A.22.

Remark 13.A.26. Assume that mn = E [Xn] < ∞ for some n ∈ N∗. Then,
by Lemma 13.A.1

ΨX (t) = 1 +

n∑
k=1

mk
(it)

k

k!
+ o (tn) , t ∈ R+.

Moreover, ζX is Cn on R+, then, By Taylor-Young theorem it admits an ex-
pansion

ζX (t) =

n∑
k=1

ck
(it)

k

k!
+ o (tn) , t ∈ R+.

Since ζX (t) = log ΨX (t) and log(1 − x) = −
n∑
k=1

xk

k + o (xn), it follows that ck

are universal (i.e., independent of X) polynomial of m1 . . .mk. Inversely, it

follows from the expansion ex =

n∑
k=0

xk

k! + o (xn) that mk is a universal poly-

nomial of c1 . . . ck. We will give explicit expressions of these polynomials in
Section 13.A.5.

13.A.5 Factorial cumulants

Let X be a random variable with values in N and let GX (x) be its generating
function. Note that GX (x) > 0, ∀x ∈ R∗+, then the function

FX (x) = log GX (x)
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is well-defined on (0, RGX ] where RGX ≥ 1 is the radius of convergence of the

series

∞∑
k=0

P(X = k)zk. The function FX , called the factorial cumulant function,

is C∞ on (0, RGX ). The n-th factorial cumulant of X is defined by

c(n) = lim
x↑1

F
(n)
X (x) ,

whenever the limit exists. When RGX > 1, the right-hand side of the above

equation equals F
(n)
X (1) which is finite.

Remark 13.A.27. Assume that mn = E [Xn] <∞. Then by Corollary 13.A.20,
m(k) <∞, ∀k ≤ n. It follows from Lemma 13.A.21 that

GX (x) = 1 +

n∑
k=1

m(k)
(x− 1)

k

k!
+ o (x− 1)

n
, ∀x ∈ R, |x| ≤ 1.

Then, GX is Cn on (0, 1], then so is FX which by Taylor-Young theorem admits
an expansion

FX (x) =

n∑
k=1

c(k)
(x− 1)

k

k!
+ o (x− 1)

n
, x ∈ (0, 1] .

Since FX (x) = log GX (x), it follows that, c(k) is a universal polynomial of
m(1), . . . ,m(k) (the same as the polynomial expressing the cumulant ck as func-
tion of the moments m1, . . . ,mk; cf. Remark 13.A.26). Analogously m(k) is a
universal polynomial of c(1), . . . , c(k) (the same as the polynomial expressing mk

as function of c1, . . . , ck).

Example 13.A.28. Let X be a Poisson random variable with parameter λ. Its
generating function is

GX (z) = eλ(z−1) =

∞∑
k=0

λk
(z − 1)

k

k!
.

Then m(k) = λk. Moreover,

FX (x) = log GX (x) = λ (x− 1) .

Thus
c(1) = λ, and c(k) = 0, k ≥ 2. (13.A.28)

(Recall that the ordinary cumulant of the Gaussian random variable vanish for
k ≥ 3; cf. Example 13.A.24.)

Example 13.A.29. Negative Binomial distribution. Let X =
∑N
n=1 Zn where

N is a Poisson random variable of parameter λ ∈ R∗+ and Z,Z1, Z2, . . . are i.i.d.
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random variables independent from N having the logarithmic distribution with
parameter ρ ∈ (0, 1); that is

P (Z = n) = − log (1− ρ)
ρn

n
, n ∈ N∗.

Then
GN (x) = eλ(x−1)

and

GZ (x) =
log (1− ρx)

log (1− ρ)
, x <

1

ρ
.

Thus by Lemma 13.A.17

GX (x) = GN (GZ (x))

= exp

[
λ

(
log (1− ρx)

log (1− ρ)
− 1

)]
= exp [α (− log (1− ρx) + log (1− ρ))]

=

(
1− ρ

1− ρx

)α
,

where α = − λ
log(1−ρ) . Thus X has the negative Binomial distribution with

parameters α and ρ.
Using the expansion

(1 + u)
β

=

∞∑
k=0

β(k)u
k

k!
,

we get

GX (x) =

[
1− ρ

1− ρ (x− 1)

]−α
(13.A.29)

=

∞∑
k=0

(−α)
(k)

( −ρ
1− ρ

)k
(x− 1)

k

k!

=

∞∑
k=0

(α+ k − 1)
(k)

(
ρ

1− ρ

)k
(x− 1)

k

k!
,

which is valid for any real x such that
∣∣∣ ρ

1−ρ (x− 1)
∣∣∣ < 1; which is equivalent to

2ρ−1
ρ < x < 1

ρ . It follows from Lemma 13.A.13 that the factorial moments of X
are

E
[
X(k)

]
= (α+ k − 1)

(k)

(
ρ

1− ρ

)k
.

(In particular, E [X] = α ρ
1−ρ = λ

(
− 1

log(1−ρ)
ρ

1−ρ

)
which equals E [N ] E [Z] as

expected from Wald’s identity (13.A.19).)
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On the other hand,

log GX (x) = α log

(
1− ρ

1− ρx

)
= −α log

[
1− ρ

1− ρ (x− 1)

]
= α

∞∑
k=0

(
ρ

1− ρ

)k
(x− 1)

k

k
.

It follows that the factorial cumulant moments of X are

c(k) = α (k − 1)!

(
ρ

1− ρ

)k
. (13.A.30)

Cumulants versus moments The relations between the (ordinary or fac-
torial) cumulant and moments are given the following lemma. Let for all
q ∈ N∗, λ = (λ1, . . . , λq) ∈ Nq,

|λ| := λ1 + . . .+ λq,

λ! := λ1! . . . λq!.

Lemma 13.A.30. Let n ∈ N∗ and let g : R→ C be n times differentiable at 0
such that g (0) = 0. Then f (t) = eg(t) is n times differentiable at 0. Let

mk = f (k) (0) , ck = g(k) (0) , k ∈ {1, . . . , n} .

Then the following results hold for all k ∈ {1, . . . , n}.

(i)

mk =

k∑
q=1

1

q!

∑
λ∈(N∗)q :|λ|=k

k!

λ!

q∏
p=1

cλp (13.A.31)

=

k∑
q=1

∑
ν={ν1,...,νq}

q∏
p=1

c|νp|, (13.A.32)

where the last summation is over all partitions ν = {ν1, . . . , νq} of {1, . . . , k},
and |νp| denotes the cardinality of νp.

ck =

k∑
q=1

(−1)
q−1

q

∑
λ∈(N∗)q :|λ|=k

k!

λ!

q∏
p=1

mλp (13.A.33)

=

k∑
q=1

(−1)
q−1

(q − 1)!
∑

ν={ν1,...,νq}

q∏
p=1

m|νp|, (13.A.34)

where the last summation is again over all partitions ν = {ν1, . . . , νq} of
{1, . . . , k}, and |νp| denotes the cardinality of νp.
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(ii)

mk = det



b1 k − 1 0 · · · 0

b2 b1 k − 2
. . . 0

...
...

. . .
. . .

...
bk−1 bk−2 bk−3 · · · 1
bk bk−1 bk−2 · · · b1

 , (13.A.35)

where bj = (−1)j−1

(j−1)! cj, j ∈ {1, . . . , n}.

Proof. Since the functions f and g are n times differentiable at 0, then they
admit the following Taylor-Young expansions

f (t) = 1 +

n∑
k=1

mk

k!
tk + o (tn) , t ∈ R,

g (t) =

n∑
k=1

ck
k!
tk + o (tn) , t ∈ R.

(i) Combining the Taylor-Young expansion of g and

ex = 1 +

n∑
q=1

xq

q!
+ o (xn) , x ∈ R,

we get

f (t) = 1 +

n∑
q=1

1

q!

(
n∑
k=1

ck
k!
tk

)q
+ o (tn)

= 1 +

n∑
q=1

1

q!

n∑
λ1,...,λq=1

q∏
p=1

(
cλp
λp!

tλp
)

+ o (tn)

= 1 +

n∑
k=1

 k∑
q=1

1

q!

∑
λ∈(N∗)q :|λ|=k

(
q∏
p=1

cλp
λp!

) tk + o (tn) ,

which proves (13.A.31). On the other hand, combining the Taylor-Young of f
and

log(1 + x) =

n∑
q=1

(−1)
q−1

q
xq + o (xn) , x ∈ R : x > −1,
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we obtain

g (t) = 1 +

n∑
q=1

(−1)
q−1

q

(
n∑
k=1

mk
tk

k!

)q
+ o (tn)

= 1 +

n∑
q=1

(−1)
q−1

q

n∑
λ1,...,λq=1

q∏
p=1

(
mλp

tλp

λp!

)
+ o (tn)

= 1 +

n∑
k=1

 k∑
q=1

(−1)
q−1

q

∑
λ∈(N∗)q :|λ|=k

q∏
p=1

(
cλp
λp!

) tk + o (tn) ,

which proves (13.A.33). Recall that, for any integers k, λ1, . . . , λq such that
λ1 + · · ·+ λq = k, the multinomial

k!

λ1! . . . λq!

is the number of ordered partitions of {1, . . . , k} into q sets of respective cardinals
λ1, . . . , λq. Then the number of unordered partitions of {1, . . . , k} of cardinals
{λ1, . . . , λq} equals

k!

q!λ1! . . . λq!
.

Equations (13.A.32) and (13.A.32) then follow. (ii) Since the functions f ′ and g′

are n− 1 times differentiable at 0, then they admit the following Taylor-Young
expansions

f ′ (t) =

n∑
k=1

mk

(k − 1)!
tk−1 + o

(
tn−1

)
, t ∈ R,

g′ (t) =

n∑
k=1

ck
(k − 1)!

tk−1 + o (tn) , t ∈ R.

On the other hand, since f (t) = eg(t), then f ′ (t) = g′ (t) f (t). Thus for all
k ∈ {1, . . . , n},

mk

(k − 1)!
=

k∑
j=1

mk−j
(k − j)!

cj
(j − 1)!

,

which imples

mk =

k∑
j=1

mk−j
cj

(j − 1)!

(k − 1)!

(k − j)!

=

k∑
j=1

mk−jbj (−1)
j−1 (k − 1)!

(k − j)! ,

where bj is as in the statement. We now prove (13.A.35) by induction. Since
g (0) = 0, then f (0) = m0 = 1, thus (13.A.35) holds for k = 1. Assume
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that (13.A.35) holds for m1, . . . ,mk−1, then developping the determinant in the
right-hand side of (13.A.35) in minors with respect to the first column, we get

det



b1 k − 1 0 · · · 0

b2 b1 k − 2
. . . 0

...
...

. . .
. . .

...
bk−1 bk−2 bk−3 · · · 1
bk bk−1 bk−2 · · · b1

 =

k∑
j=1

bj (−1)
j−1

Mj ,

where Mj is the jth minor; that is

Mj = det



k − 1 0 · · · 0 0 0 · · · 0
b1 k − 2 0 0 0 0
...

...
...

...
bj−2 bj−3 k − j + 1 0 0 · · · 0

bj bj−1 b2 b1 k − j − 1
. . . 0

...
...

...
...

. . .
. . .

bk−2 bk−3 bk−j bk−j−1 bk−j−2
. . . 1

bk−1 bk−2 bk−j+1 bk−j bk−j−1 · · · b1


= (k − 1) (k − 2) . . . (k − j + 1)mk−j

= mk−j
(k − 1)!

(k − j)! .

Combining the above three displays shows that (13.A.35) holds for mk.

Remark 13.A.31. Bibliographic notes. Lemma 13.A.30(ii) is from [83, Lemma
7 p.332].

Example 13.A.32. Let X be a random variable and denote by mn = E [Xn]
and cn be its moments and cumulants respectively. Then

m1 = c1,

m2 = 2!

(
c2
2

+
1

2!
c21

)
= c2 + c21,

m3 = 3!

(
c3
3!

+
1

2!

(c2
2
c1 + c1

c2
2

)
+

1

3!
c31

)
= c3 + 3c2c1 + c31.
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Example 13.A.33. Let X be a random variable and denote by mn = E [Xn]
and cn be its moments and cumulants respectively. Then

c1 = m1,

c2 = m2 −m2
1,

m2 = c2 + c21,

c3 = m3 − 3m2m1 + 2m3
1,

m3 = c3 + 3c2c1 + c31,

c4 =

q=1︷︸︸︷
m4

q=2︷ ︸︸ ︷
−3m2

2 − 4m1m3 + 2×
q=3︷ ︸︸ ︷

6m2
1m2 − 6

q=4︷︸︸︷
m4

1 ,
m4 = c4 + 3c22 + 4c1c3 + 6c21c2 + c41,

which are consistent with results of Example 13.A.32. Denote by m′n = E [(X −m1)
n
]

the centered moments of X. Note that

c2 = m′2, c3 = m′3, c4 = m′4 − 3m′22 .

Example 13.A.34. Denote by m′n = E [(X −m1)
n
] the centered moments of

X. Combining the results of Examples 13.A.19 and 13.A.33, we get

c(1) = m(1) = m1 = c1,

c(2) = m(2) −m2
(1) (13.A.36)

= −m1 +m2 −m2
1 = m′2 −m1

= −c1 + c2 + c21 − c21 = c2 − c1,

c(3) = m(3) − 3m(2)m(1) + 2m3
(1)

= 2m1 − 3m2 +m3 − 3 (−m1 +m2)m1 + 2m3
1 = m′3 − 3m′2 + 2m1

= c3 − 3c2 + 2c1.

13.B Nonnegative random variables

13.B.1 Laplace transform

For a nonnegative random variable X, the Laplace transform, denoted by LX ,
is defined as

LX (t) = E
[
e−tX

]
, t ∈ R+

It is shown in [36, Theorem XIII.1.1 p.430] that the Laplace transform of a
random variable characterizes its distribution; i.e., if two nonnegative random

variables X and Y have the same Laplace transform, then X
dist.
= Y .

The Laplace transform of a random variable may be used in place of the
characteristic function to get its moments as illustrated in the following lemma.
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Lemma 13.B.1. Let X be a nonnegative random variable. Then the following
results hold true.

(i) For any k ∈ N∗, the k-th order derivative of the Laplace transform equals

L(k)
X (t) = (−1)

k
E
[
Xke−tX

]
, t ∈ R∗+. (13.B.1)

Moreover, the k-th moment of X equals

E
[
Xk
]

= (−1)
k

lim
t↓0
L(k)
X (t) . (13.B.2)

In particular, E
[
Xk
]
<∞ iff limt↓0 L(k)

X (t) <∞.

(ii) If E [Xn] <∞ for some n ∈ N∗, then

LX (t) = 1 +

n∑
k=1

(−1)
k

E
[
Xk
] tk
k!

+
tn

n!
εn (t) , t ∈ R+, (13.B.3)

where |εn (t)| ≤ E [Xn] and limt↓0 εn (t) = 0.

Proof. (i) We will prove (13.B.1) by induction on k. By definition of Laplace
transform, Equation (13.B.1) holds for k = 0. Assume that Equation (13.B.1)
holds true for some k ∈ N, then for all h ∈ R∗ such that |h| < t

L(k)
X (t+ h)− L(k)

X (t)

h
= (−1)

k+1
E

[
Xke−tX

1− e−hX
h

]
.

For fixed x ∈ R+, let ϕ(h) = 1−e−xh
h for h ∈ R∗ and ϕ (0) = x. Then,

ϕ′(h) =
(1 + xh) e−xh − 1

h2
.

If h > − 1
x then xh + 1 > 0, moreover, log (xh+ 1) ≤ xh ⇒ − log (xh+ 1) ≥

−xh ⇒ 1
xh+1 ≥ e−xh ⇒ ϕ′(h) ≤ 0. On the other hand, if h < − 1

x then
xh + 1 < 0 ⇒ ϕ′(h) ≤ 0. Thus ϕ is nonincreasing on R. Then it follows from
the monotone convergence theorem that

lim
h↓0

E

[
Xke−tX

1− e−hX
h

]
= E

[
Xk+1e−tX

]
.

Thus
L(k+1)
X (t) = (−1)

k+1
E
[
Xk+1e−tX

]
.

Thus Equation (13.B.1) holds true for k+1 which completes the proof of (13.B.1)
by induction. Using (13.B.1) and the monotone convergence theorem we get (13.B.2).

(ii) We aim now to prove (13.B.3). Assume that E [Xn] < ∞. Since |x|k ≤
1 + |x|n, ∀x ∈ R we deduce that E

[
Xk
]
< ∞, ∀k ≤ n. Let f (t) = e−tX , then
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f (k) (t) = (−X)
k
e−tx. By Taylor-Lagrange theorem, for any , there exists some

ξt ∈ [0, t] such that

e−tX = 1 +

n−1∑
k=1

(−X)
k t

k

k!
+ f (n)(ξt)

tn

n!

= 1 +

n∑
k=1

(−X)
k t

k

k!
+ (−X)n

(
e−ξtX − 1

) tn
n!
.

Taking the expectation of both sides of the above equality, we get

LX (t) = 1 +

n∑
k=1

(−1)
k

E
[
Xk
] tk
k!

+ εn (t)
tn

n!
,

where εn (t) = E
[
(−X)n

(
e−ξtX − 1

)]
. Observe that

|εn (t)| ≤ E
[∣∣(−X)n

(
e−ξtX − 1

)∣∣] = E
[
Xn

(
1− e−ξtX

)]
≤ E [Xn] .

Further, since  limt↓0(−X)n
(
e−ξtX − 1

)
= 0,

|(−X)n (exp(−ξtX)− 1)| ≤ Xn,
E [Xn] <∞,

then by the dominated convergence theorem limt↓0 εn (t) = 0.

Corollary 13.B.2. Let X be a nonnegative random variable.

(i) LX is C∞ (i.e., LX is infinitely differentiable) on R∗+.

(ii) For any n ∈ N∗, E [Xn] < ∞ iff LX is Cn (i.e., LX is n times differ-

entiable with L(n)
X continuous) on R+. If either of these conditions holds,

then
E
[
Xk
]

= (−1)
k L(k)

X (0) , k ≤ n.

Proof. (i) For given k ∈ N and t ∈ R∗+ let f (x) = xke−tx, x ∈ R+. Clearly, f is
continuous and limx↓0 f (x) = 1{k=0}, limx→∞ f (x) = 0. Then, f is bounded,
that is there exists some M ∈ R∗+ such that f (x) ≤M , ∀x ∈ R+. Thus,

Xke−tX ≤M ⇒ E
[
Xke−tX

]
≤M ≤ ∞.

We deduce from (13.B.1) that
∣∣∣L(k)
X (t)

∣∣∣ < ∞. This being true for all k ∈ N
and t ∈ R∗+, it follows that LX is C∞ on R∗+. (ii) Necessity. Assume that
E [Xn] <∞. It follows from (13.B.3) that

L(k)
X (0) = (−1)

k
E
[
Xk
]
, k ≤ n,

which combined with (13.B.2) shows that

lim
t↓0
L(k)
X (t) = L(k)

X (0) , k ≤ n.



502 CHAPTER 13. TRANSFORMS OF RANDOM VARIABLES

Then, LX is Cn at 0. Therefore LX is Cn on R+. Sufficiency. Assume that LX
is Cn on R+. Then by (13.B.2)

E [Xn] = (−1)
n

lim
t↓0
L(n)
X (t) = L(n)

X (0) <∞.

Definition 13.B.3. Let X be a nonnegative random variable such that E [Xn] <

∞ for all n ∈ N∗. The radius of convergence of the series z 7→
∞∑
n=1

E[Xn]
n! zn is

denoted by RLX and called the radius of convergence of the Laplace transform
of X.

Note that for any nonnegative random variable X, RLX = RΨX the radius
of convergence of the characteristic function.

Proposition 13.B.4. Infinite expansion of the Laplace transform. Let X be a
nonnegative random variable such that E [Xn] <∞ for all n ∈ N∗ and let RLX

be the radius of convergence of the series z 7→
∞∑
n=1

E[Xn]
n! zn. Then the following

results hold true.

(i)

RLX =

[
e lim sup

n→∞

|E [Xn]|1/n
n

]−1

.

(ii) If RLX > 0, then

LX (t) = 1 +

∞∑
n=1

(−1)
n E [Xn]

n!
tn <∞, t ∈ [0, RLX ) .

(iii) Assume moreover that X is integer-valued. Then RLX > 0 iff RGX > 1.
If either of these conditions holds true, then

RLX = log (RGX ) .

Proof. (i) This follows from Proposition 13.A.7(i) and the fact that, in the case
of a nonnegative random variable, RLX equals RΨX . (ii) The proof follows in
the same lines as that of Proposition 13.A.7(ii). It relies on Lemma 13.B.1(ii).
(It may also be deduced from [81, Theorem 3.5].) (iii) For any t ∈ R+,

etX = 1 +

∞∑
n=1

Xn

n!
tn.
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Taking the expectation and invoking the monotone convergence theorem, we
get

E
[
etX
]

= 1 +

∞∑
n=1

E [Xn]

n!
tn. (13.B.4)

Step 1. Assume that RGX > 1. If t ∈ [0, log (RGX )), then E
[
etX
]

= GX (et) <
∞, thus the series in the right-hand side of (13.B.4) converges. This being true
for any t ∈ [0, log (RGX )), it follows that

RLX ≥ log (RGX ) > 0.

Step 2. Assume that RLX > 0. If x ∈ (1, exp (RLX )), then

∞∑
n=1

E[Xn]
n! (log x)

n
<

∞. Thus, by (13.B.4), E
[
eX log x

]
< ∞ and therefore, GX (x) =

∞∑
n=0

P(X =

n)xn <∞. This being true for any x ∈ (1, exp (RLX )), it follows that

RGX ≥ exp (RLX ) > 1.

Step 3. Therefore RGX > 1 iff RLX > 0. If either of these conditions hold,
then the other one also holds true; and therefore RLX ≥ log (RGX ) and RGX ≥
exp (RLX ); thus RLX = log (RGX ).

Note that LX (t) = E
[
e−tX

]
may be defined for any t ∈ R such that

E
[∣∣e−tX ∣∣] <∞.

Corollary 13.B.5. Let X be a nonnegative random variable such that E [Xn] <
∞ for all n ∈ N∗ and such that RLX > 0. Let Y be a nonnegative random
variable such that LY (t) = LX (t) over an interval [0, ε) for some ε ∈ R∗+.

Then Y
dist.
= X.

Proof. By (13.B.2), for any k ∈ N∗,

E
[
Y k
]

= (−1)
k

lim
t↓0
L(k)
Y (t) = (−1)

k
lim
t↓0
L(k)
X (t) = E

[
Xk
]
.

That is, Y has the same moments as X. Since moreover RΨX = RLX > 0, then

Proposition 13.A.7(iv) implies X
dist.
= Y .

13.B.2 Cumulants

In the particular case when X is nonnegative, we may use the Laplace transform
rather than the characteristic function to define the cumulants. Note that the
Laplace transform LX (t) > 0, ∀t ∈ R+, then the following function

ζX (t) = logLX (t) , t ∈ R+
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is well-defined. Moreover, since L (t) is C∞ on R∗+, then so is ζ (t). The n-th
cumulant of X is defined by

cn = (−1)
n

lim
t↓0

ζ
(n)
X (t) ,

whenever the above limit exists.
If E [Xn] <∞ then LX is Cn on R+, then so is ζX . Thus

ck = (−1)
k
ζ

(k)
X (0) , ∀k ≤ n

and consequently ck is well-defined and finite.

13.C Random vectors

13.C.1 Moments from transforms

We will extend the previous results for random vectors. Similarly to the one
dimensional case, different transforms are defined according to the type (real,
nonnegative or integer) of the components of the random vector.

Characteristic function Let X = (X1, . . . , Xl) be a l-dimensional real ran-
dom vector. Its characteristic function is the function ΨX : Rl → C defined
by

ΨX (t) = E
[
eit

TX
]
, t ∈ Rl,

where tT denotes the transpose of t. We will denote

|t| := |t1|+ . . .+ |tl| , t = (t1, . . . , tl) ∈ Rl,
ν! := ν1! . . . νl!, ν = (ν1, . . . , νl) ∈ Nl,
tν := tν1

1 . . . tνll , t ∈ Rl, ν ∈ Nl.

Lemma 13.C.1. Assume that for some ν ∈ Nl,

E[|X1|ν1 . . . |Xl|νl ] <∞,

then
∂|ν|

∂ν1
t1 . . . ∂

νl
tl

ΨX (t) = i|ν|E
[
Xνeit

TX
]
,

which is continuous on Rl. In particular,

E [Xν ] =
1

i|ν|
∂|ν|

∂ν1
t1 . . . ∂

νl
tl

ΨX (0) .

Proof. The proof may be carried by induction along the same lines to the proof
of first part of Lemma 13.A.1. The continuity of the partial derivatives follows
from the convergence dominated theorem.
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Corollary 13.C.2. If E [|X|n] < ∞ for some n ∈ N∗, then ΨX is Cn on Rl.
Moreover,

ΨX (t) = 1 +
∑

ν∈Nl:1≤|ν|≤n

i|ν|

ν!
mνt

ν + o (|t|n) , t ∈ Rl,

where
mν := E [Xν ] , ν ∈ Nl

and call it the ν-moment of X.

Proof. First observe that for all ν ∈ Nl such that |ν| ≤ n we have E[|X1|ν1 . . . |Xl|νl ] <
∞. It follows that the partial derivatives of order l ≤ n are continuous by
Lemma 13.C.1. Therefore ΨX is Cn is on Rl. Then the announced expansion
follows from Taylor-Young theorem.

Generating function Let X be a l-dimensional integer-valued random vec-
tor. Its generating function, denoted by GX , is defined by

GX (z) = E
[
zX
]
, z ∈ Cl such that E

[
|z1|X1 . . . |zl|Xl

]
<∞.

Lemma 13.C.3. For any ν ∈ Nl,

E
[
X

(ν1)
1 . . . X

(νl)
l

]
= lim
x1,...,xl↑1

∂|ν|

∂ν1
x1 . . . ∂

νl
xl

GX (x) .

Proof. Analogous to the one dimensional case.

We will denote
m(ν) := E

[
X

(ν1)
1 . . . X

(νl)
l

]
and call it the ν-factorial moment of X.

13.C.2 Cumulants

Ordinary cumulants Let X be a l-dimensional real random vector and let

ΨX (t) = E
[
eit

TX
]
, t ∈ Rl be its characteristic function. Assume that for some

n ∈ N∗, E [|X|n] < ∞. Then ΨX is Cn on Rl by Corollary 13.C.2. Moreover,
ΨX (0) = 1 > 0, then the function

ζX (t) = log ΨX (t)

called the cumulant function, is well-defined and Cn on a neighborhood of 0.
For any ν ∈ Nl such that |ν| ≤ n, the ν-cumulant of X is defined by

cν :=
1

iν1+...νl

∂|ν|

∂ν1
t1 . . . ∂

νl
tl

ζX (0) . (13.C.1)



506 CHAPTER 13. TRANSFORMS OF RANDOM VARIABLES

Factorial cumulants Let X be a l-dimensional integer-valued random vector

and let GX (x) be its generating function. Note that GX (x) > 0, ∀x ∈
(
R∗+
)l

,
then the function

FX (x) = log GX (x) ,

called the factorial cumulant function, is well-defined on (0, 1]
l

and is C∞ on

(0, 1)
l
. For any ν ∈ Nl the ν-factorial cumulant of X is defined by

c(ν) := lim
x1,...,xl↑1

∂|ν|

∂ν1
x1 . . . ∂

νl
xl

FX (0) , (13.C.2)

whenever the limit exists.

Cumulants versus moments

Lemma 13.C.4. Let n ∈ N∗ and let g : Rl → C be n times differentiable at 0
such that g (0) = 0. Then f (t) = eg(t) is n times differentiable at 0. For any
ν = (ν1, . . . , νl) ∈ Nl, |ν| ≤ n, let

mν :=
∂|ν|

∂ν1
t1 . . . ∂

νl
tl

f (0) , cν :=
∂|ν|

∂ν1
t1 . . . ∂

νl
tl

g (0) .

Then,

mν =

|ν|∑
q=1

1

q!

∑
λ(1),...,λ(q)∈(Nl)∗

λ(1)+...+λ(q)=ν

ν!

λ(1)! . . . λ(q)!

q∏
p=1

cλp , (13.C.3)

cν =

|ν|∑
q=1

(−1)
q−1

q

∑
λ(1),...,λ(q)∈(Nl)∗

λ(1)+...+λ(q)=ν

ν!

λ(1)! . . . λ(q)!

q∏
p=1

mλp , (13.C.4)

where
(
Nl
)∗

= Nl\ {0}.

Proof. Cf. [89, p. 290]. Combining the Taylor-Young expansions

g (t) =
∑

λ∈Nl:1<|λ|≤n

cλ
λ!
tλ + o (|t|n) , t ∈ Rl

and

ex = 1 +

n∑
q=1

xq

q!
+ o (xn) , x ∈ R,
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we get

f (t) = 1 +

n∑
q=1

1

q!

 ∑
λ∈Nl:1≤|λ|≤n

cλ
λ!
tλ

q

+ o (|t|n)

= 1 +

n∑
q=1

1

q!

∑
λ(1),...,λ(q)∈Nl

1≤|λ(1)|,...,|λ(q)|≤n

q∏
p=1

( cλ(p)

λ(p)!
tλ

(p)
)

+ o (|t|n)

= 1 +
∑

ν∈Nl:1≤|ν|≤n


|ν|∑
q=1

1

q!

∑
λ(1),...,λ(q)∈(Nl)∗

λ(1)+...+λ(q)=ν

(
q∏
p=1

cλp
λ(p)!

) tν + o (|t|n) ,

which proves (13.C.3). On the other hand, combining the Taylor-Young expan-
sions

f (t) = 1 +
∑

λ∈Nl:1<|λ|≤n

mλ

λ!
tλ + o (|t|n) , t ∈ Rl

and

log(1 + x) =

n∑
q=1

(−1)
q−1

q
xq + o (xn) , x ∈ R : x > −1,

we obtain

g (t) = 1 +

n∑
q=1

(−1)
q−1

q

 ∑
λ∈Nl:1<|λ|≤n

mλ

λ!
tλ

q

+ o (tn)

= 1 +

n∑
q=1

(−1)
q−1

q

∑
λ(1),...,λ(q)∈Nl

1≤|λ(1)|,...,|λ(q)|≤n

q∏
p=1

(mλ(p)

λ(p)!
tλ

(p)
)

+ o (tn)

= 1 +
∑

ν∈Nl:1≤|ν|≤n


|ν|∑
q=1

(−1)
q−1

q

∑
λ(1),...,λ(q)∈(Nl)∗

λ(1)+...+λ(q)=ν

(
q∏
p=1

mλp

λ(p)!

) tν + o (|t|n) ,

which proves (13.C.4).

When ν = (1, . . . , 1) we call mν and cν simple moments and cumulants
respectively. They are related to each other by the general relations (13.C.3)
and (13.C.4). Nevertheless, we will express these relations in a form specific to
this particular case. To do so, let, and for all J ⊂ {1, . . . , l},

m (J) = mξ(J), c (J) = cξ(J),
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where ξ (J) is a l-dimensional vector whose jth coordinate is 1 {j ∈ J} for all
j = 1, . . . , l. That is, for J = {j1, . . . , jk},

m (J) :=
∂k

∂tj1 . . . ∂jk
f (0) , c (J) :=

∂k

∂tj1 . . . ∂jk
g (0) .

Corollary 13.C.5. In the conditions of Lemma 13.C.4, for all J ⊂ {1, . . . , l}
such that |ξ (J)| ≤ n,

m (J) =

|ξ(J)|∑
q=1

∑
{J1,...,Jq}

q∏
p=1

c (Jp) ,

c (J) =

|ξ(J)|∑
q=1

(−1)
q−1

(q − 1)!
∑

{J1,...,Jq}

q∏
p=1

m (Jp) ,

where the summation is over all partitions {J1, . . . , Jq} of J .

Proof. Cf. [89, p. 292]. Let ν = ξ (J) and let λ(1), . . . , λ(q) ∈
(
Nl
)∗

be such that

λ(1) + . . . + λ(q) = ν. Then ν! = λ(1)! = . . . = λ(q)! = 1. Moreover, let Jp ⊂ J
be such that ξ (Jp) = λ(p) for p = 1, . . . , q. Then the Jp are pairwise disjoint,
and thus there are q! permutations of them; all having the same contribution
in (13.C.3) as well as in (13.C.4) which give the announced formulae.

Let X = (X1, . . . , Xl) be a random vector, and for all J ⊂ {1, . . . , l}, let

m (J) = mξ(J) = E

∏
j∈J

Xj

 , c (J) = cξ(J)

called simple moments and cumulants respectively. They are related by the
formulae in the above Corollary.

Example 13.C.6. Let X = (X1, . . . , Xl) be a random vector. Then

m (1) = c (1) ,

m (1, 2) = c (1, 2) + c (1) c (2) ,

m (1, 2, 3) = c (1, 2, 3)

+ c (1, 2) c (3) + c (1, 3) c (2) + c (2, 3) c (1)

+ c (1) c (2) c (3) ,

whereas

c (1, 2) = m (1, 2)−m (1)m (2) ,

c (1, 2, 3) = m (1, 2, 3)

−m (1, 2)m (3)−m (1, 3)m (2)−m (2, 3)m (1)

+ 2m (1)m (2)m (3) .
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13.C.3 Nonnegative random vectors

Laplace transform Let X be a l-dimensional nonnegative random vector.
Its Laplace transform, denoted by LX , is defined by

LX (t) = E
[
e−t

TX
]
, t ∈ Rl+.

Lemma 13.C.7. For any ν1, . . . , νl ∈ N , the partial derivative of the Laplace
transform equals

∂|ν|

∂ν1
t1 . . . ∂

νl
tl

LX (t) = (−1)
|ν|

E
[
Xνe−t

TX
]
, t ∈

(
R∗+
)l
.

Moreover, the moments of X are related to its Laplace transform as follows

E [Xν ] = (−1)
|ν|

lim
t1,...,tl↓0

∂|ν|

∂ν1
t1 . . . ∂

νl
tl

LX (t) .

In particular, one side of the above equality is finite iff the other one is so.

Proof. The proof may be carried by induction along the same lines to the proof
of first part of Lemma 13.B.1.

Corollary 13.C.8. LX is C∞ on
(
R∗+
)l

.

Proof. Similar to Corollary 13.B.2.

The following lemma is useful to get the probability that a random vector
vanishes from its Laplace transform.

Lemma 13.C.9. Let X be a l-dimensional nonnegative random vector. Then

lim
t1,...,tl→∞

LX (t) = P(X1 = . . . = Xl = 0).

Proof. Note that

LX (t) = E
[
e−t

TX
]

= E[e−t
TX1{X1 = . . . = Xl = 0}] + E

[
e−t

TX1 {X1 > 0 or . . . or Xl > 0}
]

= P(X1 = . . . = Xl = 0) + E
[
e−t

TX1 {X1 > 0 or . . . or Xl > 0}
]
.

Since for t ∈ Rl+, e−t
TX1 {X1 > 0 or . . . or Xl > 0} is bounded by 1 and tends

to 0 as t1, . . . , tl →∞ ↑ ∞, then by dominated convergence theorem

lim
t1,...,tl→∞

E
[
e−t

TX1 {X1 > 0 or . . . or Xl > 0}
]

= 0.
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Cumulants Let X be a l-dimensional real random vector. Note that LX (t) >
0, ∀t ∈ Rl+, then the following function

ζX (t) = logLX (t) , t ∈ Rl+

is well-defined. Moreover, since L (t) is C∞ on
(
R∗+
)l

, then so is ζ (t). For any
ν ∈ Nl, the ν-cumulant of X equals

cν := (−1)
|ν|

lim
t1,...,tl↓0

∂|ν|

∂ν1
t1 . . . ∂

νl
tl

ζX (0) ,

whenever the above limit exists.



Chapter 14

Useful results in measure
theory

14.A Basic results

The following lemma is useful in the main part of the book as well as in the
subsequent part of the annex.

Lemma 14.A.1. Negligible product sets. Let µ be a σ-finite measure on a
measurable space (G,G).

(i) If for some G1 ∈ G, µ (G\G1) = 0, then, for any k ∈ N∗, µk
(
Gk\Gk1

)
= 0.

(ii) If for some G2 ∈ G ⊗ G, µ2
(
G2\G2

)
= 0, then, for any k ≥ 2,

µk
({

(x1, . . . , xk) ∈ Gk : (xi, xj) ∈ G2\G2 for some i 6= j
})

= 0.

Proof. (i) For any k ∈ N∗, observe that

Gk1 =

k⋂
i=1

{
(x1, . . . , xk) ∈ Gk : xi ∈ G1

}
.

Then, for any B ∈ G,

Bk\Gk1 =

k⋃
i=1

{
(x1, . . . , xk) ∈ Bk : xi ∈ B\G1

}
.

511
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Thus

µk
(
Bk\Gk1

)
≤

k∑
i=1

µk
(
(x1, . . . , xk) ∈ Bk : xi ∈ B\G1

)
=

k∑
i=1

µ (B)
k−1

µ (B\G1)

≤
k∑
i=1

µ (B)
k−1

µ (G\G1) ,

which vanishes if µ (B) < ∞. Since µ is σ-finite , there exists a sequence
of sets B1, B2, . . . with finite measures increasing to G. By continuity from
below of measures, µk

(
Bkn\Gk1

)
converges to µk

(
Gk\Gk1

)
as n → ∞. Thus

µk
(
Gk\Gk1

)
= 0. (ii) Let

Ak =
{

(x1, . . . , xk) ∈ Gk : (xi, xj) ∈ G2\G2 for some i 6= j
}
.

Observe that

Ak ⊂
k⋃

i 6=j=1

{
(x1, . . . , xk) ∈ Gk : (xi, xj) ∈ G2\G2

}
.

Then, for any B ∈ G,

µk
(
Ak ∩Bk

)
≤

k∑
i6=j=1

µk
({

(x1, . . . , xk) ∈ Bk : (xi, xj) ∈ G2

})
=

k∑
i6=j=1

∫
Bk

1
{

(xi, xj) ∈ G2\G2

}
µ (dx1) . . . µ (dxk)

≤
k∑

i6=j=1

µ (B)
k−2

µ2
(
G2\G2

)
,

which vanishes if µ (B) < ∞. By the same argument at the end of Item (i), it
follows that µk (Ak) = 0.

The following lemma gives a useful property of symmetric measures.

Lemma 14.A.2. Symmetric measures. Let (G,G) be a measurable space and
S be a symmetric measure on Gn for some n ∈ N∗. Then for all A ∈ G and all
A1, . . . , Ak ∈ G forming a partition of A, we have

S (An) =
∑

n1,...,nk∈N
n1+···+nk=n

(
n

n1, . . . , nk

)
S (An1

1 × · · · ×Ankk ) .
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Proof. Note that

S (An) = S ((A1 ∪ · · · ∪Ak)
n
) =

k∑
j1,...,jn=1

S (Aj1 × · · · ×Ajn) .

Since S is symmetric

S (Aj1 × · · · ×Ajn) = S (An1
1 × · · · ×Ankk ) ,

where, for any i ∈ {1, . . . , k}, ni is the number of indexes among j1, . . . , jn
which equal i. The number of ways to choose j1, . . . , jn such that ni of them
are equal to i is

(
n

n1,...,nk

)
. Therefore continuing the equation at the beginning

of the proof gives the announced result.

The following result called the inclusion-exclusion principle will be useful in
the main part of the book.

Lemma 14.A.3. Inclusion-exclusion principle. For any events B1, B2, . . . Bm,
define their n-th symmetric sum as

Sn :=
∑

J⊂{1,...,m}
|J|=n

P

⋂
j∈J

Bj

 , n ∈ N∗ (14.A.1)

and let S0 := 1. Let N be the number of the aforementioned events that occur,

that is N =
m∑
i=1

1Bi , then

P (N ≥ k) =

m∑
n=k

(−1)n−k
(
n− 1

k − 1

)
Sn, (14.A.2)

P (N = k) =

m∑
n=k

(−1)n−k
(
n

k

)
Sn, (14.A.3)

E[zN ] =

m∑
n=0

(z − 1)nSn, z ∈ [0, 1], (14.A.4)

E[N ] = S1. (14.A.5)

Proof. Cf. [35, IV.5 and IV.3] for (14.A.2) and (14.A.3) respectively. Cf. [40,
§8.6] for (14.A.4). Applying (14.A.1) with n = 1 gives

S1 =

m∑
j=1

P (Bj) =

m∑
i=1

E [1Bi ] = E[N ],

which proves Equation (14.A.5).
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14.B Support of a measure

We begin by defining the support of a measure on a topological space.

Definition 14.B.1. Support of a measure. Let G is a topological space and
B (G) the Borel σ-algebra on G. The support of a measure µ on (G,B (G)),
denoted supp (µ), is defined by

supp (µ) = {x ∈ G : µ (A) > 0 for any neighborhood A of x} . (14.B.1)

Note that ‘any neighborhood’ may be replaced by ‘any open neighborhood’
in the above display.

Lemma 14.B.2. Alternative expression of the support. Let µ be a measure on
a topological space G endowed with its Borel σ-algebra B (G). Then supp (µ) is
the smallest closed set F ⊂ G with µ (F c) = 0; that is

supp (µ) =
⋂

F⊂G closed: µ(F c)=0

F. (14.B.2)

Equivalently, supp (µ)
c

is the the union of all open sets of measure zero. In
particular, supp (µ) is closed.

Proof. Let S be the right-hand side of (14.B.2). (i) We first prove that supp (µ) ⊂
S. Let F ⊂ G be closed with µ (F c) = 0. Any x ∈ supp (µ) is within F (other-
wise, F c would be a neighborhood of x with measure zero). Then supp (µ) ⊂ F .
Thus supp (µ) ⊂ S. (ii) We prove now that supp (µ)

c ⊂ Sc. Let x ∈ supp (µ)
c
.

Then there exists an open neighborhood A of x with measure zero. Then
x ∈ A ⊂ Sc.

Lemma 14.B.3. supp (µ)
c

is µ-negligible. Let µ be a measure on a topological
space G endowed with its Borel σ-algebra B (G). If G is second countable (i.e.,
its topology has a countable basis), then

µ (supp (µ)
c
) = 0.

In particular, for any measurable function f : G→ C̄ with well defined integral∫
G fdµ, we have

∫
G fdµ =

∫
supp(µ)

fdµ.

Proof. For any x ∈ supp (µ)
c
, let Ax be an open neighborhood of x such that

µ (Ax) = 0. Then

supp (µ)
c ⊂

⋃
x∈supp(µ)c

Ax.

By Lindelöf theorem [57, Theorem 15 p.49], there is a countable subcover of the
above cover, which permits to conclude.

Example 14.B.4. Here are some examples of the support of measures.
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(i) The support of the Lebegue measure `d on Rd equals all Rd; that is supp
(
`d
)

=
Rd.

(ii) The support of the Dirac measure δx is {x}; that is supp (δx) = {x}.

(iii) Let F : R → R be nondecreasing and right-continuous and let µ be the
measure on R such that µ (a, b] = F (b) − F (a) for all a, b ∈ R; cf. [11,
Theorem 12.4 p.176] for existence and uniqueness of such measure. Then

supp (µ) =
{
x ∈ R : F (x− ε) < F (x+ ε) ,∀ε ∈ R∗+

}
.

which follows from the fact that A is a neighborhood of x iff A contains
an interval (x− ε, x+ ε] for some ε ∈ R∗+.

Lemma 14.B.5. Let µ be a measure on a topological space G endowed with its
Borel σ-algebra B (G) and let f : G → R+ be continuous. If

∫
G fdµ = 0, then

f (x) = 0 for any x ∈ supp (µ).

Proof. Assume that there exists some x ∈ supp (µ) such that f (x) > 0. Since
f is continous, then there exists is a neighborhood A of x such that f (y) > 0
for all y ∈ A. Since x ∈ supp (µ), then µ (A) > 0, thus

∫
A
fdµ > 0.

Lemma 14.B.6. Support of the product of two measures. Let µi be a σ-finite
measure on a topological space Gi endowed with its Borel σ-algebra B (Gi) (for
each i ∈ {1, 2}) and let µ1 × µ2 be the product of µ1 and µ2. Then

supp (µ1 × µ2) = supp (µ1)× supp (µ2) .

Proof. Let µ := µ1 × µ2. (i) Let x1 ∈ supp (µ1)
c
. Then there exists a neighbor-

hood A1 of x1 such that µ1 (A1) = 0. For any x2 ∈ G2, the set A = A1 ×G2 is
a neighborhood of (x1, x2) and µ (A) = 0. Then (x1, x2) ∈ supp (µ)

c
. Thus

supp (µ1)
c ×G2 ⊂ supp (µ)

c
.

By symmetry, we have also G1 × supp (µ2)
c ⊂ supp (µ)

c
. Therefore,

supp (µ) ⊂ supp (µ1)× supp (µ2) .

(ii) Let (x1, x2) ∈ supp (µ)
c
, then there exists an open neighborhood A of

(x1, x2) such that µ (A) = 0. By definition of the product topology, A =⋃
i∈I A1,i × A2,i for some open sets A1,i in G1 and A2,i in G2 and some ar-

bitrary set I. Since (x1, x2) ∈ A, then (x1, x2) ∈ A1,i × A2,i for some i ∈ I.
Since µ (A1,i)µ (A2,i) = µ (A1,i ×A2,i) ≤ µ (A) = 0, then either µ (A1,i) = 0 or
µ (A2,i) = 0. Thus x1 ∈ supp (µ1)

c
or x2 ∈ supp (µ2)

c
. Therefore,

supp (µ1)× supp (µ2) ⊂ supp (µ) .
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14.C Functional monotone class theorems

There are many versions of the functional monotone class theorem. We give the
following version which will be often useful.

Theorem 14.C.1. Monotone class theorem for nonnegative functions. Let S
be a given set and let H be a collection of functions f : S → R̄+ such that:

(i) The constant function 1 is in H.

(ii) For any bounded f, g ∈ H and any α, β ∈ R such that αf + βg is nonneg-
ative,

αf + βg ∈ H.

(iii) H is closed under nondecreasing pointwise limits. (That is, if {fn} is a
nondecreasing sequence of functions in H, then their pointwise limit as
n→∞ is in H.)

(iv) I is a π-system (i.e., closed with respect to finite intersections) such that
the indicator function 1C ∈ H for all C ∈ I.

Then H contains all functions f : S → R̄+ that are σ(I)-measurable.

Proof. Let

D = {A ⊂ S : 1A ∈ H}.

Observe that D is a Dynkin system on S; i.e.

S ∈ D,

A ∈ D ⇒ Ac ∈ D,

and for every nondecreasing sequence {An}n∈N of sets in D, we have

lim
n→∞

An ∈ D,

which follow respectively from Assumptions (i), (ii) and (iii). Since D contains
the π-system I, then D contains σ(I) by the Dynkin’s theorem [11, Theorem
3.2 p.42]. Thus H contains the indicator functions of all the sets in σ(I). Then,
by Assumption (ii), H contains all the nonnegative simple σ(I)-measurable
functions. Let f : S → R̄+ be σ(I)-measurable. The simple approximation
theorem [11, Theorem 13.5 p.185] ensures that there exists a nondecreasing
sequence of simple σ(I)-measurable functions {fn}n∈N converging pointwise to
f . Then, by Assumption (iii), f ∈ H.
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14.D Mixture and disintegration of measures

14.D.1 Mixture of measures

We will show how to mix a family of measures. In this regard, we introduce the
notions of measure kernel and probability kernel.

Definition 14.D.1. Measure kernel and probability Kernel. Let (X,X ) and
(Y,Y) be two measurable spaces. A measure kernel from X to Y is a function
κ : X × Y → R̄+ such that:

(i) for each B ∈ Y, κ(·, B) is a nonnegative X -measurable function;

(ii) for each x ∈ X, κ(x, ·) is a measure on (Y,Y).

If morover, κ(x, Y ) = 1 for any x ∈ X, then κ is called a probability kernel
from X to Y .

Definition 14.D.2. Mixture and disintegration of measures. Let (X,X ) and
(Y,Y) be two measurable spaces, µ a measure on (X,X ), κ a measure kernel
from X to Y , and λ a measure on (X × Y,X ⊗ Y).

(i) If

λ (C) =

∫
X

(∫
Y

1 {(x, y) ∈ C}κ (x, dy)

)
µ (dx) , C ∈ X ⊗ Y, (14.D.1)

then we say that λ is the mixture of κ with respect to µ.

(ii) If

λ (A×B) =

∫
A

κ (x,B)µ (dx) , A ∈ X , B ∈ Y, (14.D.2)

then we say that κ is a disintegration kernel of λ with respect to µ.

Obviously, (14.D.1) implies (14.D.2), but the converse is not true in general.
We will see in Theorem 14.D.4(i) that the converse is true when µ is σ-finite
and κ is a probability kernel.

Lemma 14.D.3. Let (X,X ) and (Y,Y) be two measurable spaces, µ a mea-
sure on (X,X ), κ a probability kernel from X to Y , and λ a measure on
(X × Y,X ⊗ Y) satisfying (14.D.2). Then the following results hold.

(i) If µ is finite, then so is λ and λ (X × Y ) = µ (X). In particular, if µ is a
probability measure, then so is λ.

(ii) If µ is σ-finite, then so is λ.

Proof. (i) By (14.D.2), λ (X × Y ) =
∫
X
κ (x, Y )µ (dx) = µ (X) < ∞. (ii) Let

{An}n∈N be a partition of X into measurable sets such that µ (An) <∞ for all
n ∈ N. Observe that, for any n ∈ N, λ (An × Y ) =

∫
An

κ (x, Y )µ (dx) = µ (An).

Since {An × Y }n∈N is a measurable partition of X × Y , then λ is σ-finite.
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Theorem 14.D.4. Measure mixture theorem. Let (X,X ) and (Y,Y) be two
measurable spaces, µ a σ-finite measure on (X,X ), and κ a probability kernel
from X to Y . Then the following results hold.

(i) There exists a unique measure λ on (X × Y,X ⊗ Y) satisfying (14.D.2).

(ii) For any X ⊗ Y-measurable function ϕ : X × Y → R̄+, the function ϕ̄
defined on X by

ϕ̄ (x) =

∫
Y

ϕ (x, y)κ (x, dy) , x ∈ X (14.D.3)

is X -measurable. Moreover∫
X×Y

ϕ (x, y)λ (dx× dy) =

∫
X

∫
Y

ϕ (x, y)κ (x, dy)µ (dx) . (14.D.4)

(iii) Let ϕ : X × Y → R̄ be X ⊗ Y-measurable such that either of the following
conditions∫
X×Y

|ϕ (x, y)|λ (dx× dy) <∞, or

∫
X

∫
Y

|ϕ (x, y)|κ (x, dy)µ (dx) <∞

holds true. Then the other one holds, the function ϕ̄ (x) given by (14.D.3)
is well defined1 for µ-almost all x ∈ X and µ-integrable, and equal-
ity (14.D.4) holds true.

Proof. (i) Let I be the family of all finite disjoint unions of sets of the form A×B
where A ∈ X , B ∈ Y. Note first that I is an algebra of sets. The set function
λ defined by (14.D.2) can be extended to a finitely additive set function on I.
Moreover, λ is obviously σ-finite on I. Then it follows from the Carathéodory’s
extension theorem [44, §13 Theorem A] that λ admits a unique extension on
σ (I) which is precisely the product σ-algebra on X ⊗ Y. (ii) Case 1: Assume
that µ is finite. We will apply Theorem 14.C.1. Let H be the collection of
functions ϕ : X × Y → R̄+ such that the function ϕ̄ defined by (14.D.3) is
X -measurable and such that (14.D.4) holds true. Clearly, the constant function
1 is in H. For any bounded ϕ ∈ H, ϕ̄ is also bounded and both sides of (14.D.4)
are finite. Consider two bounded functions f, g ∈ H and α, β ∈ R such that
αf + βg is nonnegative. By the linearity of the integral, for any x ∈ X,

αf + βg (x) =

∫
Y

[αf (x, y) + βg (x, y)]κ (x, dy) = αf̄ (x) + βḡ (x) .

Then αf + βg is X -measurable. Since µ is assumed finite and f̄ and ḡ are

1For the x ∈ X such that the integral in (14.D.3) is not well defined, set ϕ̄ (x) = 0.
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bounded, then f̄ and ḡ are µ-integrable. Integrating the above equation, we get∫
X

αf + βg (x)µ (dx) = α

∫
X

f̄ (x)µ (dx) + β

∫
X

ḡ (x)µ (dx)

= α

∫
X×Y

f (x, y)λ (dx× dy) + β

∫
X×Y

g (x, y)λ (dx× dy)

=

∫
X×Y

[αf (x, y) + βg (x, y)]λ (dx× dy) ,

where the last equality is due to the fact that the integrals are finite. Therefore,
αf+βg ∈ H. Moreover, H is closed under nondecreasing pointwise limits by the
monotone convergence theorem [11, Theorem 16.2 p.208]. For any A ∈ X , B ∈
Y, the function ϕ (x, y) = 1A (x) 1B (y) is in H. (Indeed, ϕ̄ (x) = 1A (x)κ (x,B)
which is X -measurable and the equality in (14.D.4) follows from (14.D.2).) It
follows that 1C ∈ H for all C ∈ I defined in Point (i). Theorem 14.C.1 and the
fact that σ(I) is precisely X ⊗ Y allows one to conclude. Case 2: Assume now
that µ is σ-finite. Let {An}n∈N be a partition of X into measurable sets such
that µ (An) <∞ for all n ∈ N. Let µn be the restriction of µ to An; that is

µn (A) = µ (A ∩An) , A ∈ X .
Then obviously, µn is finite, µ =

∑
n∈N µn and by (14.D.2), for any A ∈ X , B ∈

Y,

λ (A×B) =
∑
n∈N

∫
A

κ (x,B)µn (dx) =
∑
n∈N

λn (A×B) ,

where λn is a mixture of {κ (x, ·)}x∈X with respect to µn for any n ∈ N. It is
then enough to apply the result of Case 1 to each µn and corresponding mixture
λn, and then add the integrals over all n ∈ N. (iii) Applying Point (ii) to |ϕ|
gives ∫

X×Y
|ϕ (x, y)|λ (dx× dy) =

∫
X

∫
Y

|ϕ (x, y)|κ (x, dy)µ (dx) <∞.

Then for µ-almost all x ∈ X,
∫
Y
|ϕ (x, y)|κ (x, dy) < ∞ and therefore ϕ̄ (x)

is well defined. We write ϕ = ϕ+ − ϕ− where ϕ+ and ϕ− are nonnegative
X ⊗ Y-measurable functions. Observe that, ϕ̄ is X -measurable since

ϕ̄ (x) =

{
ϕ+ (x)− ϕ− (x) , if ϕ+ (x) <∞ or ϕ− (x) <∞,
0, if ϕ+ (x) = ϕ− (x) =∞.

Moreover, ϕ̄ is µ-integrable since∫
X

|ϕ̄ (x)|µ (dx) ≤
∫
X

∫
Y

|ϕ (x, y)|κ (x, dy)µ (dx) <∞.

Applying (14.D.4) for ϕ+ and ϕ− and then subtracting the two equations
proves (14.D.4) for ϕ.

Remark 14.D.5. Theorem 14.D.4 is stated in [77, Proposition III.2.1] in the
particular case when µ is a probability measure.
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14.D.2 Disintegration of measures

Let (X,X ) and (Y,Y) be two measurable spaces. Let λ be a σ-finite measure
on (X × Y,X ⊗ Y). We define the marginal measure λX to be the projection of
λ onto (X,X ), that is, the measure defined by

λX (A) = λ (A× Y ) , ∀A ∈ X . (14.D.5)

For any fixed B ∈ Y, λ (· ×B) may be regarded as a measure on (X,X ),
which is clearly absolutely-continuous with respect to the marginal λX . If λX is
σ-finite, it follows from the Radon-Nikodym theorem [11, Theorem 32.2 p.422]
that there exists a nonnegative X -measurable function κ (·, B) on X such that

λ (A×B) =

∫
A

κ (x,B)λX (dx) , ∀A ∈ X . (14.D.6)

Moreover, the function x 7→ κ (x,B) is unique λX -almost everywhere. The
following lemma gives some properties of the function κ.

Lemma 14.D.6. [44, p.208] Let (X,X ) and (Y,Y) be two measurable spaces, λ
a σ-finite measure on (X × Y,X ⊗ Y) such that its projection λX onto (X,X ) is
also σ-finite, and for each B ∈ Y, let κ (·, B) be the Radon-Nikodym derivative

κ (·, B) =
dλ (· ×B)

dλX
. (14.D.7)

Then the following results hold.

(i) For any B ∈ Y,

0 ≤ κ (x,B) ≤ 1, for λX-almost all x ∈ X.

(ii) For any disjoint sets B,C ∈ Y,

κ (x,B ∪ C) = κ (x,B) + κ (x,C) , for λX-almost all x ∈ X. (14.D.8)

For any sequence of disjoint sets B1, B2, . . . ∈ Y,

κ

(
x,

∞⋃
n=1

Bn

)
=

∞∑
n=1

κ (x,Bn) , for λX-almost all x ∈ X. (14.D.9)

(iii)
κ (x, Y ) = 1, for λX-almost all x ∈ X. (14.D.10)

κ (x, ∅) = 0, for λX-almost all x ∈ X. (14.D.11)

If B1 ⊂ B2, then

κ (x,B1) ≤ κ (x,B2) , for λX-almost all x ∈ X. (14.D.12)
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(iv) For any increasing sequence of sets B1, B2, . . . ∈ Y,

κ

(
x,

∞⋃
n=1

Bn

)
= lim
n→∞

κ (x,Bn) , for λX-almost all x ∈ X. (14.D.13)

(v) For any decreasing sequence of sets B1, B2, . . . ∈ Y,

κ

(
x,

∞⋂
n=1

Bn

)
= lim
n→∞

κ (x,Bn) , for λX-almost all x ∈ X. (14.D.14)

Proof. (i) Let E = {x ∈ X : κ (x,B) > 1}. Since λ (E ×B) ≤ λX (E), then

0 ≤ λ (E ×B)− λX (E) =

∫
E

(κ (x,B)− 1)λX (dx) ≤ 0,

then ∫
E

(κ (x,B)− 1)λX (dx) = 0.

Thus λX (E) = 0. (ii) We first prove (14.D.9). For any A ∈ X ,

∫
A

κ

(
x,

∞⋃
n=1

Bn

)
λX (dx) = λ

(
A×

∞⋃
n=1

Bn

)

= λ

( ∞⋃
n=1

(A×Bn)

)

=

∞∑
n=1

λ (A×Bn)

=

∞∑
n=1

∫
A

κ (x,Bn)λX (dx) =

∫
A

∞∑
n=1

κ (x,Bn)λX (dx) ,

where the last equality is due to the monotone convergence theorem. The
uniqueness assertion of the Radon-Nikodym theorem allows one to conclude the
proof of (14.D.9). Consider now two disjoint sets B,C ∈ Y. Applying (14.D.9)
with B1 = B, B2 = C and Bk = ∅ for k = 2, 3, . . . gives (14.D.8). (iii) Equa-
tions (14.D.10) and (14.D.11) are immediate from (14.D.7). If B1 ⊂ B2, then
B2 = B1 ∪ (B2\B1). Applying (14.D.8) we get for λX -almost all x ∈ X,

κ (x,B2) = κ (x,B1) + κ (x,B2\B1) ,

from which inequality (14.D.12) follows. (iv) Let

C1 = B1, Ck = Bk\Ck−1, k = 2, 3, . . .
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Observe that, for λX -almost all x ∈ X,

κ

(
x,

∞⋃
n=1

Bn

)
= κ

(
x,

∞⋃
n=1

Cn

)

=

∞∑
n=1

κ (x,Cn) = lim
n→∞

κ (x,Bn) ,

where the second equality is due to (14.D.9). (v) Let

Ck = Y \Bk, k = 1, 2, . . .

Applying (14.D.8) and then (14.D.10), we get for λX -almost all x ∈ X,

κ (x,Bk) + κ (x,Ck) = κ (x, Y ) = 1

and

κ

(
x,

∞⋂
n=1

Bn

)
+ κ

(
x,

∞⋃
n=1

Cn

)
= κ (x, Y ) = 1.

On the other hand, since C1, C2, . . . is increasing, then by (14.D.13), for λX -
almost all x ∈ X,

κ

(
x,

∞⋃
n=1

Cn

)
= lim
n→∞

κ (x,Cn)

Combining the above three equalities gives the announced result.

Observe that the properties stated in the previous lemma for κ (x,B) hold
true, except for x in some set of λX -measure zero. Unfortunately, this set de-
pends on the particular set B under consideration, so one may not conclude
that κ (x, ·) is a measure for λX -almost all x.

We will show that this holds true under some conditions to be specified later.
In this regard, we define the notion of isomorphism of measurable spaces.

Definition 14.D.7. Isomorphism of measurable spaces [56, §10.B p.66]. We
say that two measurable spaces (X,X ) and (Y,Y) are isomorphic if there exists
a measurable bijection ϕ : X → Y such that ϕ−1 is also measurable.

Definition 14.D.8. Polish measurable space. We will say that a measurable
space (X,X ) is Polish if (i) X is the σ-algebra generated by a topology T and
(ii) (X, T ) is Polish; i.e., there exists some metric d on X such that the topology
induced by d is equal to T and such that (X, d) is a complete separable metric
space.

Lemma 14.D.9. Any Polish measurable space is isomorphic to a subset of [0, 1]
with the corresponding Borel σ-algebra.

Proof. Cf. [54, Theorem 1.1(ii) p.18].
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Theorem 14.D.10. Measure disintegration theorem. Let (X,X ) and (Y,Y)
be two measurable spaces, and assume that (Y,Y) is Polish. Let λ be a σ-finite
measure on (X × Y,X ⊗ Y) such that the projection λX of λ onto (X,X ) is also
σ-finite. Then:

(i) There exists a disintegration probability kernel κ of λ with respect to λX .

(ii) Moreover, κ is unique λX-almost everywhere; i.e., if κ̂ is another disin-
tegration probability kernel of λ with respect to λX , then κ̂ (x, ·) = κ (x, ·)
for λX-almost all x ∈ X.

Proof. We will proceed in three steps taking Y to be the entire real line, then
a Borel subset of R, and finally any Polish space. Case 1. Suppose first
that Y = R and Y = B (R). (i) The following arguments follow those in [11,
Theorem 33.3 p.439]. For each B ∈ Y, let κ0 (·, B) be the Radon-Nikodym
derivative [11, Theorem 32.2 p.422]

κ0 (·, B) =
dλ (· ×B)

dλX
.

Consider the function ϕ defined on X ×Q by

ϕ (x, r) := κ0 (x, (−∞, r]) , x ∈ X, r ∈ Q.

If r, s ∈ Q such that r ≤ s, then by (14.D.12),

ϕ (x, r) ≤ ϕ (x, s) ,

for x outside a X -measurable set Ar,s of λX -measure 0. Applying (14.D.14)
with Bn =

(
−∞, r + n−1

]
, we get

ϕ (x, r) = lim
n→∞

ϕ
(
x, r + n−1

)
,

for x outside a X -measurable set Cr of λX -measure 0. Applying (14.D.11)
and (14.D.14) and then (14.D.10) and (14.D.13),

lim
r→−∞

ϕ (x, r) = 0, lim
r→+∞

ϕ (x, r) = 1

for x outside a X -measurable set D of λX -measure 0. Observe that the set

A0 =

 ⋃
r≤s∈Q

Ar,s

 ∪
⋃
r∈Q

Cr

 ∪D
lies in X and has λX -measure 0. Now define for any x ∈ X, y ∈ R,

F (x, y) = 1Ac0 (x) inf
r≥y
{ϕ (x, r)}+ 1A0

(x) 1 {y ≥ 0} .
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Observe that if x ∈ Ac0, r ∈ Q, then F (x, r) = ϕ (x, r). It is easy to see that
for every fixed x ∈ X, the function y 7→ F (x, y) is nondecreasing and right-
continuous with limits 1 and 0 at +∞ and −∞ respectively. Then, by [11,
Theorem 14.1 p.188], there exists a probability measure κ (x, ·) on (Y,Y) such
that

κ (x, (−∞, y]) = F (x, y) , x ∈ X, y ∈ R.

For each r ∈ Q let B = (−∞, r] and observe that

κ (x,B) = κ (x, (−∞, r])
= F (x, r)

= 1Ac0 (x)ϕ (x, r) + 1A0
(x) 1 {r ≥ 0}

= 1Ac0 (x)κ0 (x, (−∞, r]) + 1A0
(x) 1 {r ≥ 0} ,

from which we deduce that

λ (A×B) =

∫
A

κ (x,B)λX (dx) , for any A ∈ X (14.D.15)

and
κ (x,B) is an X -measurable function of x ∈ X. (14.D.16)

Let D be the set of all B ∈ Y such that (14.D.16) and (14.D.15) are true. Clearly
D is a Dynkin system and contains I = {B = (−∞, r] : r ∈ Q} which is closed
under finite intersections. Then D contains σ(I) by the Dynkin’s theorem [11,
Theorem 3.2 p.42]. Observing that σ(I) = B (R) = Y concludes the proof of the
existence part (i) in the case Y = R. (ii) Observe that for each B ∈ Y, κ (·, B)
is the Radon-Nikodym derivative

κ (·, B) =
dλ (· ×B)

dλX
.

Then by the Radon-Nikodym theorem [11, Theorem 32.2 p.422], κ (x,B) is
unique λX -almost everywhere. Then {κ (·, (−∞, r])}r∈Q is unique λX -almost
everywhere. By the continuity from above of measures [44, Theorem E p.38],
for any x ∈ X and any y ∈ Y ,

κ (x, (−∞, y]) = lim
r↓y,r∈Q

κ (x, (−∞, r]) .

The announced uniqueness of κ follows. Case 2. Suppose now that Y is a Borel
subset of R. Let λ̃ be a probability measure on (X × R,X ⊗ B (R)) such that

λ̃ (A×B) = λ (A× (B ∩ Y )) , A ∈ X , B ∈ B (R) .

Observe that the projections of λ̃ and λ onto (X,X ) are equal. Applying the
result of Case 1 to λ̃ shows that there exists a probability kernel κ̃ from X to
R, such that λ̃ is the mixture of {κ̃ (x, ·)}x∈X with respect to λX . In particular,

λ (A×B) = λ̃ (A×B) =

∫
A

κ̃ (x,B)λX (dx) , A ∈ X , B ∈ Y.
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Letting
κ (x,B) = κ̃ (x,B) , A ∈ X , B ∈ Y,

allows one to concludes the proof of the theorem in the case Y ∈ B (R). Case 3.
Using Lemma 14.D.9, the case of a Polish space Y , is reduced to the case where
Y is a Borel subset Y0 of R treated in Case 2. Indeed, let ϕ : Y → Y0 a
measurable bijection such that ϕ−1 is also measurable. Let λ̃ be a probability
measure on (X × Y0,X ⊗ Y0) such that

λ̃ (A×B0) = λ (A× ϕ (B0)) , A ∈ X , B0 ∈ Y0.

Observe that the projections of λ̃ and λ onto (X,X ) are equal. Applying the
result of Point (i) to λ̃ shows that there exists a probability kernel κ̃ from X to
Y0, such that λ̃ is the mixture of {κ̃ (x, ·)}x∈X with respect to λX . Then

λ (A×B) = λ̃
(
A× ϕ−1 (B)

)
=

∫
A

κ̃
(
x, ϕ−1 (B)

)
λX (dx) , A ∈ X , B ∈ Y.

Letting
κ (x,B) = κ̃

(
x, ϕ−1 (B)

)
, A ∈ X , B ∈ Y,

allows one to conclude the proof the theorem.

Remark 14.D.11. Bibliographic notes. Theorem 14.D.10 is stated in [29,
Proposition A.1.5.III p.605] for probability measures without proof. Cf. also
related statements in [53, Theorem 6.3] and for the particular case Y = R
in [44, §48(5) p.210] and [11, Theorem 33.3 p.439].

We will extend Theorem 14.D.10 to the case when the measure λX is not
necessarily σ-finite. In this regard we need the following lemmas.

Lemma 14.D.12. Let (X,X ) be a measurable space and µ a σ-finite measure
on (X,X ). Then there exists a measurable function h : X → ]0, 1[ such that the
measure hµ is finite.

Proof. Let {An}n∈N∗ be a partition ofX into measurable sets such that µ (An) <
∞ for all n ∈ N. Let h be a function defined on X by

h (x) =
∑
n∈N∗

2−n
1 {x ∈ An}
1 + µ (An)

, x ∈ X.

Observe that h (x) ∈ ]0, 1[ for any x ∈ X. Consider the measure µ̃ = hµ on
(X,X ); that is

µ̃ (A) =

∫
A

h (x)µ (dx) , A ∈ X .

The measure µ̃ is finite since

µ̃ (X) =
∑
n∈N∗

2−n
µ (An)

1 + µ (An)
≤
∑
n∈N∗

2−n = 1.
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Recall that two measures µ and ν are said equivalent if they are absolutely-
continuous with respect to each other. Equivalence of measures is denoted by
µ ∼ ν.

Lemma 14.D.13. Let (X,X ) and (Y,Y) be two measurable spaces, µ a measure
on (X,X ), κ a measure kernel from X to Y , λ be a measure on X × Y , and
λX be the projection of λ onto X. Assume that κ is a disintegration kernel of
λ with respect to µ. Then λX � µ and λX admits density x 7→ κ (x, Y ) with
respect to µ. In particular, µ ∼ λX iff κ (x, Y ) 6= 0 for µ-almost all x ∈ X.

Proof. Observe from (14.D.2) that for any A ∈ X,

λX (A) = λ (A× Y ) =

∫
A

κ (x, Y )µ (dx) .

Thus λX � µ and λX admits density x 7→ κ (x, Y ) with respect to µ. The last
statement is then obvious.

Theorem 14.D.14. Measure disintegration theorem; extension. Let (X,X )
and (Y,Y) be two measurable spaces such that (Y,Y) is Polish and let λ be a
σ-finite measure on (X × Y,X ⊗ Y). Then:

(i) There exists a σ-finite measure µ on (X,X ) and a measure kernel κ from
X to Y such that µ ∼ λX , κ (x, Y ) 6= 0 for any x ∈ X, and κ is a
disintegration kernel of λ with respect to µ.

(ii) Assume that there exists two σ-finite measures µ and µ̂ on X and two
measure kernels κ and κ̂ from X to Y which are disintegration kernels
of λ with respect to µ and µ̂ respectively. Assume moreover that µ̂ � µ.
Then

κ̂ (x, ·) dµ̂

dµ
(x) = κ (x, ·) , for µ-almost all x ∈ X ,

where dµ̂
dµ is a Radon-Nikodym derivative of µ̂ with respect to µ.

Proof. (i) By Lemma 14.D.12, there exists a measurable function h : X × Y →
]0, 1[ such that the measure λ̃ = hλ is finite. Then the projection λ̃X of λ̃ onto
(X,X ) is also finite. Applying Theorem 14.D.10 to λ̃ shows that there exists
a disintegration probability kernel κ̃ of λ̃ with respect to λ̃X . Then for any
A ∈ X , B ∈ Y,

λ (A×B) =

∫
A×B

1

h (x, y)
λ̃ (dx× dy)

=

∫
X×Y

1 {x ∈ A, y ∈ B}
h (x, y)

λ̃ (dx× dy)

=

∫
X

∫
Y

1 {x ∈ A, y ∈ B}
h (x, y)

κ̃ (x, dy) λ̃X (dx)

=

∫
A

[∫
B

1

h (x, y)
κ̃ (x,dy)

]
λ̃X (dx)
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where the third equality is due to (14.D.4). Let

κ (x,B) =

∫
B

1

h (x, y)
κ̃ (x, dy) , x ∈ X,B ∈ Y.

Then λ is a mixture of {κ (x, ·)}x∈X with respect to µ := λ̃X . It follows from
the above equation that, for any x ∈ X,

κ (x, Y ) =

∫
Y

1

h (x, y)
κ̃ (x, dy) ,

which is positive since h > 0 and κ̃ (x, ·) is a probability measure. Using the
fact that for any A ∈ X , λ̃X (A) =

∫
A×Y h (x, y)λ (dx× dy), it follows that

λ̃X ∼ λX . (ii) For any A ∈ X , B ∈ Y,

λ (A×B) =

∫
A

κ̂ (x,B) µ̂ (dx) =

∫
A

κ̂ (x,B)
dµ̂

dµ
(x)µ (dx) .

Thus λ is a mixture of
{
κ̂ (x, ·) dµ̂

dµ (x)
}
x∈X

with respect to µ. Thus it is enough

to prove the announced result in the case µ̂ = µ. Observe that, for any B ∈ Y,

κ̂ (·, B) =
dλ (· ×B)

dµ
= κ (·, B) .

Then
κ̂ (x,B) = κ (x,B) , for µ-almost all x ∈ X.

Unfortunately, the exceptional sets of µ-measure zero depend on the particular
set B under consideration. Following the same lines as the proof of Theo-
rem 14.D.10(ii), we see that

κ̂ (x, ·) = κ (x, ·) , for µ-almost all x ∈ X.

Remark 14.D.15. Bibliographic notes. Theorem 14.D.14 is stated in [52,
p.164] and proved in [54, Theorem 1.23 p.37]. Our Item (ii) extends uniqueness
result therein.

14.E Power and factorial powers of measures

Definition 14.E.1. Let (G,G) be a measurable space. Given a σ-finite measure
µ on G and n ∈ N∗, we denote by µn its n-th power in the sense of products
of measures. In particular, for a counting measure µ =

∑
j∈Z δxj (where atoms

need not to be distinct) and n ∈ N∗,

µn =
∑

(j1,...,jn)∈Zn
δ(xj1 ,...,xjn ).
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For such counting measure, we define its n-th factorial power as the following
counting measure on Gn

µ(n) =
∑

(j1,...,jn)∈Z(n)

δ(xj1 ,...,xjn ), (14.E.1)

where Z(n) = {(j1, . . . , jn) ∈ Zn : jk 6= jl, for any l 6= k}.
Observe that for all B1, . . . , Bn ∈ G,

µ(n) (B1 × . . .×Bn)

=

∫
B1×...×Bn

(
µ−

n−1∑
k=1

δxk

)
(dxn)

(
µ−

n−2∑
k=1

δxk

)
(dxn−1) . . . µ (dx1) .

Example 14.E.2. For a σ-finite measure µ on a measurable space (G,G),

µ2 (A×B) = µ (A)µ (B) , A,B ∈ G (14.E.2)

and, more generally,

µn (B1 × . . .×Bn) = µ (B1) . . . µ (Bn) , B1, . . . , Bn ∈ G. (14.E.3)

It is clear that µ(1) = µ. If µ = δx, then µ(2) = 0. If µ = δx + δy, then
µ(2) = δ(x,y) + δ(y,x); in the particular case x = y, µ(2) = 2δ(x,x).

Lemma 14.E.3. Let (G,G) be a measurable space, µ be a counting measure on
G and n ∈ N∗. For any pairwise disjoint B1, . . . , Bn ∈ G,

µn (B1 × . . .×Bn) = µ(n) (B1 × . . .×Bn) . (14.E.4)

For any A,B ∈ G,

µ2 (A×B) = µ(2) (A×B) + µ (A ∩B) . (14.E.5)

For any B ∈ G,

µ(n) (Bn) = µ (B) (µ (B)− 1) . . . (µ (B)− n+ 1)
+
. (14.E.6)

Let G⊗n be the product σ-algebra. For any A ∈ G⊗n, B ∈ G⊗m,

µ(n+m) (A×B) =

∫
A

(
µ−

n∑
i=1

δxi

)(m)

(B)µ(n) (dx1 × . . .× dxn) . (14.E.7)

Proof. The two first identities are obvious. For the third one, it is enough to
observe that µ(n) (Bn) is the number of arrangements of ordered sequences of
n points among the µ (B) atoms of µ in B where atoms are counted with their
multiplicity. (Indeed, note first that

µ(1) (B) =
∑
j

1 {xj ∈ B} = µ (B) .
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Moreover, for all n ≥ 2,

µ(n) (Bn) =
∑

(j1,...,jn)∈Z(n)

1 {xj1 ∈ B, . . . , xjn ∈ B}

=
∑

(j1,...,jn−1)∈Z(n−1)

1 {xj1 ∈ B, . . . , xjn ∈ B}
∑

jn /∈{j1,...,jn−1}
1 {xjn ∈ B}

=
∑

(j1,...,jn−1)∈Z(n−1)

1 {xj1 ∈ B, . . . , xjn ∈ B} (µ (B)− n+ 1)
+

= µ(n−1)
(
Bn−1

)
(µ (B)− n+ 1)

+
.

Then the announced result (14.E.6) follows by induction on n.) It remains to
prove the fourth identity. By definition, writing µ =

∑
j δaj , we have

µ(n+m) =
∑

(j1,...,jn+m)∈Z(n+m)

δ(aj1 ,...,ajn+m
).

Then for all A ∈ G⊗n, B ∈ G⊗m,

µ(n+m) (A×B)

=
∑

(j1,...,jn+m)∈Z(n+m)

1
{

(aj1 , . . . , ajn+m
) ∈ A×B

}
=

∑
(j1,...,jn)∈Z(n)

1 {(aj1 , . . . , ajn) ∈ A}
∑

(jn+1,...,jn+m)∈Z(m)

jn+k /∈{j1,...,jn}

1
{

(ajn+1 , . . . , ajn+m) ∈ B
}

=
∑

(j1,...,jn)∈Z(n)

1 {(aj1 , . . . , ajn) ∈ A}
(
µ−

n∑
i=1

δaji

)(m)

(B)

=
∑

x∈µ(n)∩A

(
µ−

n∑
i=1

δxi

)(m)

(B)

=

∫
A

(
µ−

n∑
i=1

δxi

)(m)

(B)µ(n) (dx1 × . . .× dxn) .

The following lemma generalizes (14.E.5).

Lemma 14.E.4. Let (G,G) be a measurable space, µ be a counting measure on
G and n ∈ N∗. Then for any B1, . . . , Bn ∈ G,

µn (B1 × . . .×Bn) =

n∑
q=1

∑
{J1,...,Jq}

µ(q)

 q∏
p=1

 ⋂
j∈Jp

Bj

 , (14.E.8)

where the summation is over all partitions {J1, . . . , Jq} of {1, . . . , n}.
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Proof. The above identities hold true for all B1, . . . , Bn ∈ G which are pairwise
either identical or disjoint. Two measures which coincide on such B1× . . .×Bn
are identical. Indeed, for all A1, . . . , An ∈ G, we may show inductively that the
product A1× . . .×An may be written as a finite union of sets of the form B1×
. . .×Bn where B1, . . . , Bn ∈ G are pairwise either identical or disjoint. Indeed,
this is trivial for n = 1, and induction heredity follows from the observation
that for all n ≥ 1 and all A1, . . . , An+1 ∈ G,

A1 × . . .×An ×An+1

=
(⋃

B1 × . . .×Bn
)
×An+1

=
⋃(

(B1 ∩An+1) ∪
(
B1 ∩Ac

n+1

))
× . . .× (Bn ∩An+1) ∪

(
Bn ∩Ac

n+1

)
×Bn+1.

We give now the factorial power of the superposition of counting measures.

Lemma 14.E.5. Factorial power of superposition of counting measures. Let
(G,G) be a measurable space, µ1, . . . , µm be counting measures on G and µ =
µ1 + . . .+ µm. Then for any k ∈ N∗ and any B1, . . . , Bk ∈ G,

µ(k) (B1 × . . .×Bk) =
∑

{I1,...,Im}

m∏
l=1

µ
(|Il|)
l

(∏
u∈Il

Bu

)
,

where the summation is over all partitions {I1, . . . , Im} of {1, . . . , n} and |Il| is
the cardinal of Il.

Proof. Let µi =
∑
j∈Z δxl,j (i = 1, . . . ,m) and µ =

∑
j∈Z δxj . Then

µ(k) (B1 × . . .×Bk) =
∑

(j1,...,jk)∈Z(k)

1 {xj1 ∈ B1} . . .1 {xjk ∈ Bk}

=
∑

i1,...,ik∈{1,...,m}
j1,...,jk∈Z

((i1,j1),...,(ik,jk))∈(Z2)
(k)

1 {xi1,j1 ∈ B1} . . .1 {xik,jk ∈ Bk}

=
∑

{I1,...,Im}

∑
(j1u)

u∈I1
∈Z|I1|6=

...
(jku)

u∈I1
∈Z|Ik|6=

m∏
l=1

∏
u∈Il

1
{
xl,jlu ∈ Bu

}

=
∑

{I1,...,Im}

m∏
l=1

∑
(jlu)u∈Il

∈Z|Il|6=

∏
u∈Il

1
{
xl,jlu ∈ Bu

}

=
∑

{I1,...,Im}

m∏
l=1

µ
(|Il|)
l

(∏
u∈Il

Bu

)
,



14.F. EQUALITY OF MEASURES 531

where the summation
∑
{I1,...,Im} is over all partitions {I1, . . . , Im} of {1, . . . , n}

and Zn 6= is the set of n-tuples (j1, . . . , jn) ∈ Zn where j1, . . . , jn are pairwise
distinct.

14.F Equality of measures

The following lemma will be useful.

Lemma 14.F.1. Let (G,G) be a measurable space, k ∈ N∗ and µ and η be
two σ-finite measures on Gk such that for any bounded measurable function
ϕ : G→ R+,∫
Gk

(
k∏
i=1

ϕ (xi)

)
µ (dx1 × . . .× dxk) =

∫
Gk

(
k∏
i=1

ϕ (xi)

)
η (dx1 × . . .× dxk) <∞.

Then µ = η.

Proof. Let t1, . . . , tk ∈ R+, let h1, . . . , hk : G → R+ be bounded measurable
functions and let

ϕ (x) :=

k∑
j=1

tjhj (x) , x ∈ G.

Observe that
k∏
i=1

ϕ (xi) =

k∑
j1,...,jk=1

tj1hj1 (x1) . . . tjkhjk (xk) .

Then ∫
Gk

(
k∏
i=1

ϕ (xi)

)
µ (dx1 × . . .× dxk)

=

k∑
j1,...,jk=1

tj1 . . . tjk

∫
Gk
hj1 (x1) . . . hjk (xk) µ (dx1 × . . .× dxk) ,

with an analogous equality for η. The right-hand side of the above equality is
a multinomial on t1, . . . , tk. The equality of this multinomial with that corre-
sponding to η implies the equality of their coefficients. In particular,∫

Gk
h1 (x1) . . . hk (xk) µ (dx1 × . . .× dxk)

=

∫
Gk
h1 (x1) . . . hk (xk) η (dx1 × . . .× dxk) .

In particular, for any B1, . . . , Bk ∈ G, applying the above equality for hj (x) =
1Bj (x) (j ∈ {1, . . . , k} , x ∈ G) implies

µ (B1 × . . . Bk) = η (B1 × . . . Bk) .

Since the measurable rectangles form a π-system generating G ⊗ . . . ⊗ G, then
µ = η by [11, Theorem 10.3 p.163].
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14.G Symmetric complex Gaussian random vari-
ables

Definition 14.G.1. Symmetric complex Gaussian.

(i) A complex random variable Z is said to be Gaussian if its real and imag-

inary part are jointly Gaussian. If moreover, Z
dist.
= eiθZ for any θ ∈ R,

then Z is said to be symmetric complex Gaussian [50, §1.4 p.13] (also
known as circularly symmetric Gaussian [38, Definition 3.7.1]). If more-
over its variance equals 1, it is called a standard complex Gaussian.

(ii) A complex random vector Z = (Z1, . . . , Zm) is said to be Gaussian if the
real and imaginary parts of Z1, . . . , Zm are jointly Gaussian. If moreover,

Z
dist.
= eiθZ for any θ ∈ R, then Z is said to be symmetric complex

Gaussian random vector.

(iii) A family of complex random variables is called a ( symmetric) complex
Gaussian if any finite subfamily is (symmetric) complex Gaussian vector.
In particular, a complex stochastic process {Z (i)}i∈I , where I is an ar-
bitrary index set, is called a ( symmetric) complex Gaussian iff it is a
(symmetric) complex Gaussian family.

If Z is a symmetric complex Gaussian random vector, then it is centered.
Moreover, the distribution of Z is characterized by its covariance matrix ΓZ =

E [ZZ∗] (cf. [38, Theorem 3.7.13]), and we denote Z
dist.∼ CN (0,ΓZ). The

moments of the products of the components of such random vector are given by
the following Wick’s formula.

Lemma 14.G.2. Wick’s formula. Let n ∈ N∗ and let (Z1, . . . , Zn,W1, . . . ,Wn)
be a symmetric complex Gaussian random vector. Then

E [Z1 . . . ZnW
∗
1 . . .W

∗
n ] = per

(
E
[
ZiW

∗
j

])
1≤i,j≤n . (14.G.1)

Proof. Cf. [49, Lemma 2.1.7].

Recall that the space L2
C (P,Ω) of complex square-integrable random vari-

ables is a Hilbert space by the Riesz-Fischer theorem [22, Theorem 4.8 p.93].

Definition 14.G.3. Generated Hilbert subspace [21, Definition 3.2.2]. Let
{Z (i)}i∈I be a collection of random variables in L2

C (P,Ω), where I is an ar-
bitrary index set. The closure of the vector space of finite linear complex com-
binations of elements of {Z (i)}i∈I is a Hilbert subspace of L2

C (P,Ω) called the
Hilbert subspace generated by {Z (i)}i∈I . More explicitly, this is the space of
all limits in the quadratic mean (that is, limits in L2

C (P,Ω)) of some sequence
of finite complex linear combinations of elements of {Z (i)}i∈I .

We will also need the following extension of [50, §1.4 p.13], [21, Theo-
rem 3.2.3] to the complex case.
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Lemma 14.G.4. Let {Z (i)}i∈I be a (symmetric) complex Gaussian stochastic
process in L2

C (P,Ω). Then the Hilbert subspace generated by {Z (i)}i∈I is a
(symmetric) complex Gaussian family.

Proof. Let H be the Hilbert subspace generated by {Z (i)}i∈I and let Y =

(Y1, . . . , Yk) ∈ Hk. (i) Complex Gaussian. We have to show that for all

a ∈ Ck, X :=
∑k
j=1 ajYj is complex Gaussian. By definition of H, for each

j ∈ {1, . . . , k}, there exists a sequence {Y (n)
j }n≥1 such that: for all n ≥ 1, Y

(n)
j

is a finite linear combination of elements of {Z (i)}i∈I ; and limn→∞ Y
(n)
j = Yj

in L2
C (P,Ω). For a given a ∈ Ck, the variables X(n) :=

∑k
j=1 ajY

(n)
j are

complex Gaussian and converge as n → ∞ in quadratic mean to X. Hence
X =

∑k
j=1 ajYj is complex Gaussian by [21, Example 2.2.1]. This being true

for any a ∈ Ck, it follows that Y = (Y1, . . . , Yk) is a complex Gaussian random
vector. (ii) Symmetric complex Gaussian. We have to prove that Y is
symmetric complex Gaussian. To do so, it is enough to prove that E

[
Y Y T

]
= 0;

cf. [38, Theorem 3.7.6]. Let Y (n) =
(
Y

(n)
1 , . . . , Y

(n)
k

)
. Observe that∣∣∣E [Y (n)

i Y
(n)
j

]
−E [YiYj ]

∣∣∣ =
∣∣∣E [(Y (n)

i − Yi
)(

Y
(n)
j − Yj

)]
+ E

[(
Y

(n)
i − Yi

)
Yj

]
+ E

[
Yi

(
Y

(n)
j − Yj

)]∣∣∣
≤
∣∣∣E [(Y (n)

i − Yi
)(

Y
(n)
j − Yj

)]∣∣∣
+
∣∣∣E [(Y (n)

i − Yi
)
Yj

]∣∣∣+
∣∣∣E [Yi (Y (n)

j − Yj
)]∣∣∣ .

Using the Cauchy-Schwarz inequality, we see that the right-hand side of the
above inequality goes to 0 as n → ∞. Then E

[
Y (n)Y (n)T

]
converges compo-

nentwise to E
[
Y Y T

]
. Since E

[
Y (n)Y (n)T

]
= 0, then E

[
Y Y T

]
= 0.
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Chapter 15

Useful results in algebra

15.A Matrices

Notation 15.A.1. Submatrices. Let A = (Aij)1≤i,j≤n be a complex matrix.

For any nonempty γ, β ⊂ {1, . . . , n}, let Aγβ = (Aij)i∈γ,j∈β and Aγ = (Aij)i,j∈γ
where indexes are considered in the increasing order. By convension det (A∅) =
1.

Note that det (Aγ) does not depend on the order in which the index set γ is
considered.

15.A.1 Inequalities

The following lemma gives inequalities for the determinants of Hermitian nonnegative-
definite matrices.

Lemma 15.A.2. Hadamard, Fischer and Koteljanskii inequalities. Let A =
(Aij)1≤i,j≤n be a Hermitian nonnegative-definite matrix, where n ∈ N∗. Then
the following results hold true.

(i) Hadamard’s inequality:

0 ≤ det (A) ≤
n∏
i=1

Aii. (15.A.1)

(ii) Fischer’s inequality:

det (A) ≤ det (Aγ) det (Aγc) , (15.A.2)

where γ ⊂ {1, . . . , n} and Aγ = (Aij)i,j∈γ with the convension det (A∅) =
1.

535
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(iii) Koteljanskii’s inequality:

det (Aγ∪β) det (Aγ∩β) ≤ det (Aγ) det (Aβ) , (15.A.3)

where γ, β ⊂ {1, . . . , n}. (The above inequality is called the Hadamard-
Fischer inequality by some authors.)

(iv)

|Aij |2 ≤ AiiAjj , for any i, j ∈ {1, . . . , n} . (15.A.4)

Proof. (i) By [48, Theorem 7.8.1], det (A) ≤
n∏
i=1

Aii. On the other hand, by [48,

p.398], when A is positive definite det (A) > 0. If A is only nonnegative-definite,
then for any ε > 0, A+εI is positive definite where I is the identity matrix. Then
det (A+ εI) > 0. Letting ε→ 0 and invoking the continuity of the determinant
implies det (A) ≥ 0. (ii) Inequality (15.A.2) is proved in [48, Theorem 7.8.3]
when A is positive definite. Extend the result for a nonnegative-definite matrix
A as in (i). (iii) Cf [100, Theorem 2.2] when A is positive definite and extend
the result for a nonnegative-definite matrix A as in (i). (iv) Every principal sub
matrix of A is Hermitian nonnegative-definite by [48, Observation 7.1.2 p.397].
In particular, the 2-by-2 principal sub matrix(

Aii Aij
Aji Ajj

)
is Hermitian nonnegative-definite. Thus its determinant is nonnegative which
give the announced inequality.

15.A.2 Schur complement

The following lemma relates the determinant of a matrix (partitioned into
blocks) to the so-called Schur complement.

Lemma 15.A.3. Schur complement formula. Let A = (Aij)1≤i,j≤n be a com-

plex matrix. For any nonempty γ, β ⊂ {1, . . . , n}, let Aγβ = (Aij)i∈γ,j∈β and

Aγ = (Aij)i,j∈γ .

(i) Consider a nonempty γ ⊂ {1, . . . , n} (strictly) such that Aγ is invertible.
Then

det (A) = det (Aγ) det
(
Aγc −Aγcγ (Aγ)

−1
Aγγc

)
. (15.A.5)

where (Aγ)
−1

is the inverse of the matrix Aγ . The above formula is called
Schur complement formula. The matrix

B = Aγc −AγcγA
−1
γ Aγγc (15.A.6)

is called the Schur complement of Aγ in A.
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If A is invertible, then so is B with inverse

B−1 =
(
A−1

)
γc , (15.A.7)

and

det
((
A−1

)
γc

)
=

det (Aγ)

det (A)
. (15.A.8)

(ii) Assume that A11 6= 0 and let B = (Bij)2≤i,j≤n be the matrix defined by

Bij =
1

A11
det

(
Aij Ai1
A1j A11

)
= Aij −

Ai1A1j

A11
, 2 ≤ i, j ≤ n.

Then

det (A) = A11 × det (B) .

Proof. (i) Cf. [48, §0.8.5 p.22] for the Schur complement formula (15.A.5). As-
sume now that A is invertible. The fact that B is invertible with inverse
given by (15.A.7) follows from the inverse of a partitioned matrix [48, §0.7.3
p.18]. Combining (15.A.5) and (15.A.7) implies (15.A.8). (ii) This follows
from (15.A.5) with γ = {1}. (Note that B is indeed the Schur complement
of A11 in A.)

15.A.3 Diagonal expansion of the determinant

Lemma 15.A.4. Diagonal expansion of the determinant. Let A = (Aij)1≤i,j≤n
be a complex matrix. Then the following results hold.

(i) Let Λ = diag (λ1, . . . , λn) where λ1, . . . , λn ∈ C, then∑
β⊂{1,...,n}

det (Aβ) det (Λβc) = det (A+ Λ) , (15.A.9)

where Aβ = (Aij)i,j∈β.

(ii) For any γ ⊂ {1, . . . , n},∑
β⊂γ

det (Aβ∪γc) = det (A+ Γ) , (15.A.10)

where the matrix Γ is defined by Γij = 1 {i = j ∈ γ} for 1 ≤ i, j ≤ n.

(iii) ∑
β⊂{1,...,n}

det (Aβ) = det (A+ I) . (15.A.11)
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Proof. (i) Cf. [27, Equation (2.1)]. (ii) Note that for any β ⊂ {1, . . . , n},
det (Γβc) = 1 {βc ⊂ γ} = 1 {γc ⊂ β} = 1 {β = γc ∪ α : α ⊂ γ}. Then apply-
ing (15.A.9) with Λ := Γ, we get

det (A+ Γ) =
∑

β⊂{1,...,n}
det (Aβ) det (Γβc)

=
∑
α⊂γ

det (Aα∪γc) .

(iii) This follows from (15.A.10) with γ = {1, . . . , n}.

Remark 15.A.5. Bibliographic notes. A direct proof of (15.A.10) is given
in [61, Theorem 2.1].

15.A.4 α-determinant of a matrix

Definition 15.A.6. α-determinant [97]. For all matrices A = (Aij)1≤i,j≤k ∈
Ck×k and all α ∈ R, we define the α-determinant of A by

detα(A) =
∑
π∈Sk

αk−cyc(π)
k∏
i=1

Aiπ(i), (15.A.12)

where Sk is the set of permutations of {1, . . . , k} and cyc(π) denotes the number
of cycles in π.

For α = −1, we retrieve the usual determinant of A and for α = 1, we get
the permanent of A; that is

det(A) = det−1(A), per(A) = det1(A).

Moreover, by convension 00 = 1,

det0(A) =

k∏
i=1

Aii.

In the particular case of a one dimensional matrix A ∈ C, we have detα(A) =
A for any α ∈ R. For the identity matrix I, detα(I) = 1 for any α ∈ R.

The following lemma compares the permanent and the determinant of a
nonnegative-definite matrix.

Lemma 15.A.7. Let A = (Aij)1≤i,j≤k ∈ Ck×k be a Hermitian nonnegative-
definite matrix. Then

per(A) ≥
k∏
i=1

Aii ≥ det(A) ≥ 0.

Proof. The first inequality is proved in [66]. Hadamard’s inequality (15.A.1)
concludes the proof.
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15.B Power series composition

The following lemma concerns the composition of two power series; i.e., the
substitution of a power series in another power series.

Lemma 15.B.1. Power series composition (substitution). Let {an}n∈N , {bn}n∈N ∈
CN and assume that the power series A (z) =

∑∞
n=0 anz

n and B (z) =
∑∞
n=0 bnz

n

have radii of convergence RA and RB respectively. Assume moreover that
b0 = 0. Then A (B (z)) admits a power series expansion

A (B (z)) =

∞∑
n=0

cnz
n,

which converges for any z ∈ C such that |z| < RB and
∑∞
n=0 |bnzn| < RA, with

cn =

∞∑
k=0

akbnk, , n ∈ N.

where bnk is the coefficient of zn in the expansion of B (z)
k
. In particular,

if RA = ∞, then the radius of convergence of the power series A (B (z)) =∑∞
n=0 cnz

n is at least RB.

Proof. Recall that a power series is absolutely convergent within the interior of
its disc of convergence [59, Proposition 1.1.1 p.1]. Observe that B (z)

k
has a

radius of convergence at least RB by [59, Proposition 1.1.4 p.4], thus

B (z)
k

=

∞∑
n=0

bnkz
n, z ∈ C : |z| < RB .

Similarly, let b′nk be the coefficient of zn in the expansion of (
∑∞
n=0 |bn| zn)

k
;

that is ( ∞∑
n=0

|bn| zn
)k

=

∞∑
n=0

b′nkz
n, z ∈ C : |z| < RB .

Obviously,
|bnk| ≤ b′nk, n, k ∈ N.

Let z ∈ C be such that |z| < RB and Z :=
∑∞
n=0 |bnzn| < RA. Since Z is in the

interior of the disc of convergence of A (z), then
∑∞
k=0

∣∣akZk∣∣ <∞. Moreover,

∞∑
k=0

∣∣akZk∣∣ =

∞∑
k=0

|ak|
( ∞∑
n=0

|bnzn|
)k

=

∞∑
k=0

|ak|
( ∞∑
n=0

b′nk |z|n
)

=

∞∑
k=0

∞∑
n=0

b′nk |akzn| .
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On the other hand, since |B (z)| ≤ Z < RA, then

A (B (z)) =

∞∑
k=0

akB (z)
k

=

∞∑
k=0

ak

( ∞∑
n=0

bnkz
n

)

=

∞∑
n=0

( ∞∑
k=0

akbnk

)
zn,

where the last equality is due to Fubini’s theorem and the fact that

∞∑
k=0

∞∑
n=0

|bnkakzn| ≤
∞∑
k=0

∞∑
n=0

b′nk |akzn| <∞.



Chapter 16

Useful results in functional
analysis

16.A Integral operators

We shall introduce the notion of integral operators which is a special class of
linear operators defined on the space L2 of square-integrable functions. We
firstly recall the definition and basic properties of the space L2.

16.A.1 L2 space properties

Definition 16.A.1. Space L2 of square-integrable functions. Let (G,G, µ) be a
measure space. We denote by L2

C (µ,G) the set of measurable functions f : G→
C which are square-integrable with respect to µ. Two functions f, g ∈ L2

C (µ,G)
such that f(x) = g(x), for µ-almost all x ∈ G are said to be equal in L2

C (µ,G).
The space L2

C (µ,G) equipped with the inner product

〈f, g〉 =

∫
G
f (x) g (x)

∗
µ (dx) , f, g ∈ L2

C (µ,G) ,

is a Hilbert space by the Riesz-Fischer theorem [22, Theorem 4.8 p.93]. The
norm in L2

C (µ,G) is denoted by

‖f‖ =

(∫
G
|f (x)|2 µ (dx)

)1/2

, f ∈ L2
C (µ,G) .

Recall that a Hilbert space is called separable if it contains a countable dense
subset. We give now sufficient conditions for the space L2

C (µ,G) to be separable.

Lemma 16.A.2. Separability of L2. Let µ be a σ-finite measure on a measur-
able space (G,G).

541
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(i) If G is countably-generated (i.e., admits a countable basis), then the space
L2
C (µ,G) is separable.

(ii) If G is a separable metric space, then the Borel σ-algebra B (G) generated
by the metric is countably-generated.

(iii) If G is l.c.s.h (i.e., locally compact, second countable, and Hausdorff), then
G is Polish (i.e., complete separable metric space) and B (G) is countably-
generated.

Proof. (i) Cf. [26, Proposition 3.4.5 p.110]. (ii) Cf. [56, Proposition 12.1 p.73].
(iii) The fact that G is Polish follows from [56, Theorem 5.3 p.29]. Then B (G)
is countably-generated by (ii).

Recall that a separable Hilbert space admits at least one denumerable or-
thonormal basis [20, Theorem C2.3 p.150].

Lemma 16.A.3. L2 for product measure. For i ∈ {i, 2}, let µi be a σ-finite
measure on measurable spaces (Gi,Gi) and assume that L2

C (µi,Gi) is separable

with orthonormal basis
{
ϕ

(i)
n

}
n∈N∗

. Then L2
C (µ1 × µ2,G1 ×G2) is separable

with orthonormal basis
{
ϕ

(1)
n ϕ

(2)
m

}
n,m∈N∗

(where ϕ
(1)
n ϕ

(2)
m is the mapping defined

on G1 ×G2 by (x1, x2) 7→ ϕ
(1)
n (x1)ϕ

(2)
m (x2)).

Proof. It is easy to check that
{
ϕ

(1)
n ϕ

(2)
m

}
n,m∈N∗

is an orthonormal family in

L2
C (µ1 × µ2,G1 ×G2). Let H be the subspace of L2

C (µ1 × µ2,G1 ×G2) gen-

erated by
{
ϕ

(1)
n ϕ

(2)
m

}
n,m∈N∗

and let f ∈ L2
C (µ1 × µ2,G1 ×G2). It follows

from [20, Theorem C2.1(c) p.146] that the projection of f on H is

f̃ =
∑

n,m∈N∗

〈
f, ϕ(1)

n ϕ(2)
m

〉
ϕ(1)
n ϕ(2)

m .

Let g = f − f̃ , then, for any n,m ∈ N∗,
〈
g, ϕ

(1)
n ϕ

(2)
m

〉
= 0, i.e.∫

G1×G2

g (x, y)ϕ(1)
n (x)

∗
ϕ(2)
m (y)

∗
µ1 (dx)µ2 (dy) = 0.

This implies by Fubini’s theorem [44, §36 Theorem C] (which is justified by the
Cauchy-Schwarz inequality),∫

G2

(∫
G1

g (x, y)ϕ(1)
n (x)

∗
µ (dx)

)
ϕ(2)
m (y)

∗
µ (dy) = 0.

Since
{
ϕ

(2)
m

}
m∈N∗

is a basis of L2
C (µ2,G2), it follows that∫

G1

g (x, y)ϕ(1)
n (x)

∗
µ (dx) = 0,
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for all y ∈ G2\Bn for some Bn ∈ G2 with µ (Bn) = 0. Then for all y ∈
G2\

⋃
k∈N∗ Bk, the above equality holds for any n ∈ N∗, which implies g (x, y) =

0 for µ-almost all x ∈ G1. Thus g (x, y) = 0 for µ1 × µ2-almost all (x, y) ∈
G1 ×G2. Therefore, f = f̃ in L2

C (µ1 × µ2,G1 ×G2).

Remark 16.A.4. Bibliographic notes. The proof of Lemma 16.A.3 is from [82,
p.51].

The following lemma gives a sufficient condition for equality in L2
C
(
µ2,G2

)
.

Lemma 16.A.5. Let µ be a σ-finite measure on a measurable space (G,G) and
let K, K̃ ∈ L2

C
(
µ2,G2

)
. Assume that, for any f, g ∈ L2

C (µ,G),∫
G2

K (x, y) f (y) g (x)
∗
µ (dx)µ (dy) =

∫
G2

K̃ (x, y) f (y) g (x)
∗
µ (dx)µ (dy) .

Then K̃ (x, y) = K (x, y) for µ2-almost all (x, y) ∈ G2.

Proof. (i) Assume first that the measure µ is finite. Observe first that K, K̃ ∈
L1
C
(
µ2,G2

)
by the Cauchy-Schwarz inequality and that 1G ∈ L2

C (µ,G). Let

D = {C ∈ G ⊗ G :

∫
C

(
K (x, y)− K̃ (x, y)

)
µ (dx)µ (dy) = 0}.

Observe that D is a Dynkin system on G2; i.e.

G2 ∈ D,

C ∈ D ⇒ Cc ∈ D,
and for every nondecreasing sequence {Cn}n∈N of sets in D, we have

lim
n→∞

Cn ∈ D,

by the dominated convergence theorem. Let I be the family of finite union
of rectangles A × B where A,B ∈ G. Since D contains the π-system I, then
D contains σ(I) = G ⊗ G by the Dynkin’s theorem [11, Theorem 3.2 p.42].
(ii) Assume now that the measure µ is σ-finite. Let {Bn}n∈N a nondecreasing
sequence of sets in G, such that

⋃
n∈NBn = G and µ (Bn) < ∞ for all n ∈ N.

Since µ restricted to Bn is finite, then K̃ (x, y) = K (x, y) for µ2-almost all
(x, y) ∈ B2

n. Since
⋃
n∈NBn = G, then K̃ (x, y) = K (x, y) for µ2-almost all

(x, y) ∈ G2.

16.A.2 Linear operators

We remind here basic definitions for linear operators on normed and Hilbert
spaces with scalar field R or C.
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Definition 16.A.6. Bounded linear operator. A linear operator K on a normed
vector space H with norm ‖·‖ is called bounded if

sup {‖Kf‖ : f ∈ H, ‖f‖ = 1} <∞.

In this case, the above supremum is called norm of K and denoted by ‖K‖.

Definition 16.A.7. Let K be a bounded linear operator on a Hilbert space H
with inner product 〈·, ·〉 and norm ‖·‖.

(i) The adjoint operator of K, denoted by K∗, is the unique bounded linear
operator on H satisfying

〈Kf, g〉 = 〈f,K∗g〉 , f, g ∈ H.

(For existence and uniqueness of the adjoint see [86, §12.9 p.311].)

(ii) K is called Hermitian if K∗ = K.

(iii) Assume that K is Hermitian. K is called nonnegative-definite if 〈Kf, f〉 ≥
0 for any f ∈ H.

(iv) K is called compact if the image by K of the unit ball is relatively compact;
see. [82, Definition p.199].

16.A.3 Integral operator basics

We now define integral operators.

Definition 16.A.8. Integral operator. Let µ be a σ-finite measure on a mea-
surable space (G,G) and let K ∈ L2

C
(
µ2,G2

)
. For any f ∈ L2

C (µ,G), let KGf
be the function defined on G by

KGf(x) =

∫
G
K (x, y) f (y)µ (dy) , (16.A.1)

for all x ∈ G such that the integral in the right-hand side is well defined and
finite; and KGf(x) = 0 otherwise. The operator KG defined above is the integral
operator associated to the kernel K on G.

Here are the basic properties of the integral operator.

Lemma 16.A.9. Integral operator basic properties. Let µ be a σ-finite measure
on a measurable space (G,G) and let K ∈ L2

C
(
µ2,G2

)
. Then the following

results hold.

(i) For any f ∈ L2
C (µ,G), the function KGf defined by (16.A.1) is in L2

C (µ,G).
Moreover, the equality (16.A.1) holds for µ-almost all x ∈ G.
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(ii) The linear operator KG on L2
C (µ,G) is bounded (and therefore continuous)

with norm satisfying

‖KG‖ ≤ ‖K‖ , (16.A.2)

where ‖K‖ =
(∫

G2 |K (x, y)|2 µ (dx)µ (dy)
)1/2

.

(iii) For any f, g ∈ L2
C (µ,G),

〈KGf, g〉 =

∫
G2

K (x, y) f (y) g (x)
∗
µ (dx)µ (dy) . (16.A.3)

(iv) Let K̃ ∈ L2
C
(
µ2,G2

)
and K̃G be the corresponding integral operator. Then

K̃G = KG iff K̃ (x, y) = K (x, y) for µ2-almost all (x, y) ∈ G2.

(v) Let K∗G be the adjoint operator of KG. Then K∗G is an integral operator
associated to the kernel K̃ defined by

K̃ (x, y) := K (y, x)
∗
, (x, y) ∈ G2.

(vi) KG is Hermitian iff K (x, y) = K (y, x)
∗

for µ2-almost all (x, y) ∈ G2.

Proof. (i) Note that, for any f ∈ L2
C (µ,G),∫

G
|KGf(x)|2 µ (dx) ≤

∫
G

(∫
G
|K (x, y) f (y)|µ (dy)

)2

µ (dx)

≤
∫
G

(∫
G
|K (x, y)|2 µ (dy)

)(∫
G
|f (y)|2 µ (dy)

)
µ (dx)

= ‖K‖2 ‖f‖2 <∞,

where the second line follows from the Cauchy-Schwarz inequality and the third
line is due to Fubini-Tonelli theorem [44, §36 Theorem B]. It follows that KGf ∈
L2
C (µ,G). Moreover, the above inequality shows that, for µ-almost all x ∈ G,∫
G |K (x, y) f (y)|µ (dy) < ∞ and therefore, equality (16.A.1) holds true. (ii)

The above inequality shows that, for any f ∈ L2
C (µ,G), ‖KGf‖ ≤ c ‖f‖, where

c =
(∫

G2 |K (x, y)|2 µ (dx)µ (dy)
)1/2

. Then KG is bounded and ‖KG‖ ≤ c. (iii)

For any f, g ∈ L2
C (µ,G),

〈KGf, g〉 =

∫
G
KGf (x) g (x)

∗
µ (dx)

=

∫
G

(∫
G
K (x, y) f (y)µ (dy)

)
g (x)

∗
µ (dx)

=

∫
G2

K (x, y) f (y) g (x)
∗
µ (dx)µ (dy) ,
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where the third equality is due to Fubini’s theorem which is justified since by
the Cauchy-Schwarz inequality∫

G2

|K (x, y) f (y) g (x)|µ (dx)µ (dy)

≤
(∫

G2

|K (x, y)|2 µ (dx)µ (dy)

)1/2(∫
G2

|f (y) g (x)|2 µ (dx)µ (dy)

)1/2

= ‖K‖ ‖f‖ ‖g‖ <∞. (16.A.4)

(iv) Sufficiency. Assume that K̃ (x, y) = K (x, y) for µ2-almost all (x, y) ∈ G2.
Then, for any f ∈ L2

C (µ,G),∫
G

∣∣∣(KG − K̃G

)
f(x)

∣∣∣2 µ (dx) =

∫
G

∣∣∣∣∫
G

(
K (x, y)− K̃ (x, y)

)
f (y)µ (dy)

∣∣∣∣2 µ (dx)

≤
∫
G

(∫
G

∣∣∣K (x, y)− K̃ (x, y)
∣∣∣2 µ (dy)

)(∫
G
|f (y)|2 µ (dy)

)
µ (dx)

= ‖f‖2
(∫

G2

∣∣∣K (x, y)− K̃ (x, y)
∣∣∣2 µ2(dx× dy)

)
= 0,

where the second line follows from the Cauchy-Schwarz inequality and the third
line is due to Fubini-Tonelli theorem. Thus KGf = K̃Gf in L2

C (µ,G), for any
f ∈ L2

C (µ,G). Therefore, K̃G = KG. Necessity. Assume that K̃G = KG. Then
for any f, g ∈ L2

C (µ,G),

〈KGf, g〉 =
〈
K̃Gf, g

〉
,

thus by (16.A.3),∫
G2

K (x, y) f (y) g (x)
∗
µ (dx)µ (dy) =

∫
G2

K̃ (x, y) f (y) g (x)
∗
µ (dx)µ (dy) .

Therefore, K̃ (x, y) = K (x, y) for µ2-almost all (x, y) ∈ G2 by Lemma 16.A.5.
(v) Let K̃G be the integral operator associated to the kernel K̃ (x, y) := K (y, x)

∗
.

It follows from (16.A.3) that for any f, g ∈ L2
C (µ,G),〈

K̃Gf, g
〉

=

∫
G2

K̃ (x, y) f (y) g (x)
∗
µ (dx)µ (dy)

=

∫
G2

K (y, x)
∗
f (y) g (x)

∗
µ (dx)µ (dy)

=

(∫
G2

K (y, x) f (y)
∗
g (x)µ (dx)µ (dy)

)∗
=

(∫
G2

K (x, y) g (y) f (x)
∗
µ (dx)µ (dy)

)∗
= (〈KGg, f〉)∗ = 〈f,KGg〉 ,
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where the fourth equality is due to the change of variable (y, x) → (x, y) and
Fubini’s theorem which is justified by (16.A.4). It follows from the above equal-
ity that K̃G is the adjoint operator of KG. (vi) This is immediate from (iv)
and (v).

The following lemma shows that the composition of integral operators is also
an integral operator and gives its kernel.

Lemma 16.A.10. Integral operators composition. Let µ be a σ-finite measure
on a measurable space (G,G), K1, . . . ,KN ∈ L2

C
(
µ2,G2

)
for some integer N ≥

2, and K1, . . . ,KN the integral operators associated respectively to the kernels
K1, . . . ,KN . Then the following results hold.

(i) The composition K1 . . .KN is an integral operator associated to the kernel
K defined by

K (x, y) =

∫
GN−1

K1(x, z1)K2(z1, z2) . . .KN (zN−1, y)µ (dz1) . . . µ (dzN−1) ,

(16.A.5)
for all (x, y) ∈ G2 such that the integral in the right-hand side is well
defined and finite (which holds for µ2-almost all (x, y) ∈ G2). Moreover,

‖K‖ ≤ ‖K1‖ . . . ‖KN‖ , (16.A.6)

where ‖·‖ is the norm in L2
C
(
µ2,G2

)
.

(ii) ∫
GN
|K1(x, z1)K2(z1, z2) . . .KN (zN−1, x)|µ (dx)µ (dz1) . . . µ (dzN−1) <∞.

(16.A.7)
In particular, the integral in the right-hand side of (16.A.5) is well defined
and finite for x = y for µ-almost all x ∈ G.

(iii) Assume that L2
C (µ,G) is separable, let K be defined by (16.A.5), and

{ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G). Let

αn,m =
〈
K,ϕn (x)ϕm (y)

∗〉
=

∫
G2

K (x, y)ϕn (x)
∗
ϕm (y)µ (dx)µ (dy) , n,m ∈ N∗,

α(i)
n,m =

〈
Ki, ϕn (x)ϕm (y)

∗〉
, i ∈ {1, . . . , n} , n,m ∈ N∗.

Then

αn,m =
∑

j1,...,jN−1∈N∗
α

(1)
n,j1

α
(2)
j1,j2

. . . α
(N)
jN−1,m

, n,m ∈ N∗,

where the series in the right-hand side converges absolutely.
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Proof. (i) The proof is by induction on N ≥ 2. Besides the announced result in
the lemma, we shall prove that, for any N ≥ 2,∫

G2

(∫
GN−1

|K1(x, z1) . . .KN (zN−1, z)|µ (dz1) . . . µ (dzN−1)

)2

µ (dx)µ (dz)

≤ ‖K1‖2 . . . ‖KN‖2 . (16.A.8)

Step 1: Proof for N = 2. We first prove (16.A.8); indeed,∫
G2

(∫
G
|K1 (x, z)K2 (z, y)|µ (dz)

)2

µ (dx)µ (dy)

≤
∫
G2

(∫
G
|K1 (x, z)|2 µ (dz)

∫
G
|K2 (z, y)|2 µ (dz)

)
µ (dx)µ (dy)

= ‖K1‖2 ‖K2‖2 <∞,

where the first inequality is due to Cauchy-Schwarz inequality and the equality is
due to Fubini-Tonelli theorem. This proves that

∫
G |K1 (x, z)K2 (z, y)|µ (dz) <

∞ for µ2-almost all (x, y) ∈ G2. Moreover, the above inequality shows that K ∈
L2
C
(
µ2,G2

)
and ‖K‖ ≤ ‖K1‖× ‖K2‖. Let f ∈ L2

C (µ,G). By Lemma 16.A.9(i),
K2f ∈ L2

C (µ,G) and for µ-almost all x ∈ G,

(K1K2) f(x) =

∫
G
K1 (x, z)K2f (z)µ (dz)

=

∫
G
K1 (x, z)

(∫
G
K2 (z, y) f (y)µ (dy)

)
µ (dz)

=

∫
G

(∫
G
K1 (x, z)K2 (z, y)µ (dz)

)
f (y)µ (dy) ,

where the third equality is due to Fubini’s theorem. (Indeed, by the Cauchy-
Schwarz inequality[∫

G2

|K1 (x, z)K2 (z, y) f (y)|µ (dz)µ (dy)

]2

=

[∫
G
|K1 (x, z)|

(∫
G
|K2 (z, y) f (y)|µ (dy)

)
µ (dz)

]2

≤
[∫

G
|K1 (x, z)|2 µ (dz)

][∫
G

(∫
G
|K2 (z, y) f (y)|µ (dy)

)2

µ (dz)

]

≤
[∫

G
|K1 (x, z)|2 µ (dz)

] [∫
G

(
‖f‖2

∫
G
|K2 (z, y)|2 µ (dy)

)
µ (dz)

]
=

∫
G
|K1 (x, z)|2 µ (dz) ‖f‖2 ‖K2‖2 .

Taking the integral with respect to µ (dx) shows that the left-hand side of the
above inequality is finite for µ-almost all x ∈ G.) Step 2: Assume that the
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desired result holds for N − 1 (where N ≥ 3). We first prove (16.A.8); indeed,∫
G2

(∫
GN−1

|K1(x, z1)K2(z1, z2) . . .KN−1(zN−2, z)KN (z, y)|

× µ (dz1) . . . µ (dzN−2)µ (dz)

)2

µ (dx)µ (dy)

≤
∫
G2

(∫
G

(∫
GN−2

|K1(x, z1) . . .KN−1(zN−2, z)|µ (dz1) . . . µ (dzN−2)

)2

µ (dz)

)

×
(∫

G
|KN (z, y)|2 µ (dz)

)
µ (dx)µ (dy)

=

∫
G2

(∫
GN−2

|K1(x, z1) . . .KN−1(zN−2, z)|µ (dz1) . . . µ (dzN−2)

)2

× µ (dx)µ (dz)× ‖KN‖2

≤ ‖K1‖2 . . . ‖KN−1‖2. × ‖KN‖2 ,

where the last inequality follows from (16.A.8) for N − 1. The composition
K1 . . .KN = (K1 . . .KN−1)KN is an integral operator by Step 1 with kernel

K (x, y) =

∫
G
K ′ (x, z)KN (z, y)µ (dz) , (16.A.9)

where

K ′ (x, z) =

∫
GN−2

K1(x, z1)K2(z1, z2) . . .KN−1(zN−2, z)µ (dz1) . . . µ (dzN−2) .

It follows from (16.A.8) that∫
GN−1

|K1(x, z1)K2(z1, z2) . . .KN−1(zN−2, z)KN (z, y)|µ (dz1) . . . µ (dzN−2)µ (dz) <∞

for µ2-almost all (x, y) ∈ G2. For any (x, y) ∈ G2 satisfying the above inequality,
Fubini’s theorem applied to (16.A.9) shows that (16.A.5) holds. (ii) Step 1:
Proof for N = 2. By Cauchy-Schwarz inequality,∫

G2

|K1 (x, z)K2 (z, x)|µ (dx)µ (dz) ≤ ‖K1‖ ‖K2‖ .

Since the above quantity is finite, then
∫
G |K1 (x, z)K2 (z, x)|µ (dz) < ∞ for

µ-almost all x ∈ G. Step 2: Proof for N ≥ 3. Let

K ′ (z, x) =

∫
GN−2

|K2(z, z2) . . .KN (zN−1, x)|µ (dx)µ (dz2) . . . µ (dzN−1) .

By Fubini-Tonelli theorem, the left-hand side of (16.A.7) equals∫
G2

|K1 (x, z)K ′ (z, x)|µ (dx)µ (dz) ≤ ‖K1‖ ‖K ′‖ ,
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by Cauchy-Schwarz inequality. Applying (16.A.6) to the kernels, |K1| , . . . , |KN |,
we get ‖K ′‖ ≤ ‖K2‖ . . . ‖KN‖, which combined with the above inequality per-
mits to conclude. (iii) Lemma 16.A.3 shows that

{
ϕn (x)ϕm (y)

∗}
n,m∈N∗ is an

orthonormal basis of L2
C
(
µ2,G2

)
. Then αn,m (resp. α

(i)
n,m) are the coordinates

of K (resp. Ki) in this basis. Moreover, by (16.A.3),

〈Kϕm, ϕn〉 =

∫
G2

K (x, y)ϕm (y)ϕn (x)
∗
µ (dx)µ (dy) = αn,m. (16.A.10)

Similarly,
〈Kiϕm, ϕn〉 = α(i)

n,m.

Therefore,
〈K∗iϕm, ϕn〉 = α(i)∗

m,n.

Thus
Kiϕm =

∑
n∈N∗

α(i)
n,mϕn, K∗iϕm =

∑
n∈N∗

α(i)∗
m,nϕn, (16.A.11)

We now prove the announced result by induction on N . Besides the announced
result in the lemma, we shall prove that, for any N ≥ 2,

∑
j1,...,jN−1∈N∗

∣∣∣α(1)
n,j1

α
(2)
j1,j2

. . . α
(N)
jN−1,m

∣∣∣ ≤ N∏
l=1

‖Kl‖ . (16.A.12)

Step 1: Proof for N = 2. By (16.A.10)

αn,m = 〈K1K2ϕm, ϕn〉
= 〈K2ϕm,K∗1ϕn〉 =

∑
j1∈N∗

α
(1)
n,j1

α
(2)
j1,m

.

where the last equality is due to (16.A.11). Moreover, by Cauchy-Schwarz in-
equality,

∑
j1∈N∗

∣∣∣α(1)
n,j1

α
(2)
j1,m

∣∣∣ ≤
 ∑
j1∈N∗

∣∣∣α(1)
n,j1

∣∣∣2
1/2 ∑

j1∈N∗

∣∣∣α(2)
j1,m

∣∣∣2
1/2

≤ ‖K1‖ ‖K2‖ ,

which proves (16.A.12) for N = 2. Step 2: Assume that the desired result holds
for N − 1 (where N ≥ 3). We begin by proving (16.A.12). Let K ′ be the kernel
associated to K2 . . .KN . Again by Cauchy-Schwarz inequality,

∑
j1,...,jN−1∈N∗

∣∣∣α(1)
n,j1

α
(2)
j1,j2

. . . α
(N)
jN−1,m

∣∣∣ ≤
 ∑
j1∈N∗

∣∣∣α(1)
n,j1

∣∣∣2
1/2 ∑

j1,...,jN−1∈N∗

∣∣∣α(2)
j1,j2

. . . α
(N)
jN−1,m

∣∣∣2
1/2

≤ ‖K1‖ ‖K ′‖
≤ ‖K1‖ ‖K2‖ . . . ‖KN‖ ,
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where the last inequality is due to (16.A.6). Now, by (16.A.10),

αn,m = 〈K1 . . .KNϕm, ϕn〉
= 〈K2 . . .KNϕm,K∗1ϕn〉
=

∑
j1,...,jN−1∈N∗

α
(1)
n,j1

∑
j2,...,jN−1∈N∗

α
(2)
j2,j3

. . . α
(N)
jN−1,m

=
∑

j1,...,jN−1∈N∗
α

(1)
n,j1

α
(2)
j1,j2

. . . α
(N)
jN−1,m

,

where the last equality is justified by Fubini’s theorem and (16.A.12).

The following proposition gives a sufficient condition for the integral operator
to be compact.

Proposition 16.A.11. Integral operator compactness. Let µ be a σ-finite mea-
sure on a measurable space (G,G), K ∈ L2

C
(
µ2,G2

)
, and KG be the associated

integral operator. Assume that L2
C (µ,G) is separable. Then the following results

hold.

(i) The operator KG is compact.

(ii) The set of eigenvalues of KG is at most countable, and has at most one
accumulation point, namely, 0. Moreover, each non-zero eigenvalue has
finite multiplicity.

Proof. (i) Let {ϕn}n∈N∗ be an orthonormal basis of L2
C (µ,G). Lemma 16.A.3

shows that
{
ϕn (x)ϕm (y)

∗}
n,m∈N∗ is an orthonormal basis of L2

C
(
µ2,G2

)
. Let-

ting αn,m =
〈
K,ϕn (x)ϕm (y)

∗〉
, we get

K (x, y) =
∑

n,m∈N∗
αn,mϕn (x)ϕm (y)

∗
,

where equality is in L2
C
(
µ2,G2

)
. For each N ∈ N∗, let

K(N) (x, y) =

N∑
n,m=1

αn,mϕn (x)ϕm (y)
∗
,

and let K(N)
G be the integral operator associated to the kernel K(N) which is

bounded by (16.A.2). Observe that, for any f ∈ L2
C (µ,G),

K(N)
G f(x) =

N∑
n,m=1

αn,mϕn (x)

∫
G
f (y)ϕm (y)

∗
µ (dy)

=

N∑
n,m=1

αn,m 〈f, ϕm〉ϕn (x) ,
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then K(N)
G f =

∑N
n,m=1 αn,m 〈f, ϕm〉ϕn which shows that the operator K(N)

G has

finite rank. Then K(N)
G is a compact operator by [82, Example p.199]. Since∥∥K −K(N)

∥∥ → 0 as N → ∞, it follows from (16.A.2) that
∥∥∥KG −K(N)

G

∥∥∥ → 0

as N → ∞. Therefore, KG is compact by [82, Theorem VI.12 p.200]. (ii) This
follows from the fact that the space L2

C (µ,G) is a separable Hilbert space and
the operator KG is compact and invoking Riesz-Schauder theorem [82, Theo-
rem VI.15 p.203].

Remark 16.A.12. Bibliographic notes. Proposition 16.A.11(i) may be de-
duced from [82, Theorem VI.22(e) p.210] and [82, Theorem VI.23 p.210] (the
assumptions that the measure µ is σ-finite and the space L2

C (µ,G) is separable
are implicit there). Our proof follows theirs.

Proposition 16.A.11(i) is stated in [23, Theorem 2.3.2 p.168] under the ad-
ditional condition that G is locally compact which is not required as the above
proof shows.

We now focus our attention on Hermitian integral operators.

Proposition 16.A.13. Hermitian integral operators. Let µ be a σ-finite mea-
sure on a measurable space (G,G), let K ∈ L2

C
(
µ2,G2

)
, and let KG be the

associated integral operator. Assume that L2
C (µ,G) is separable, and K (x, y) =

K (y, x)
∗

for µ2-almost all (x, y) ∈ G2 (or, equivalently, the operator KG is
Hermitian). Then the following results hold.

(i) There exists an orthonormal basis of L2
C (µ,G) composed of eigenvectors

{ϕn}n∈N∗ of KG with respective real eigenvalues {λn}n∈N∗ such that λn →
0 as n→∞.

(ii) For any f ∈ L2
C (µ,G),

KGf =
∑
n∈N∗

〈f, ϕn〉λnϕn, (16.A.13)

where equality is in L2
C (µ,G).

(iii)

K (x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, (16.A.14)

where the equality is in L2
C
(
µ2,G2

)
; that is the the series in the right-hand

side of (16.A.14) converges in L2
C
(
µ2,G2

)
to K (in particular, the above

equality holds for µ2-almost all (x, y) ∈ G2).

(iv)
‖KG‖ = sup

n∈N∗
|λn| .

(v) KG is nonnegative-definite iff λn ≥ 0 for all n ∈ N∗.
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(vi) If KG is nonnegative-definite, then for any integer k ≥ 2, the matrix
(K (xi, xj))1≤i,j≤k is Hermitian nonnegative-definite for µk-almost all (x1, . . . , xk) ∈
Gk.

(vii) Assume that there exists some constant c ∈ R∗+ such that∫
G
|K (x, y)|2 µ (dy) ≤ c, for all x ∈ G. (16.A.15)

Then for any f ∈ L2
C (µ,G),

KGf(x) =

∫
G
K (x, y) f (y)µ (dy) =

∑
n∈N∗

〈f, ϕn〉λnϕn (x) , for any x ∈ G,

(16.A.16)
where the series in the right-hand side of the above equality converges
uniformly in x ∈ G.

Proof. (i) The fact that KG is Hermitian follows from Lemma 16.A.9(vi). Since
KG is Hermitian, then its eigenvalues are real. Since KG is moreover compact
by Proposition 16.A.11(i), the spectral theorem of Hermitian compact opera-
tors [82, Theorem VI.16p.203], shows the existence of a denumerable orthonor-
mal basis {ϕn}n∈N∗ of L2

C (µ,G) composed of eigenvectors of KG with respective
eigenvalues {λn}n∈N∗ such that λn → 0 as n → ∞. (ii) Since {ϕn}n∈N∗ is an
orthonormal basis of L2

C (µ,G), then any f ∈ L2
C (µ,G) may be written as follows

f =
∑
n∈N∗

〈f, ϕn〉ϕn.

Since the linear operator KG is bounded by Lemma 16.A.9(ii), then its is con-
tinuous. Thus

KGf =
∑
n∈N∗

〈f, ϕn〉KGϕn =
∑
n∈N∗

〈f, ϕn〉λnϕn.

(iii) By Lemma 16.A.3, {ϕnϕ∗m}n,m∈N∗ is an orthonormal basis of L2
C
(
µ2,G2

)
.

Letting αn,m = 〈K,ϕnϕ∗m〉, we get

K (x, y) =
∑

n,m∈N∗
αn,mϕn (x)ϕm (y)

∗
,

where equality is in L2
C
(
µ2,G2

)
. Observe that

αn,m = 〈K,ϕnϕ∗m〉

=

∫
G2

K (x, y)ϕn (x)
∗
ϕm (y)µ (dx)µ (dy)

=

∫
G

(∫
G
K (x, y)ϕm (y)µ (dy)

)
ϕn (x)

∗
µ (dx)

=

∫
G

(KGϕm (x))ϕn (x)
∗
µ (dx)

= λm1 {n = m} ,
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where the third equality is due to Fubini’s theorem (which is justified by the
Cauchy-Schwarz inequality). (iv) Let γ = supn∈N∗ |λn|. Using (16.A.13) and
invoking [21, Theorem 1.3.15(a)], it follows that that, for any f ∈ L2

C (µ,G),

‖KGf‖2 =
∑
n∈N∗

λ2
n |〈f, ϕn〉|2

≤ γ2
∑
n∈N∗

|〈f, ϕn〉|2 = γ2 ‖f‖2 .

Thus ‖KG‖ ≤ γ. On the other hand, since γ = supn∈N∗ |λn|, for any ε ∈ R∗+,
there exists some n ∈ N∗ such that |λn| > γ − ε, and therefore

‖KG‖ ≥
‖KGϕn‖
‖ϕn‖

= |λn| > γ − ε.

This being true for ε ∈ R∗+, it follows that ‖KG‖ ≥ γ. (v) Since {ϕn}n∈N∗ is
an orthonormal basis of L2

C (µ,G), then, by [20, Equation (17) p.146] for any
f, g ∈ L2

C (µ,G),

〈g, f〉 =
∑
n∈N∗

〈g, ϕn〉 〈f, ϕn〉∗ .

Let f ∈ L2
C (µ,G), applying the above formula with g = KGf and invok-

ing (16.A.13), we get

〈KGf, f〉 =
∑
n∈N∗

λn |〈f, ϕn〉|2 .

The above quantity is nonnegative for any f ∈ L2
C (µ,G) iff λn ≥ 0 for all

n ∈ N∗. (vi) By (iii), there exists G2 ⊂ G2 with µ2
(
G2\G2

)
= 0 such that

K (x, y) =
∑
n∈N∗

λnϕn (x)ϕn (y)
∗
, for all (x, y) ∈ G2. (16.A.17)

For any k ≥ 2, let

Ak =
{

(x1, . . . , xk) ∈ Gk : (xi, xj) ∈ G2 for all i 6= j
}
.

Observe that µk
(
Gk\Ak

)
= 0 by Lemma 14.A.1(ii). On the other hand, it

follows from (16.A.17) that for any (x1, . . . , xk) ∈ Ak,

(K (xi, xj))1≤i,j≤k =
∑
n∈N∗

λn
(
ϕn (xi)ϕn (xj)

∗)
1≤i,j≤k .

Since each matrix
(
ϕn (xi)ϕn (xj)

∗)
1≤i,j≤k is Hermitian nonnegative-definite

and the eigenvalues {λn} are nonnegative, then (K (xi, xj))1≤i,j≤k is Hermitian

nonnegative-definite. (vii) Let f ∈ L2
C (µ,G). For any x ∈ G,(∫

G
|K (x, y) f (y)|µ (dy)

)2

≤
∫
G
|K (x, y)|2 µ (dy)

∫
G
|f (y)|2 µ (dy)

≤ c ‖f‖2 <∞,
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where the second inequality follows from the Cauchy-Schwarz inequality. Then
the integral in the right-hand side of (16.A.1) is well defined and finite for any
x ∈ G. This shows that the first equality in (16.A.16) holds for any x ∈ G. Let

fN (x) =

N∑
n=1

〈f, ϕn〉ϕn (x) , N ∈ N∗, x ∈ G.

Then, for any x ∈ G,

|KGf(x)−KGfN (x)|2 =

∣∣∣∣∫
G
K (x, y) (f (y)− fN (x))µ (dy)

∣∣∣∣2
≤
∫
G
|K (x, y)|2 µ (dy)

∫
G
|f (y)− fN (x)|2 µ (dy)

≤ c ‖f − fN‖2 ,

where the second inequality follows from the Cauchy-Schwarz inequality. This
shows the uniform convergence of the series in the right-hand side of (16.A.16)
to KGf(x).

Remark 16.A.14. Bibliographic notes. Proposition 16.A.11(i) is called Hilbert-
Schmidt theorem in [23, Theorem 2.3.2 p.168]; whereas this name is used for
Proposition 16.A.13(i) in [82, Theorem VI.16p.203]. Proposition 16.A.13(iii)
is called Schmidt’s theorem in [84, p.243].

Proposition 16.A.13(vii) is an extension of [84, Theorem p.244] where G is
the real line and µ is the Lebesgue measure.

16.A.4 Trace class operators

We now study the so-called trace class property of operators.

Definition 16.A.15. Trace of bounded, nonnegative-definite operators. For
any bounded, Hermitian, nonnegative-definite operator K on a separable Hilbert
space H, its trace is defined by

tr (K) =
∑
n∈N∗

〈Kψn, ψn〉 , (16.A.18)

where {ψn}n∈N∗ is any orthonormal basis of H. The series in the right-hand
side of the above equality is independent of the choice of the basis; cf. [82,
Theorem VI.18 p.206].

Definition 16.A.16. Trace class operator. A bounded linear operator K on

a separable Hilbert space H is called trace class when tr
(√
K∗K

)
< ∞; or,

equivalently, the series of its singular values (i.e., eigenvalues of
√
K∗K) is

convergent; cf. [82, Definition p 207]. (Observe that the square root of the
bounded nonnegative-definite operator K∗K is well defined by [82, Theorem VI.9
p 196].)
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For any trace class operator K, its trace is defined by

tr (K) =
∑
n∈N∗

〈Kψn, ψn〉 , (16.A.19)

where {ψn}n∈N∗ is any orthonormal basis of H; cf. [82, Definition p.211]. The
series in the right-hand side of the above equality is absolutely convergent and
is independent of the choice of the basis; cf. [82, Theorem VI.24 p.211].

Lemma 16.A.17. Let K and L be linear operators on a separable Hilbert space
H. Assume that K is trace class and L is bounded. Then KL and LK are trace
class and tr (KL) = tr (LK).

Proof. KL and LK are trace class by [82, Theorem VI.19(b) p.207] and they
have equal traces by [82, Theorem VI.25(c) p.212].

We consider first the particular case of a Hermitian integral operator and
show that its trace may easily be expressed in terms of its eigenvalues.

Corollary 16.A.18. Trace of Hermitian integral operator. In the conditions
of Proposition 16.A.13, the following results hold true.

(i) The integral operator KG is trace class iff the series of its eigenvalues
accounting for their multiplicities {λn}n∈N∗ is absolutely convergent; that
is ∑

n∈N∗
|λn| <∞. (16.A.20)

(ii) If KG is trace class, then

tr (KG) =
∑
n∈N∗

λn. (16.A.21)

Proof. (i) By Proposition 16.A.13(i), the eigenvalues {λn}n∈N∗ of KG are real
and there exists an orthonormal basis of L2

C (µ,G) composed of eigenvectors
{ϕn}n∈N∗ of KG. Then the singular values of KG are {|λn|}n∈N∗ , thus

tr
(√
K∗GKG

)
=
∑
n∈N∗

〈KGϕn, ϕn〉 =
∑
n∈N∗

|λn| ,

where the first equality is due to (16.A.18). (ii) This follows from (16.A.19) by
taking the {ψn}n∈N∗ there equal to the eigenvectors {ϕn}n∈N∗ of KG.

We express now the trace of an integral operator in terms of its kernel and
give the trace of the composition of integral operators.

Lemma 16.A.19. Trace of composition of integral operators. Let µ be a σ-
finite measure on a measurable space (G,G). Assume that L2

C (µ,G) is separable
and let {ϕn}n∈N∗ be an orthonormal basis of L2

C (µ,G).
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(i) Let K ∈ L2
C
(
µ2,G2

)
and K be the associated integral operator assumed

trace class. Then,

tr (K) =
∑
n∈N∗

∫
G2

K (x, y)ϕn (x)
∗
ϕn (y)µ (dx)µ (dy) .

where the series is absolutely convergent.

(ii) Let K1, . . . ,KN ∈ L2
C
(
µ2,G2

)
for some integer N ≥ 2, and K1, . . . ,KN

the integral operators associated respectively to the kernels K1, . . . ,KN .
Assume that K1, . . . ,KN are trace class. Then,

tr (K1 . . .KN ) =

∫
GN

K1(x, z1)K2(z1, z2) . . .KN (zN−1, x)µ (dx)µ (dz1) . . . µ (dzN−1) .

(16.A.22)

Proof. (i) Let

αn,m =
〈
K,ϕn (x)ϕm (y)

∗〉
=

∫
G2

K (x, y)ϕn (x)
∗
ϕm (y)µ (dx)µ (dy) , n,m ∈ N∗.

Observe from (16.A.3) that

αn,m = 〈Kϕn, ϕm〉 .

Since K is assumed trace class, then by (16.A.19),

tr (K) =
∑
n∈N∗

〈KGϕn, ϕn〉 =
∑
n∈N∗

αn,n,

where the series is absolutely convergent by [82, Theorem VI.24 p.211]. (ii) By
Lemma 16.A.10(i), the composition K1 . . .KN is an integral operator associated
to the kernel K defined by (16.A.5). Moreover, by Lemma 16.A.17, K1 . . .KN
is trace class. Then by Item (i),

tr (K) =
∑
n∈N∗

αn,n,

where αn,m =
〈
K,ϕn (x)ϕm (y)

∗〉
. By Lemma 16.A.10(iii),

tr (K) =
∑
n∈N∗

∑
j1,...,jN−1∈N∗

α
(1)
n,j1

α
(2)
j1,j2

. . . α
(N)
jN−1,n

,

where α
(i)
n,m =

〈
Ki, ϕn (x)ϕm (y)

∗〉
(i ∈ {1, . . . , n} , n,m ∈ N∗). Step 1: Proof

for N = 2. The above display gives

tr (K) =
∑
n∈N∗

∑
j1∈N∗

α
(1)
n,j1

α
(2)
j1,n

. (16.A.23)
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On the other hand,

Ki (x, y) =
∑

n,m∈N∗
α(i)
n,mϕn (x)ϕm (y)

∗
,

where equality is in L2
C
(
µ2,G2

)
. In particular,

K1 (x, y) =
∑

n,m∈N∗
α(1)
n,mϕn (x)ϕm (y)

∗
,

K2 (y, x) =
∑

n,m∈N∗
α(2)
n,mϕn (y)ϕm (x)

∗
=

∑
n,m∈N∗

α(2)
m,nϕn (x)

∗
ϕm (y) ,

where the second equality is to to the exchange notation of n and m. Then,
taking the inner product of K1(x, y) and K̃2 (x, y) := K2(y, x)∗, we get〈

K1, K̃2

〉
=

∫
G2

K1(x, y)K2(y, x)µ (dx)µ (dy) =
∑

n,m∈N∗
α(1)
n,mα

(2)
m,n = tr (K) ,

where the last equality is due to (16.A.23) and the fact that
∑
n,m∈N∗

∣∣∣α(1)
n,mα

(2)
m,n

∣∣∣ <
∞ by Cauchy-Schwarz inequality. Step 2: Proof for N ≥ 3. Let K ′ be the kernel
associated to K′ = K2 . . .KN , then

tr (K) = tr (K1K′)

=

∫
G2

K1(x, y)K ′(y, x)µ (dx)µ (dy)

=

∫
G2

K1(x, y)

(∫
GN−2

K2(y, z1)K3(z1, z2) . . .KN (zN−2, x)µ (dz1) . . . µ (dzN−2)

)
µ (dx)µ (dy)

=

∫
GN

K1(x, y)K2(y, z1)K3(z1, z2) . . .KN (zN−2, x)µ (dz1) . . . µ (dzN−2)µ (dx)µ (dy) ,

where the second equality is due to Step 1, the third equality is due to (16.A.5),
and the last equality is due to Fubini’s theorem and (16.A.7).

16.A.5 Hilbert-Schmidt operators

We adress now the following question: When is a linear operator on L2
C (µ,G)

an integral operator?

Definition 16.A.20. Hilbert-Schmidt operator [82, Definition p.210]. A bounded
linear operator K on a separable Hilbert space H is called Hilbert-Schmidt if
tr (K∗K) <∞.

Lemma 16.A.21. Let K be a linear operator on a separable Hilbert space H.

(i) If K is trace class, then it is Hilbert-Schmidt.

(ii) If K is Hilbert-Schmidt, then its is compact.
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That is,

{trace class operators on H} ⊂ {Hilbert-Schmidt operators on H} ⊂ {compact operators on H} .

Proof. (i) Let {νn}n∈N∗ be the singular values of K, then

tr (K∗K) =
∑
n∈Z
|νn|2 ≤

(∑
n∈Z
|νn|

)2

=
[
tr
(√
K∗K

)]2
.

Assume that K is trace class. Then K is Hilbert-Schmidt by the above inequality.
(ii) Cf. [82, Theorem VI.22(e) p.210].

Lemma 16.A.22. Hilbert-Schmidt versus integral operator. Let µ be a σ-finite
measure on a measurable space (G,G) and assume that L2

C (µ,G) is separable.
Then a linear operator K on L2

C (µ,G) is Hilbert-Schmidt iff K is an integral
operator associated to some kernel K ∈ L2

C
(
µ2,G2

)
. Moreover, in this case

tr (K∗K) =

∫
G2

|K (x, y)|2 µ (dx)µ (dy) .

Proof. Cf. [82, Theorem VI.23 p.210].

16.A.6 Restriction property

Let µ be a σ-finite measure on a measurable space (G,G) and letK ∈ L2
C
(
µ2,G2

)
.

For any D ∈ G, we define the integral operator KD on L2
C (µ,D) as in Defini-

tion 16.A.8 with D in place of G. With a slight abuse of notation, we will con-
sider L2

C (µ,D) as the set of functions in L2
C (µ,G) whose support is in D (i.e.,

functions defined on G which vanish outside D) and therefore, Equation (16.A.1)
becomes, for any f ∈ L2

C (µ,D),

KDf (x) = 1{x∈D}

∫
D

K (x, y) f (y)µ (dy) , x ∈ G. (16.A.24)

The following lemma shows how KD is related to KG.

Lemma 16.A.23. Restriction effect on integral operator. Let µ be a σ-finite
measure on a measurable space (G,G), let K ∈ L2

C
(
µ2,G2

)
, and let KG be the

associated integral operator. Let D ∈ G, let PD be the projection from L2
C (µ,G)

to L2
C (µ,D) defined by, for any f ∈ L2

C (µ,G),

PDf (x) = 1{x∈D}f (x) , x ∈ G, (16.A.25)

and let KD be the integral operator defined by (16.A.24). Then the following
results hold.

(i) Restriction property:
KD = PDKGPD. (16.A.26)
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(ii) In the conditions of Proposition 16.A.13, let {ϕn}n∈N∗ be an orthonormal
basis of L2

C (µ,G) composed of eigenvectors of KG and {λn}n∈N∗ be the
corresponding respective eigenvalues. Then for any f ∈ L2

C (µ,D),

KDf =
∑
n∈N∗

〈f, PDϕn〉λnPDϕn,

where the equality is in L2
C (µ,D).

Proof. (i) For any f ∈ L2
C (µ,G), it follows from (16.A.1) that

KGPDf (x) =

∫
G
K (x, y)PDf (y)µ (dy) =

∫
D

K (x, y) f (y)µ (dy) .

Then

PDKGPDf (x) = 1{x∈D}

∫
D

K (x, y) f (y)µ (dy) = KDf (x) ,

where the last equality is due to (16.A.24). (ii) Since {ϕn}n∈N∗ is an orthonormal
basis of L2

C (µ,G), then for any f ∈ L2
C (µ,G),

f =
∑
n∈N∗

〈f, ϕn〉ϕn, and KGf =
∑
n∈N∗

〈f, ϕn〉λnϕn,

where the second equality is due to the fact that KG is a continuous opera-
tor (which follows from the fact that it is bounded by Lemma 16.A.9(ii)). In
particular, replacing f by PDf in the above equalities, we get

PDf =
∑
n∈N∗

〈PDf, ϕn〉ϕn, and KGPDf =
∑
n∈N∗

〈PDf, ϕn〉λnϕn.

Then

PDKGPDf =
∑
n∈N∗

〈PDf, ϕn〉λnPDϕn.

For f ∈ L2
C (µ,D), since 〈PDf, ϕn〉 = 〈f, PDϕn〉, then

KDf =
∑
n∈N∗

〈f, PDϕn〉λnPDϕn,

which concludes the proof.

16.A.7 Canonical and pre-canonical kernels

We shall consider a particular class of kernels K, called canonical, which is
defined below.
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Definition 16.A.24. Canonical kernels. Let µ be a σ-finite measure on a
measurable space (G,G), {ϕn}n∈N∗ be a sequence in L2

C (µ,G), and {λn}n∈N∗ be

nonnegative real numbers such that
∑
n∈N∗ λn ‖ϕn‖

2
< ∞. Let K : G2 → C be

a measurable function such that

K(x, y) =

{ ∑
n∈N∗ λnϕn(x)ϕn(y)∗ if x, y ∈ G1,

0 otherwise,
(16.A.27)

where

G1 =

{
x ∈ G :

∑
n∈N∗

λn |ϕn (x)|2 <∞
}
. (16.A.28)

Then K is called a pre-canonical kernel associated to {ϕn}n∈N∗ and {λn}n∈N∗ .
If {ϕn}n∈N∗ is moreover orthonormal in L2

C (µ,G), then K is called a canonical
kernel associated to {ϕn}n∈N∗ and {λn}n∈N∗ .

By the Cauchy-Schwarz inequality, K(x, y) is well defined and finite for
any x, y ∈ G. Note moreover, that for any k ∈ N∗ and any x1, . . . , xk ∈
G1, the matrix (K (xi, xj))1≤i,j≤k is Hermitian nonnegative-definite; as a sum

of Hermitian nonnegative-definite matrices. (In fact, this holds true for all
x1, . . . , xk ∈ G; cf. Exercise 5.8.1.)

We give below the basic properties of pre-canonical kernels.

Lemma 16.A.25. Let µ be a σ-finite measure on a measurable space (G,G),
{ϕn}n∈N∗ a sequence in L2

C (µ,G) and {λn}n∈N∗ nonnegative real numbers such

that
∑
n∈N∗ λn ‖ϕn‖

2
< ∞. Let G1 be given by (16.A.28) and K be the pre-

canonical kernel defined by (16.A.27). Then the following results hold.

(i) µ (G\G1) = 0. More generally, µk
(
Gk\Gk1

)
= 0 for any k ∈ N∗.

(ii) The function defined on G by x 7→ K(x, x) is in L1
C (µ,G) and∫

G
K(x, x)µ (dx) =

∑
n∈N∗

λn ‖ϕn‖2 . (16.A.29)

(iii)
∑
n∈N∗ |λnϕn (x)ϕn (y)| <∞ for any x, y ∈ G1.

(iv) The function defined on G2 by (x, y) 7→ ∑
n∈N∗ |λnϕn (x)ϕn (y)| is in

L2
C
(
µ2,G2

)
. In particular, K ∈ L2

C
(
µ2,G2

)
. Moreover, for each x ∈ G1,

the function defined on G by y 7→∑
n∈N∗ |λnϕn (x)ϕn (y)| is in L2

C (µ,G)
(the kernel K is then called a Carleman kernel).

(v) For any N ∈ N∗, define the function K(N) on G2 by

K(N)(x, y) =

N∑
n=1

λnϕn(x)ϕn(y)∗, x, y ∈ G.
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Then for all k ∈ N∗ and all x1, . . . , xk ∈ G, the matrices(
K(N) (xi, xj)

)
1≤i,j≤k

are Hermitian nonnegative-definite and det
(
K(N) (xi, xj)

)
1≤i,j≤k is non-

decreasing with N . Moreover, for any k ∈ N∗ and any x1, . . . , xk ∈ G1,

lim
N→∞

det
(
K(N) (xi, xj)

)
1≤i,j≤k

= det (K (xi, xj))1≤i,j≤k . (16.A.30)

(vi) For any k ∈ N∗ and any x1, . . . , xk ∈ G1,

det (K (xi, xj))1≤i,j≤k =
∑

1≤n1<...<nk

λn1
. . . λnk

∣∣∣det
(
ϕnj (xi)

)
1≤i,j≤k

∣∣∣2 .
Proof. (i) Observe that∫

G

(∑
n∈N∗

λn |ϕn (x)|2
)
µ (dx) =

∑
n∈N∗

λn ‖ϕn‖2 <∞. (16.A.31)

Then
∑
n∈N∗ λn |ϕn (x)|2 < ∞ for µ-almost all x ∈ G. That is, for G1 be

given by (16.A.28) we have µ (G\G1) = 0. Then µk
(
Gk\Gk1

)
= 0 for any

k ∈ N∗ by Lemma 14.A.1(i). (ii) Observe that K(x, x) =
∑
n∈N∗ λn |ϕn (x)|2.

Then (16.A.31) permits to conclude. (iii) For any x, y ∈ G, it follows from the
Cauchy-Schwarz inequality that

∑
n∈N∗

|λnϕn (x)ϕn (y)| ≤
(∑
n∈N∗

λn |ϕn (x)|2
)1/2(∑

n∈N∗
λn |ϕn (y)|2

)1/2

,

(16.A.32)
which is finite for x, y ∈ G1. (iv) Taking the square of the inequality (16.A.32)
and then integrating over G2 with respect to µ (dx)µ (dy), we get

∫
G2

(∑
n∈N∗

|λnϕn (x)ϕn (y)|
)2

µ (dx)µ (dy) ≤
(∑
n∈N∗

λn ‖ϕn‖2
)2

<∞.

Moreover, fixing some x ∈ G1, it follows again from (16.A.32) that

∫
G

(∑
n∈N∗

|λnϕn (x)ϕn (y)|
)2

µ (dy) ≤
(∑
n∈N∗

λn |ϕn (x)|2
)(∑

n∈N∗
λn ‖ϕn‖2

)
,

which shows that the function y 7→ ∑
n∈N∗ |λnϕn (x)ϕn (y)| is in L2

C (µ,G).

(v) Observe that, for any x, y ∈ G1, K(x, y) = limN→∞K(N)(x, y) is well
defined and finite by (iii). Let k ∈ N∗ and x1, . . . , xk ∈ G1. Then for any
i, j ∈ {1, . . . , k}, limN→∞K(N) (xi, xj) = detK (xi, xj). Since the determinant
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of a matrix is a multinomial of its components, then (16.A.30) follows. For any
(x1, . . . , xk) ∈ Gk, the matrix

(
K(N) (xi, xj)

)
1≤i,j≤k is Hermitian nonnegative-

definite since it is the sum of the Hermitian nonnegative-definite matrices λn (ϕn(xi)ϕn(xj)
∗)1≤i,j≤k

(n = 1, . . . , N). Observe that, for all (x1, . . . , xk) ∈ Gk, and all N ∈ N∗,(
K(N) (xi, xj)

)
1≤i,j≤k

=
(
K(N−1) (xi, xj)

)
1≤i,j≤k

+λN (ϕN (xi)ϕN (xj)
∗)1≤i,j≤k .

It follows from the Minkowski determinant theorem for Hermitian nonnegative-
definite matrices [48, §7.8.8 p.482] that

det
(
K(N) (xi, xj)

)
1≤i,j≤k

≥ det
(
K(N−1) (xi, xj)

)
1≤i,j≤k

, N ∈ N∗.

Then det
(
K(N) (xi, xj)

)
1≤i,j≤k is nondecreasing with N . (vi) For any N ≥ k,

observe that
(
K(N) (xi, xj)

)
1≤i,j≤k = AA∗ where A is the matrix in Ck×N

defined by

Ain =
√
λnϕn (xi) , 1 ≤ i ≤ k, 1 ≤ n ≤ N.

By the Cauchy-Binet formula, we get

det(AA∗) =
∑

1≤n1,...,nk≤N
|det(A[n1, . . . , nk])|2 ,

where A[n1, . . . , nk] is the submatrix of A composed by the columns numbered
n1, . . . , nk. Moreover, by the very definition of the determinant of a matrix

det (A[n1, . . . , nk]) =
∑
π∈Sk

sgn(π)

k∏
i=1

Ai,π(ni)

=
∑
π∈Sk

sgn(π)

k∏
i=1

√
λπ(ni)ϕπ(ni)(xi)

=
√
λn1

. . . λnk
∑
π∈Sk

sgn(π)

k∏
i=1

ϕπ(ni)(xi),

where Sk is the set of permutations of {n1, . . . , nk} and sgn(π) denotes the
signature of the permutation π. Letting

Bin = ϕn (xi) , 1 ≤ i ≤ k, 1 ≤ n ≤ N,
we get

det
(
K(N) (xi, xj)

)
1≤i,j≤k

= det(AA∗)

=
∑

1≤n1<...<nk≤N
λn1

. . . λnk |det(B[n1, . . . , nk])|2

=
∑

1≤n1<...<nk≤N
λn1 . . . λnk

∣∣∣det
(
ϕnj (xi)

)
1≤i,j≤k

∣∣∣2 .
Letting N →∞ and using (16.A.30), we get the announced result.
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The following proposition gives the properties of the integral operator asso-
ciated to a pre-canonical kernel.

Proposition 16.A.26. Integral operator of a pre-canonical kernel. Let µ
be a σ-finite measure on a measurable space (G,G), let {ϕn}n∈N∗ be a se-
quence in L2

C (µ,G) and let {λn}n∈N∗ be nonnegative real numbers such that∑
n∈N∗ λn ‖ϕn‖

2
< ∞. Let KG be the integral operator associated to the pre-

canonical kernel K defined by (16.A.27) where G1 is given by (16.A.28). As-
sume that L2

C (µ,G) is separable. Then the following results hold true.

(i) For any f ∈ L2
C (µ,G),

KGf(x) =
∑
n∈N∗

〈f, ϕn〉λnϕn(x), for all x ∈ G1. (16.A.33)

(ii) The operator KG is Hermitian and nonnegative-definite.

(iii) The trace of the operator KG equals

tr (KG) =
∑
n∈N∗

λn ‖ϕn‖2 =

∫
G
K(x, x)µ (dx) . (16.A.34)

In particular, the operator KG is trace class.

(iv) If {λn}n∈N∗ are positive and {ϕn}n∈N∗ are orthonormal (in which case,
K is a canonical kernel), then {λn}n∈N∗ are the non-null eigenvalues of
the integral operator KG with respective eigenvectors {ϕn}n∈N∗ . Moreover,
the trace of the operator KG equals

tr (KG) =
∑
n∈N∗

λn =

∫
G
K(x, x)µ (dx) . (16.A.35)

More generally, for any k ∈ N∗, the operator KkG is trace class and its
trace equals

tr
(
KkG
)

=
∑
n∈N∗

(λn)
k

=

∫
Gk
K(x1, x2)K(x2, x3) . . .K(xk, x1)µ (dx1) . . . µ (dxk) .

(16.A.36)

Proof. (i) For any f ∈ L2
C (µ,G) and x ∈ G1,

KGf(x) =

∫
G

(∑
n∈N∗

λnϕn(x)ϕn(y)∗
)
f (y)µ (dy)

=
∑
n∈N∗

λnϕn(x)

∫
G
ϕn(y)∗f (y)µ (dy)

=
∑
n∈N∗

〈f, ϕn〉λnϕn(x),
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where the interchange of the integral and the sum is due to Fubini’s theorem,
which is justified since by the Cauchy-Schwarz inequality∫

G

(∑
n∈N∗

|λnϕn (x)ϕn (y)|
)
|f (y)|µ (dy)

≤

∫
G

(∑
n∈N∗

|λnϕn (x)ϕn (y)|
)2

µ (dy)

1/2 [∫
G
|f (y)|2 µ (dy)

]1/2

,

which is finite by Lemma 16.A.25(iv). (ii) Observe that

K (x, y) = K (y, x)
∗
, for all x, y ∈ G1,

then the above equality holds for µ2-almost all (x, y) ∈ G2 by Lemma 16.A.25(i).
It follows thatKG is Hermitian by Lemma 16.A.9(vi). Moreover, KG is nonnegative-
definite, since for any f ∈ L2

C (µ,G),

〈KGf, f〉 =
∑
n∈N∗

λn |〈f, ϕn〉|2 ≥ 0, (16.A.37)

where the first equality follows from (16.A.33). (iii) Let {ψn}n∈N∗ be an or-
thonormal basis of L2

C (µ,G). By Definition 16.A.15,

tr (KG) =
∑
m∈N∗

〈KGψm, ψm〉

=
∑
m∈N∗

∑
n∈N∗

λn |〈ψm, ϕn〉|2

=
∑
n∈N∗

λn
∑
m∈N∗

|〈ψm, ϕn〉|2 =
∑
n∈N∗

λn ‖ϕn‖2 ,

where the second equality is due to (16.A.37). The right-hand side of the above
equation is finite by assumption. On the other hand, since KG is Hermitian
and nonnegative-definite, its eigenvalues are nonnegative and tr (KG) equals
the sum of the eigenvalues. Then the operator KG is trace class. The second
equality in (16.A.34) follows from Lemma 16.A.25(ii). (iv) Applying (16.A.33)
for f = ϕm for some m ∈ N∗, we get

KGϕm =
∑
n∈N∗

〈ϕm, ϕn〉λnϕn = λmϕm.

Then ϕm is an eigenvector with associated eigenvalue λm. On the other hand,
again by (16.A.33), any eigenvector corresponding to a non-null eigenvalue is in
the vector subspace generated by {ϕn : n ∈ N∗}. Therefore, {λn}n∈N∗ are the
non-null eigenvalues of the integral operator KG with respective eigenvectors
{ϕn}n∈N∗ . Equation (16.A.35) follows from Equation (16.A.34). It remains to
prove (16.A.36). Observe form (16.A.33) that, for all x ∈ G1,

KkGf(x) =
∑
n∈N∗

〈f, ϕn〉λknϕn(x).
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Then, KkG is the integral operator associated to the kernel

Kk(x, y) =
∑
n∈N∗

λknϕn(x)ϕn(y)∗,

which is a canonical kernel since

∑
n∈N∗

|λn|k ≤
(∑
n∈N∗

|λn|
)k

<∞.

Thus the first equality in (16.A.36) follows form (16.A.35). Using (16.A.27) we
get∫

Gk
K(x1, x2)K(x2, x3) . . .K(xk, x1)µ (dx1) . . . µ (dxk)

=

∫
Gk

∑
n1∈N∗

λn1
ϕn1

(x1)ϕn1
(x2)∗

∑
n2∈N∗

λn2
ϕn2

(x2)ϕn2
(x3)∗ . . .

∑
nk∈N∗

λnkϕnk(xk)ϕnk(x1)∗µ (dx1) . . . µ (dxk)

=
∑

n1,n2,...,nk∈N∗
λn1

λn2
. . . λnk

∫
G
ϕn1

(x1)ϕnk(x1)∗µ (dx1)

∫
G
ϕn2

(x2)ϕn1
(x2)∗µ (dx2) . . .∫

G
ϕnk(xk)ϕnk−1

(xk)∗µ (dxk)

=
∑
n∈N∗

(λn)
k
,

where the second equality is due to Fubini’s theorem which is justified since
by (16.A.32)∫

Gk

∑
n1∈N∗

|λn1
ϕn1

(x1)ϕn1
(x2)|

∑
n2∈N∗

|λn2ϕn2(x2)ϕn2(x3)| . . .
∑
nk∈N∗

|λnkϕnk(xk)ϕnk(x1)|µ (dx1) . . . µ (dxk)

≤
∫
Gk

∑
n1∈N∗

λn1
|ϕn1

(x1)|2
∑
n2∈N∗

λn2
|ϕn2

(x2)|2 . . .
∑
nk∈N∗

λnk |ϕnk(xk)|2

µ (dx1) . . . µ (dxk)

=

(∑
n∈N∗

λn

)k
<∞.
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16.A.8 Continuous kernels

The following theorem permits to express a kernel in terms of the eigenvalues
and vectors of the associated integral operator under some conditions including,
in particular, the kernel being continuous.

We will need the following lemma.

Lemma 16.A.27. Dini’s lemma. Let G be a compact metric space, f : G→ R
a continuous function, and fn : G → R (n ∈ N∗) an increasing sequence of
functions (i.e., fn (x) ≤ fn+1 (x), for all n ∈ N∗, x ∈ G) converging pointwise
to f . Then fn converges uniformly to f on G. The same result holds if the
sequence {fn}n∈N is decreasing instead of increasing.

Proof. (i) Assume that the sequence {fn}n∈N is increasing. Let ε ∈ R∗+. For
each n ∈ N∗, let gn = f − fn and An = {x ∈ G : gn (x) < ε} which is open since
gn is continuous. For any x ∈ G, limn→∞ gn (x) = 0, then x ∈ An for some
n ∈ N∗. Thus G =

⋃
n∈N∗ An. Since G is compact, there is a finite collection of

An’s that covers G. Since the sequence {gn}n∈N is decreasing, then An ⊂ An+1,
thus G = AN for some N ∈ N∗. Thus ‖gN‖∞ ≤ ε which implies ‖gn‖∞ ≤ ε for
any n ≥ N . It follows that limn→∞ ‖gn‖∞ = 0. (ii) Assume that the sequence

{fn}n∈N is decreasing. Applying (i) to f̃n = −fn permits to conclude.

Theorem 16.A.28. Mercer’s theorem. Let µ be a finite measure on a compact
metric space G (endowed with its Borel σ-algebra) and let K : G2 → C be a con-
tinuous function such that the associated integral operator KG is Hermitian and
nonnegative-definite. Let {ϕn}n∈N∗ be an orthonormal basis of L2

C (µ,G) com-
posed of eigenvectors of KG and let {λn}n∈N∗ be the corresponding eigenvalues.
Then the following results hold.

(i) The function ϕn is continuous for all n ∈ N∗ such that λn 6= 0.

(ii)

K(x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, x, y ∈ supp (µ) ,

where supp (µ) is the support of the measure µ defined by (14.B.1).

(iii) The series in the right-hand side of the above equality is absolutely and

uniformly convergent on supp (µ)
2
.

Proof. Since K is continuous on a compact set G, then K is bounded. Let
‖K‖∞ := sup(x,y)∈G2 |K (x, y)|. Thus,∫

G
|K (x, y)|2 µ (dy) ≤ ‖K‖2∞ µ (G) , for all x ∈ G.

It follows from Proposition 16.A.13(vii) that for any f ∈ L2
C (µ,G),

KGf(x) =

∫
G
K (x, y) f (y)µ (dy) =

∑
n∈N∗

〈f, ϕn〉λnϕn (x) , for any x ∈ G,

(16.A.38)
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where the series in the right-hand side of the above equality converges uniformly
in x. (i) It follows from the first equality in (16.A.38) that KGf is a continuous
function on G by the dominated convergence theorem. In particular, for all
n ∈ N∗ such that λn 6= 0, the function ϕn = 1

λn
KGϕn is continuous. (ii) Since G

is a compact metric spaces, it is second countable. (Cf. [75, Exercise 30.4 p.194].
Indeed, for each n ∈ N∗, consider an open covering of G with balls of radius 1/n.
By compactness of G, extract an open subcovering An. Then B =

⋃
n∈N∗ An is

a countable basis of the topology.) Then by Lemma 14.B.3, any integral with
respect to µ over G equals to the corresponding integral over supp (µ). Then it
is enough to consider the case

supp (µ) = G.

For any N ∈ N∗, let K(N) be the function defined on G2 by

K(N)(x, y) =

N∑
n=1

λnϕn(x)ϕn(y)∗, x, y ∈ G,

and let K(N)
G be the associated integral operator. Observe that for any f ∈

L2
C (µ,G),

K(N)
G f =

N∑
n=1

λn 〈f, ϕn〉ϕn. (16.A.39)

Observe that∫
G2

[
K (x, y)−K(N) (x, y)

]
f (y) f (x)

∗
µ (dx)µ (dy) =

〈(
KG −K(N)

G

)
f, f
〉

(16.A.40)

=
∑

n≥N+1

λn |〈f, ϕn〉|2 ≥ 0,

where the first equality is due to (16.A.3) and the second equality follows

from (16.A.13)-(16.A.39). Then the operatorKG−K(N)
G is Hermitian nonnegative-

definite. It follows that

K(N)(x, x) ≤ K (x, x) , for any x ∈ G.

(The proof is by contradiction. Indeed, assume that there exist some x0 ∈ G
such that K(N)(x0, x0) > K (x0, x0). Then by continuity, there exist an open
neighborhood A of x0, such that K(N)(x, y) > K (x, y) for any x, y ∈ A. Let
f (x) = 1A (x), then by (16.A.40),

∫
A2

[
K (x, y)−K(N) (x, y)

]
µ (dx)µ (dy) = 0.

Recall that we assume supp (µ) = G, then by Lemmas 14.B.5-14.B.6, K (x, y)−
K(N) (x, y) = 0 for any x, y ∈ A; in particular K(N)(x0, x0) = K (x0, x0), a
contradiction.) It follows from the above display that, for any x ∈ G, the series∑∞
n=1 λn |ϕn(x)|2 is convergent and its sum is ≤ K (x, x). Observe from the
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Cauchy-Schwarz inequality that, for any x, y ∈ G and any m,N ∈ N∗,(
N∑

n=m

|λnϕn(x)ϕn(y)∗|
)2

≤
N∑

n=m

λn |ϕn(x)|2
N∑

n=m

λn |ϕn(y)|2

≤ K (y, y)

N∑
n=m

λn |ϕn(x)|2 ≤ ‖K‖∞
N∑

n=m

λn |ϕn(x)|2 .

(16.A.41)

It follows that, for any fixed x ∈ G, the series K̃ (x, y) :=
∑
n∈N∗ λnϕn(x)ϕn(y)∗

converges absolutely and uniformly in y ∈ G; then the function y 7→ K̃ (x, y) is
continuous on G. Moreover, for any continuous function f : G→ C,∫

G
K̃ (x, y) f (y)µ (dy) =

∑
n∈N∗

λnϕn(x)

∫
G
f (y)ϕn(y)∗µ (dy)

=
∑
n∈N∗

〈f, ϕn〉λnϕn (x) , for any x ∈ G.

Combining the above equality and (16.A.38), we get∫
G

(
K (x, y)− K̃ (x, y)

)
f (y)µ (dy) = 0.

Taking f (y) :=
(
K (x, y)− K̃ (x, y)

)∗
and invoking Lemma 14.B.5, we deduce

that

K (x, y) = K̃ (x, y) =
∑
n∈N∗

λnϕn(x)ϕn(y)∗, for any x, y ∈ G. (16.A.42)

(iii) It follows from the above display that

K (x, x) =
∑
n∈N∗

λn |ϕn(x)|2 , for any x ∈ G.

Since the above series has nonnegative terms and its sum K (x, x) is a continuous
function of x, it follows from Dini’s lemma 16.A.27 that the series converges
uniformly in x ∈ G. Inequality (16.A.41), then shows that the series in (16.A.42)
converges absolutely and uniformly in (x, y) ∈ G2.

Remark 16.A.29. Bibliographic notes. Theorem 16.A.28 is a generalization
of the classical Mercer’s theorem [84, §98 p.245] when µ is the Lebesgue measure
and G is a compact interval in R.

Related statements to Theorem 16.A.28 are given in [51, Theorem 8.11
p.195] and [60, Lemma 1 p.53].
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16.A.9 Nonnegative-definite property

We will now address the following question: what are the properties of a ker-
nel K ∈ L2

C
(
µ2,G2

)
guaranteeing that the associated integral operator KG is

nonnegative-definite? There is no simple answer to this question in full general-
ity as observed in [51, p.194, last paragraph]. Nevertheless, simple answers may
be given for some particular cases. For example, remind the necessary condition
in Proposition 5.2.9(iii). We shall give a converse result when K is continu-
ous. In this regard, we introduce the notion of Hermitian, nonnegative-definite
function.

Definition 16.A.30. Hermitian, nonnegative-definite functions. Let X be a
set and K : X ×X → C.

(i) K is said to be Hermitian on X if K (y, x) = K (x, y)
∗

for any x, y ∈ X.

(ii) K is said to be nonnegative-definite on X if the matrix (K (xi, xj))1≤i,j≤k
is nonnegative-definite for any k ∈ N∗ and any x1, . . . , xk ∈ X.

Proposition 16.A.31. Let X be a set and K : X ×X → C.

(i) K is Hermitian and nonnegative-definite iff there exist a Gaussian process
indexed by X with covariance function K.

(ii) Assume that K : X×X → C is Hermitian. Then K is nonnegative-definite
iff det (K (xi, xj))1≤i,j≤k ≥ 0 for any k ∈ N∗ and any x1, . . . , xk ∈ X.

Proof. (i) Cf. [32, Theorem 3.1 p.72]. (ii) Cf. [96, Theorem 1.17 p.72].

Theorem 16.A.32. Let µ be a finite measure on a compact metric space G
(endowed with its Borel σ-algebra) and let K : G2 → C be a continuous Her-
mitian function. Then K is nonnegative-definite on supp (µ) iff the associated
integral operator KG is nonnegative-definite.

Proof. Observe first that since K is Hermitian, then by Lemma 16.A.9(vi), KG
is Hermitian. Necessity is obvious from Mercer’s theorem 16.A.28. It remains to
prove sufficiency. By the same argument as in the proof of Theorem 16.A.28(ii),
it is enough to consider the case supp (µ) = G. Assume that K is nonnegative-
definite on G. For any f ∈ L2

C (µ,G), it follows from (16.A.3) that

〈KGf, f〉 =

∫
G2

K (x, y) f (y) f (x)
∗
µ (dx)µ (dy) . (16.A.43)

(i) Let f : G→ C be continuous. Then, each Riemann sum of the above integral
has the form

n∑
i,j=1

K (xi, xj) f (xj) f (xi)
∗
µ (Ai)µ (Aj) ,

for some A1, . . . , An ∈ B (G) and xi ∈ Ai. Since the function K is nonnegative-
definite, the above sum is nonnegative. Since the integral in the right-hand side
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of (16.A.43) is the limit of such sums, it follows that 〈KGf, f〉 ≥ 0. (ii) Let f ∈
L2
C (µ,G). Since the measure µ is finite and G is a metric space, then µ is regular

by [56, Theorem 17.10 p.107]. Since G is a metric space it is Hausdorff (i.e.,
distinct points have disjoint neighborhoods). Since G is moreover compact (and
therefore locally compact), then by [26, Proposition 7.4.2, p.227], there exist a
sequence of continuous functions fn : G→ C with relatively compact supports,
converging to f in L2

C (µ,G). By Lemma 16.A.9(ii), the operator KG is bounded,
and therefore KGfn converges to KGf in L2

C (µ,G). Then, by the bicontinuity
of the inner product in Hilbert spaces [21, Theorem 1.3.3 p.57], 〈KGf, f〉 is the
limit of 〈KGfn, fn〉 which are nonnegative by Item (i).

Remark 16.A.33. Bibliographic notes. The result in Theorem 16.A.32 for the
particular case where G is a compact interval of R is due to [71, p.462].

The question treated in the present section is addressed in [4, Theorem 4.1.1
p.45] for the particular case when K is bounded (not necessarily continuous).

16.B Operator determinant

16.B.1 Fredholm determinant

We will describe the Fredholm approach to define the determinant det (I +K)
for a trace class operator K on a separable Hilbert space H (where I is the
identity operator).

Let H be a separable Hilbert space and let n ∈ N∗. For ϕ1, ϕ2 ∈ H, let
ϕ1 ⊗ ϕ2 be their tensor product ; cf. [82, Definition p.50]. We denote by H⊗n
the n-fold tensor product H⊗ · · · ⊗H; cf. [82, Definition p.50]. The space H⊗n
is equipped with an inner product such that

〈ϕ1 ⊗ · · · ⊗ ϕn, ψ1 ⊗ · · · ⊗ ψn〉 =
∏n

k=1
〈ϕk, ψk〉 ,

for any ϕ1, . . . , ϕn, ψ1, . . . , ψn ∈ H.

Remark 16.B.1. We have already used the notation G⊗n for the n-th power of
a σ-algebra G (in the sense of products of σ-algebra). It should be clear from the
context whether we consider the n-th power of a σ-algebra or the n-fold tensor
product of a separable Hilbert space.

Define a linear operator ∧n on H⊗n by

∧n (ϕ1 ⊗ · · · ⊗ ϕn) :=
1√
n!

∑
π∈Sn

sgn(π) ϕπ(1) ⊗ · · · ⊗ ϕπ(n), ϕ1, . . . , ϕn ∈ H,

(16.B.1)
where Sn is the set of permutations of {1, . . . , n} and sgn(π) denotes the sig-
nature of the permutation π. ∧n (ϕ1 ⊗ · · · ⊗ ϕn) is called antisymmetric tensor
product of ϕ1, · · · , ϕn. (Note that ∧n (ϕ1 ⊗ . . .⊗ ϕn) is sometimes denoted as
ϕ1 ∧ . . . ∧ ϕn by some authors.)

The set H∧n := ∧n (H⊗n) is called the n-fold antisymmetric tensor product
of H.
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Example 16.B.2. Tensor product of L2 spaces [82, p.51]. let µ be a σ-finite
measure on measurable spaces (G,G) and assume that L2

C (µ,G) is separable.
Let H = L2

C (µ,G), then H⊗2 = L2
C (µ,G) ⊗ L2

C (µ,G) may be identified with
L2
C
(
µ2,G2

)
. (Indeed, if {ϕn}n∈N∗ is an orthonormal basis of L2

C (µ,G), then

{ϕn (x)ϕk (y)}n,k∈N∗ is an orthonormal basis of L2
C
(
µ2,G2

)
by Lemma 16.A.3.)

With this identification, for all f, g ∈ L2
C (µ,G), we have

(f ⊗ g) (x, y) = f (x) g (y) , x, y ∈ G.

Moreover, H∧2 is the set of functions ϕ in L2
C
(
µ2,G2

)
such that ϕ (x, y) =

−ϕ (y, x) for any x, y ∈ G.

Given a linear operator K on H, we define the n-fold tensor product K⊗n as
the linear operator on H⊗n such that

K⊗n (ϕ1 ⊗ · · · ⊗ ϕn) = K (ϕ1)⊗ · · · ⊗ K (ϕn) ,

for any ϕ1, . . . , ϕn ∈ H; cf. [82, Proposition p.298]. Combining the above equa-
tion and (16.B.1), it follows that

K⊗n (∧n (ϕ1 ⊗ . . .⊗ ϕn)) = ∧n
(
K⊗n (ϕ1 ⊗ . . .⊗ ϕn)

)
.

Then K⊗n leaves H∧n invariant; that is K⊗n (H∧n) ⊂ H∧n. We denote the
restriction of K⊗n to H∧n by

∧n (K) := K⊗n
∣∣
H∧n .

When n = 0 we define H∧0 := C and ∧0 (K) as the mapping C → C; z 7→ 1.
By [83, Eq (187) p.321], we have, for any linear operators K and L on H,

∧n (KL) = ∧n (K) ∧n (L) . (16.B.2)

Example 16.B.3. Finite dimensional case [83, Lemma 2 p.321]. If H has finite
dimension k, then H∧k is one dimensional and ∧k (K) is the linear operator
multiplying each element of H∧k by the number det (K).

We now give the definition of the so-called Fredholm determinant.

Definition 16.B.4. Fredholm determinant. Let K be trace class operator on a
separable Hilbert space H. The Fredholm determinant of I+K is defined by [83,
Eq (188) p.323]

det(I +K) :=

∞∑
n=0

tr(∧n(K)). (16.B.3)

Note that the series in the right-hand side of the above formula is convergent
by [83, Lemma 4 p.323]. Here are further properties of the Fredholm determi-
nant.

Lemma 16.B.5. Fredholm determinant properties. Let H be a separable Hilbert
space and let K and L be linear operators on H. Assume that K is trace class
and L is bounded. Then the following results hold true.
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(i) For any n ∈ N∗, the operator ∧n(K) is trace class and satisfies

|| ∧n (K) ||1 ≤
‖K‖n1
n!

,

where ‖K‖1 := tr
(√
K∗K

)
with analogous notation for || ∧n (K) ||1.

(ii)
det(I +KL) = det(I + LK). (16.B.4)

(iii) If L is trace class, then

det(I +K) det(I + L) = det(I +K + L+KL). (16.B.5)

(iv) If ||K|| < 1, then the series
∑∞
n=1

(−1)n

n tr(Kn) converges absolutely and

det(I +K) = exp

[
−
∞∑
n=1

(−1)n

n
tr(Kn)

]
.

(v) For any t ∈ R,

det(I + tK) =

∞∑
n=0

tn tr(∧n(K)),

where the above series is absolutely convergent.

(vi) Plemelj-Smithies formula: For any n ∈ N,

tr(∧n(K)) =
1

n!
det



tr (K) n− 1 0 · · · 0

tr
(
K2
)

tr (K) n− 2
. . . 0

...
...

. . .
. . .

...
tr
(
Kn−1

)
tr
(
Kn−2

)
tr
(
Kn−3

)
· · · 1

tr (Kn) tr
(
Kn−1

)
tr
(
Kn−2

)
· · · tr (K)

 .

Proof. (i) Cf. [83, Lemma 3 p.323]. (ii) Recall that KL and LK are trace class,
then

det(I +KL) =

∞∑
n=0

tr(∧n(KL))

=

∞∑
n=0

tr(∧n (K) ∧n (L))

=

∞∑
n=0

tr(∧n (L) ∧n (K))

=

∞∑
n=0

tr(∧n (LK)) = det(I + LK),
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where the first and last equalities are due to (16.B.3), the second and fourth
equalities are due to (16.B.2), and the third equality si due to [82, Theorem VI.25
p.212]. (iii) Cf. [83, Theorem XIII.105(a) p.325]. (vi) Cf. [83, Lemma 6 p.331].
(v) It follows from (16.B.3) that

det(I + tK) =

∞∑
n=0

tn tr(∧n(K)), t ∈ R,

where the series in the right-hand side of the above formula is convergent; cf. [83,
Lemma 4 p.323]. Since this is a power series in t, it is absolutely convergent for
any real t by [59, Proposition 1.1.1 p.1]. (vi) For any t < 1/||K|,

det(I + tK) = exp

[
−
∞∑
n=1

(−1)n

n
tr(Kn)tn

]
=

∞∑
n=0

tn tr(∧n(K)).

where the first equality is due to Item (v) and the second equality follows from
Item (vi). Lemma 13.A.30 then shows the announced equality.

The following lemma expresses the determinant and the trace of trace class
operator in terms of its eigenvalues.

Lemma 16.B.6. Let K be trace class operator on a separable Hilbert space H.
Then the following results hold.

(i) K is compact; in particular the set of nonzero eigenvalues {λn}n∈N∗ of K
accounting for their multiplicities is at most countable.

(ii)

det (I +K) =

∞∏
n=1

(1 + λn) , (16.B.6)

(iii) Lidskii’s theorem:

tr (K) =
∑
n∈N∗

λn, (16.B.7)

where the series is absolutely convergent.

Proof. (i) Since K is trace class operator, then it is compact by Lemma 16.A.21.
Since H is a separable Hilbert space, then the set of eigenvalues of K is at
most countable by Riesz-Schauder theorem [82, Theorem VI.15]. (ii) Cf. [83,
Theorem XIII.106 p.326]. (iii) The fact that the series

∑
n∈N∗ λn is absolutely

convergent follows from [83, Theorem XIII.103 p.318]; its sum equals tr (K)
by [83, p.328].

Note that Lidskii’s theorem (Lemma 16.B.6(iii)) extends Corollary 16.A.18
to trace class operators (not necessarily Hermitian).
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Remark 16.B.7. Finite dimensional approximating approach. For a trace
class operator K on a separable Hilbert space H, the determinant det (I +K)
is defined alternatively by Gohberg et al. [41, Equation (5.7) p.61] as limit of
determinants of finite dimensional operators approximating K. Since (16.B.6)
holds also for Gohberg’s determinant; cf. [41, Theorem IV.6.1 p.63], then the
two definitions are equivalent.

Example 16.B.8. Muliplication operator. Let µ be a σ-finite measure on a
measurable space (G,G), let g : G → R+ be a bounded measurable function,
and let ‖g‖∞ = supx∈G |g (x)|. Define an operator K on L2

C (µ,G) by, for any
f ∈ L2

C (µ,G),
Kf (x) = g (x) f (x) , x ∈ G,

called the multiplication operator. This is a well defined operator; i.e., Kf ∈
L2
C (µ,G) since∫

G
|Kf (x)|2 µ (dx) ≤ ‖g‖2∞

∫
G
|f (x)|2 µ (dx) <∞.

Moreover, the above equality shows that K is a bounded linear operator. With a
slight abuse of notation, we will denote this operator K simply by g.

Lemma 16.B.9. Multiplication operator determinant. Let µ be a σ-finite mea-
sure on a measurable space (G,G), K ∈ L2

C
(
µ2,G2

)
, and KG the associated

integral operator assumed trace class. Let g : G → R+ be a bounded measur-
able function and let K and L be the integral operators with respective kernels
K (x, y) g (y) and g (x)K (x, y). Then

K = KGg, L = gKG. (16.B.8)

Moreover,

det(I +K) = det(I +KGg) = det(I + gKG) = det(I + L). (16.B.9)

Proof. Recall that g in (16.B.8) denotes the multiplication operator which is a
bounded linear operator; cf. Example 16.B.8. In particular, KGg denotes the
composition of the operator KG by the multiplication operator associated to g.
Thus, by (16.A.1),

(KGg) f (x) = KG (g × f) (x) =

∫
G
K (x, y) g (y) f (y)µ (dy) = Kf (x) .

The second equality in (16.B.8) follows in the same lines. Using (16.B.4)
and (16.B.8) permits to prove (16.B.9).

16.B.2 Expansion of integral operator’s determinant

For the particular case of integral operators, det (I +KG) admits the following
useful series expansion.
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Proposition 16.B.10. Integral operator’s determinant expansion. Let µ be a
σ-finite measure on a measurable space (G,G) such that L2

C (µ,G) is separable,
K : G2 → C be square integrable with respect to µ2 such that∫

G
|K (x, x)|µ (dx) <∞, and

∫
G
K (x, x)µ (dx) = tr (KG) , (16.B.10)

and KG the associated integral operator assumed trace class. Then, for any
t ∈ R,

det (I + tKG) = 1 +

∞∑
n=1

tn

n!

∫
Gn

det (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) .

(16.B.11)
Moreover, the series in the right-hand side of the above equality is absolutely
convergent.

Proof. If KG is the null operator, then the announced expansions are obvious.
Assume now that KG is non-null. Step 1. Determinant’s derivatives. Let f be
the function defined on R by

f (t) := det (I + tKG) , t ∈ R.

By Lemma 16.B.5(v), the function f admits an (absolutely convergent) series
expansion at 0 with infinite radius of convergence. By [59, Corollary 1.1.10 p.9],
this series has the form

f (t) = det (I + tKG) = 1 +

∞∑
n=1

f (n) (0)

n!
tn, t ∈ R. (16.B.12)

Let R = 1/ ‖KG‖. By Lemma 16.B.5(iv), the function g (t) = log (f (t)) admits
the following series expansion

g (t) = −
∞∑
n=1

(−1)
n

n
tr(KnG)tn, t ∈ (−R,R) .

In particular, again by [59, Corollary 1.1.10 p.9], g is infinitely differentiable at
0 and

g(n) (0) = − (−1)
n

n
tr(KnG)n!, n ∈ N∗.

Applying (13.A.31), we deduce that, for any n ∈ N∗,

f (n) (0) =

n∑
k=1

1

k!

∑
ξ∈(N∗)k:|ξ|=n

n!

ξ1! . . . ξk!

k∏
p=1

g(ξp) (0)

= (−1)
n

n∑
k=1

(−1)
k

k!

∑
ξ∈(N∗)k:|ξ|=n

n!

ξ1 . . . ξk

k∏
p=1

tr(KξpG ),
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where |ξ| = ξ1 + . . . + ξk for any ξ = (ξ1, · · · , ξk) ∈ (N∗)k. Step 2. A combi-
natorial formula. Let Sn be the set of permutations of {1, . . . , n}; Sn is called
the symmetric group. Recall that the conjugacy class [33, p.123] of a permu-
tation π ∈ Sn, denoted by [π], is determined by the lengths j1 ≥ . . . ≥ jk ≥ 1
of cycles in π; cf. [33, Proposition 11 p.126]. Thus each conjugacy class in Sn
corresponds to exactly one integer partition of n; i.e., a way of writing n as a
sum of positive integers j1 ≥ . . . ≥ jk ≥ 1. Let π ∈ Sn be such that, for each
i ∈ {1, . . . , s}, π has ki cycles of length mi (so that

∑s
i=1 kimi = n). Then

the number of permutations in the corresponding conjugacy class equals [33,
Exercise 33 p.132]

card ([π]) =
n!

mk1
1 . . .mks

s k1! . . . ks!
.

Let j1 ≥ . . . ≥ jk ≥ 1 be the lengths of the cycles in π; that is a rearrangement
of the mi with multiplicity ki in the decreasing order. Then the above formula
may be written as

card ([π]) =
n!

mk1
1 . . .mks

s k1! . . . ks!

=
n!

j1 . . . jk

1

k1! . . . ks!

=
n!

j1 . . . jk

1

k!
card

({
ξ ∈ (N∗)k : ξ∗ = (j1, . . . , jk)

})
,

where ξ∗ = (ξ∗1 , . . . , ξ
∗
k) is a rearrangement of ξ = (ξ1, . . . , ξk) in such a way that

ξ∗1 ≥ . . . ≥ ξ∗k. Thus, given j1 ≥ . . . ≥ jk ≥ 1 such that j1 + · · · + jk = n, the
number of permutations in the corresponding conjugacy class equals

∑
π∈Sn:

[π]=(j1,...,jk)

1 =
1

k!

∑
ξ∈(N∗)k:

ξ∗=(j1,...,jk)

n!

ξ1 . . . ξk
. (16.B.13)

Step 3. Combining the results of the above two steps, we get

f (n) (0) = (−1)
n

n∑
k=1

(−1)
k

k!

∑
j1≥...≥jk≥1:
j1+...+jk=n

 ∑
ξ∈(N∗)k:

ξ∗=(j1,...,jk)

n!

ξ1 . . . ξk


k∏
p=1

tr(KjpG )

= (−1)
n

n∑
k=1

(−1)
k

∑
j1≥...≥jk≥1:
j1+...+jk=n

 ∑
π∈Sn:

[π]=(j1,...,jk)

1

 k∏
p=1

tr(KjpG ).
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It follows from (16.A.22), and (16.B.10) that

k∏
p=1

tr(KjpG ) =

k∏
p=1

∫
Gjp

K(x1, x2)K(x2, x3) . . .K(xjp , x1)µ (dx1) . . . µ
(
dxjp

)
=

∫
Gn

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn) , (16.B.14)

where the second equality is due to Fubini’s theorem which is justified by (16.A.7).
Combining the last two equations, we get

f (n) (0) = (−1)
n

n∑
k=1

(−1)
k

∑
π∈Sn:

cyc(π)=k

∫
Gn

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

= (−1)
n
∑
π∈Sn

(−1)
cyc(π)

∫
Gn

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

= (−1)
n
∫
Gn

∑
π∈Sn

(−1)
cyc(π)

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

=

∫
Gn

det (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) ,

where cyc(π) denotes the number of cycles in π and the last equality is due to the

fact that, for any matrixA = (Aij)1≤i,j≤n ∈ Cn×n, det(A) =
∑
π∈Sn (−1)

n−cyc(π)∏n
i=1Aiπ(i).

Combining (16.B.12) with the above display permits to conclude.

Remark 16.B.11. Proposition 16.B.10 in the particular case when K is con-
tinuous and G is an interval of R is proved in [90, Theorem 3.10 p.36].

Corollary 16.B.12. Under the assumption of Proposition 16.B.10, for any
n ∈ N∗,

tr(∧n(KG)) =
1

n!

∫
Gn

det (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) .

Proof. By Lemma 16.B.5(v), the power series

det(I + tKG) =

∞∑
n=0

tn tr(∧n(KG)), t ∈ R,

has an infinite radius of convergence. On the other hand, by Proposition 16.B.10,
we have

det (I + tKG) = 1+

∞∑
n=1

tn

n!

∫
Gn

det (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) , t ∈ R,

where the power series in the right-hand side of the above equality is convergent.
Identifying the corresponding terms of the above two power series gives the
announced result.
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We give now a series expansion for det (I + tKG)
−1/α

where KG is an integral
operator and α ∈ R∗ (which generalizes (16.B.11)) in terms of α-determinant of
a finite dimensional matrix defined by (15.A.12).

Proposition 16.B.13. Let µ be a σ-finite measure on a measurable space (G,G)
such that L2

C (µ,G) is separable, K : G2 → C be square integrable with respect to
µ2 satisfying (16.B.10), and KG the associated integral operator assumed trace
class. Then the following expansion

det (I + tKG)
−1/α

=

1 +

∞∑
n=1

(−1)
n

n!

tn

αn

∫
Gn

detα (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) , (16.B.15)

holds and the above series converges absolutely in either of the following cases:

(i) α ∈ R∗ and t ∈ (−1/ ‖KG‖ , 1/ ‖KG‖);
(ii) α ∈ {−1/m : m ∈ N∗} and t ∈ R.

Proof. If KG is the null operator, then the announced expansions are obvious.
Assume now that KG is non-null. (i) Step 1. Determinant’s power derivatives.
Let R = 1/ ‖KG‖, and f be the function defined on the open interval (−R,R)
by

f (t) := det (I + tKG)
−1/α

, t ∈ (−R,R) .

By Lemma 16.B.5(iv), the function g (t) = log (f (t)) admits a series expansion
at 0 with radius of convergence at least R. Thus, by Lemma 15.B.1, f (t) = eg(t)

admits a series expansion at 0 with radius of convergence at least R; that is

f (t) = 1 +

∞∑
n=1

f (n) (0)

n!
tn, t ∈ (−R,R) , (16.B.16)

where the above series is absolutely convergent by [59, Proposition 1.1.1 p.1].
On the other hand, it follows from Lemma 16.B.5(iv) that

g (t) =
1

α

∞∑
n=1

(−1)
n

n
tr(KnG)tn, t ∈ (−R,R) .

In particular, g is infinitely differentiable at 0 and

g(n) (0) =
1

α

(−1)
n

n
tr(KnG)n!, n ∈ N∗.

Applying (13.A.31), we deduce that, for any n ∈ N∗,

f (n) (0) =

n∑
k=1

1

k!

∑
ξ∈(N∗)k:|ξ|=n

n!

ξ1! . . . ξk!

k∏
p=1

g(ξp) (0)

= (−1)
n

n∑
k=1

α−k

k!

∑
ξ∈(N∗)k:|ξ|=n

n!

ξ1 . . . ξk

k∏
p=1

tr(KξpG ),
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where |ξ| = ξ1+. . .+ξk for any ξ = (ξ1, · · · , ξk) ∈ (N∗)k. Step 2. Determinant’s
power expansion. Recall the combinatorial formula (16.B.13) where Sn is the
set of permutations of {1, . . . , n}, [π] is the conjugacy class of a permutation
π ∈ Sn, and ξ∗ = (ξ∗1 , . . . , ξ

∗
k) is a rearrangement of ξ = (ξ1, . . . , ξk) in such a

way that ξ∗1 ≥ . . . ≥ ξ∗k. Combining the above display with (16.B.13), we get

f (n) (0) = (−1)
n

n∑
k=1

α−k

k!

∑
j1≥...≥jk≥1:
j1+...+jk=n

 ∑
ξ∈(N∗)k:

ξ∗=(j1,...,jk)

n!

ξ1 . . . ξk


k∏
p=1

tr(KjpG )

= (−1)
n

n∑
k=1

α−k
∑

j1≥...≥jk≥1:
j1+...+jk=n

 ∑
π∈Sn:

[π]=(j1,...,jk)

1

 k∏
p=1

tr(KjpG ).

Using (16.B.14), we get

f (n) (0) = (−1)
n

n∑
k=1

α−k
∑
π∈Sn:

cyc(π)=k

∫
Gn

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

= (−1)
n
∑
π∈Sn

α− cyc(π)

∫
Gn

n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

= (−1)
n
∫
Gn

∑
π∈Sn

α− cyc(π)
n∏
i=1

K(xi, xπ(i))µ (dx1) . . . µ (dxn)

= (−1)
n
α−n

∫
Gn

detα (K (xi, xj))1≤i,j≤n µ (dx1) . . . µ (dxn) ,

where the last equality is due to (15.A.12). Combining the above display
with (16.B.16) permits to conclude. (ii) Let α = −1/m for some m ∈ N∗
and

h (t) := det (I + tKG) , t ∈ R.

By Lemma 16.B.5(v), the function h admits a series expansion at 0 with infinite
radius of convergence, then so is the function hm by [59, Proposition 1.1.4

p.4]. On the other hand, by Item (i), h (t)
m

= det (I + tKG)
−1/α

admits the
power expansion (16.B.15) for any t ∈ (−1/ ‖KG‖ , 1/ ‖KG‖). The uniqueness
of the power series representation [59, Corollary 1.1.10 p.9] of hm permits to
conclude.

Remark 16.B.14. Bibliographic notes. For a related statement to Proposi-
tion 16.B.10 cf. [41, Theorem VI.3.1 p.121]. Proposition 16.B.13 is due to [88,
Theorem 2.4] (which generalizes [97, Equation (3)] for finite dimensional ma-
trices).
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δx, Dirac measure at x, xiii
det (·)

det(A), determinant of a matrix
A, xii

detα(A), α-determinant of a ma-
trix A, 538

det (I +K), determinant of I +K
for operator K, 572

diag, xii
h+(ω), out-neighbors of 0, 316
h− (ω), in-neighbors of 0, 316
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i, imaginary unit complex number, xi
ζX , cumulant function

of random variable X, 491
of random vector X, 505

`2C (G) =
{
u ∈ CG :

∑
i∈G |ui|

2
<∞

}
,

287
`d, Lebesgue measure on Rd, xiii

`2, Lebesgue measure on C, 276
µ|·

µ|B or µB , restriction of measure
µ to set B, xiii

µ|x, restriction of µ ∈ Ms (R) to
(−∞, x), 195

µ|x, restriction of µ ∈ M̃s (G×K)
to {≺ x} ×K, 202

νG =
∑
x∈G δx, counting measure on
G, 284

νΦ, void probability of Φ, 7
o (·), negligeable

f = o (g), for functions f and g,
xii

pn
pn, distribution of number of points

of finite point process, 174
pn(x1, . . . , xn), n-th coverage func-

tion of RCS, 431
per(·) = det1(·), permanent of matrix,

538
sgn(π), signature of permutation π, 571
σ(C), center of C, 445
supp (·), support

supp (f), for a function f , xii
supp (µ), for a measure µ, 514

θt, flow, 301
tr (K), trace of trace class operator K,

556

Absolutely continuous, xiii
Adjoint

of linear operator, 544
Allocation, 348
Allocation rule, 348

Balanced, 348
α-determinantal point process, 251

Restriction, 253

Superposition, 252
Thinning, 251

α-inverse
for α ∈ R∗−, 270
for α ∈ R+, 263

α-determinant, 538
Atom, 20
Atomic component, 19

Background measure, 227
Banach space, 425
Bessel function

First kind, 294
Second kind, 282

Bipartite directed graph, 316
Borel set, 3
Borel σ-algebra, xii
Bounded

Linear operator, 544

C-L-M-M, 309
Campbell averaging formula, 8
Campbell measure, 119

n-th, 141
n-th reduced, 143

Campbell-Little-Mecke theorem, 121
Higher order, 141

Campbell-Little-Mecke-Matthes theorem,
309

for stationary marked random mea-
sures, 383

Campbell-Matthes measure
of stationary marked random mea-

sure, 382
of stationary random measure, 307

Canonical probability space
for random measure, 6

Canonical stationary framework
for marked random measure, 366
for random measure, 304

Capacity functional, 428
Complete alternation, 428
Upper semi-continuity, 428

Cauchy-Binet formula, 240
Cauchy-Hadamard theorem, 482
Center of a compact set, 445
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Characteristic function
of random measure, 161
of random variable, 479
of random vector, 504

Choquet’s theorem, 429
Cluster point process, 53
Compact

Linear operator, 544
Compatibility, 301
Compatible with the flow

Marked random measure, 366
Point shift, 317
Random graph, 316
Random measure, 302
Stochastic process, 302

Complete independence, 34
of Poisson point process, 35

Complex Gaussian
Family of random variables, 532
Random variable, 532
Random vector, 532
Stochastic process, 532

Contact distribution function
Linear, 434
Spherical, 434

≺-continuous at ∞, 202
Continuous at ±∞, 195
Convex averaging sequence, 400
Countably-generated, 542
Counting measure, 284
Coverage model, 439

Boolean, 441
Capacity functional, 440
Germ-grain, 443

Boolean, 443
Hard core, 447
Johnson-Mehl, 448
Shot-noise, 448

Cox point process, 49
Directing measure, 50
Directing process, 50
Gaussian, 257
Palm distribution, 131

Crofton
Cell, 466
Tessellation, 466

Cross-ergodicity, 412
CSMA, 151
Cumulant

of random variable, 491
of random vector, 505

Cumulant function
of random variable, 491
of random vector, 505

Cumulant measure, 164
Factorial, 166

Cylinder shear, 458

Descendant processes, 53
Determinant expansion

Diagonal, 537
for integral operator, 576

Determinantal point process, 227
Canonical, 237
Cauchy, 282
Elementary, 237
Gaussian, 281
Generalized gamma, 284
Palm distribution, 273
Restriction, 229
Stationary, 275
Thinning, 228

Diagonal matrix, xii
Diameter of a compact set, 442
Difference operator on M̃s (G×K)

First order, 203
n-th order, 203

Difference operator on Ms (R)
First order, 196
n-th order, 196

Diffuse component, 19
Dini’s lemma, 567
Directed, 49
Directional distribution

Stationary line process, 460
Disintegration kernel, 517
Displacement

Stationary point process, 378
Theorem, 43

Dominated convergence theorem, 480

Enumeration of atoms, 23
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in R, 23
Measurable, 21
Symmetric, 172

Equivalent
Functions, xii
Measures, xiii

Ergodic
Marked random measure, 413
Random measure, 402
Stationary framework, 401

Ergodic theorem
Birkhoff’s pointwise, 400
for marked random measures, 414
for random measures, 403

Euler formula, 465
Expansion kernel, 207

Factorial cumulant
of random variable, 493
of random vector, 506

Factorial cumulant function
of random variable, 493
of random vector, 506

Factorial moment
of random variable, 485
of random vector, 505

Factorial moment density
for α-determinantal point process,

251
for determinantal point process, 227

Factorial moment expansion
for marked point process, 204
for Poisson, 209
for simple point process on R, 197

Factorial power
of a complex number, xi
of a measure, 528

Fell topology, 420
Feller’s paradox, 326
Finite-dimensional distributions, 6
Fischer’s inequality, 535
Fixed atom, 31
Flow, 301

Measurable, 301
Fredholm determinant, 572
Fubini’s theorem, 542

Fubini-Tonelli theorem, 545

Generated Hilbert subspace, 532
Generating function

of finite point process, 178
of point process, 24
of random variable, 484
of random vector, 505

Germ, 443
Germ-grain process, 443
Gibbs point process, 52

Density, 52
Palm distribution, 133

Ginibre
Kernel, 276
Point process, 278

Grain, 443

Hadamard’s inequality, 535
Hausdorff, 571
Hausdorff distance, 445
Hermitian

Function, 279
Kernel, 570
Linear operator, 544

Hilbert-Schmidt
Operator, 558

Hit, 419

i.i.d, xiv
Image

of a measure, 39
of a Poisson point process, 39

Impulse response, 71
In-neighbors, 316
Inclusion-exclusion principle, 513
Indistinguishable

Kernels, 230
Inner product

in H⊗n, 571
in L2

C (µ,G), 541
Integral operator, 544
Intensity, 7

Function, 7
Measure, 29
of stationary line process, 460
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of stationary random measure, 304
Inter-events, 331
Invariant

σ-algebra, 400
with respect to flow

Event, 308
Probability, 303

Inverse construction, 334
Isomorphic

Measurable spaces, 522
Isotropic

Probability density function, 283
Random closed set, 434

Janossy measure, 174
Jointly stationary

Random measures, 300

Kernel, 544
α-regular, 244
α-regularizable, 244
Canonical, 561
Canonical version, 243
Carleman, 561
Locally regular, 245
Locally regularizable, 244
of determinantal point process, 227
of α-determinantal point process,

251
of stationary determinantal point

process, 281
Poisson, 260
Pre-canonical, 561
Regular, 244
Regularizable, 244
Shift-invariant, 279
Strictly α-regular, 270

Koteljanskii’s inequality, 536

l.c.s.h., 3
Laplace transform

of random measure, 7
of random variable, 499
of random vector, 509

Lidskii’s theorem, 574
Line measure, 460

Line parameterization, 457
Line process, 458

Isotropic, 460
Poisson, 459
Underlying point process, 458

Little’s law, 384
for stationary germ-grain coverage

model, 443
Local Palm probability, 126

Marginal measure, 520
Mark distribution, 44
Marks, 374

Selected, 375
Universal, 374

Mass transport
Formula, 314
Theorem, 314

Mean measure, 6
Mean value formulas, 465
Measure

Counting, 15
Locally finite, 4
Power, xiii
Product, xiii
σ-finite, xiii
Symmetric, 173

Measure disintegration theorem, 523
Extension, 526

Measure kernel, 517
Measure mixture theorem, 518
Mecke’s invariance theorem, 318
Mercer’s theorem, 567
Metrically transitive

Stationary framework, 400
Miss, 420
Mixing

Marked random measure, 413
Random measure, 402
Stationary framework, 401

Mixture
of measures, 517
of random measures, 46

Moment
of random variable, xiv
of random vector, 505
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Moment expansion
for characteristic function, 167
for generating function, 170
for Laplace transform, 169

Moment measure, 11
Factorial, 25
Reduced second, 349

Monotone class theorem
for nonnegative functions, 516

µ-indistinguishable
Kernels, 230

µ-integrable, xiii
Multiplication operator, 575

Neveu’s exchange formula, 339
Alternative, 346
Ergodic interpretation, 407

Neyman-Scott process, 55
Nonnegative-definite

Function, 279
Kernel, 570
Linear operator, 544

Norm
in L2

C (µ,G), 541
of linear operator, 544

Order, 201
Order statistics, 187
Out-neighbors, 316

P-trivial, 400
Palm distribution, 120

Ergodic interpretation, 406
f -mixed, 124
Family, 120
For marked point process, 136
For Poisson point process, 127
For stochastic integral, 120
Holroyd-Peres representation, 348
n-th, 141
of marks, 380
Reduced, 124
n-th, 143

Palm inversion formula, 322
Ryll-Nardzewski and Slivnyak, 323

Palm probability

Conditional on the mark, 382
of stationary random measure, 307

Palm version
at x ∈ G, 120
at x ∈ Gn, 142
f -mixed, 126
Family, 120

Palm-Khinchin equation, 217
Papangelou’s formula, 134
Parent process, 53
PASTA, 373
Permanent, 538
Permanental point process, 251
Plemelj-Smithies formula, 573
Point map, 317
Point process, 16

Binomial, 6
Dependent thinning, 375
Finite, 172
Ground, 44, 46
Hard core, 147, 187
Hawkes, 86
i.i.d. cluster, 55
i.i.d. marked, 44
Independent displacement, 41
Independently marked, 44
Marked, 46

General, 201
Matérn cluster, 58
Matérn I, 147
Matérn II, 148
Mixed Binomial, 48
Negative Binomial, 61
Sample, 6
σ-finite, 75
Simple, 16
Thinning, 37

Point shift, 317
Closest neighbor, 320
Mutual closest neighbor, 319

Poisson Kernel, 229
Poisson point process, 29

Compound, 60
Construction

for finite intensity measure, 31
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for locally finite intensity mea-
sure, 37

for σ-finite intensity measure, 76
Inhomogeneous, 88

Cumulant measure, 170
Factorial, 167

Dependent thinning, 148
Discrete space, 29
Displacement, 43
Doubly stochastic, 49
Equidistant points, 155
Fixed atoms, 31
Homogeneous, 29

Aligned points, 220
Independently marked, 45
Laplace transform, 30
Mixed, 51
Nearest point, 76
Palm distribution, 130
Polar coordinates, 45
Restriction, 30
Shot-noise, 84
Simple, 32
Strong Markov property, 476
Superposition, 36, 75
Thinning, 38
Transformation, 35
Void probability, 29
With σ-finite intensity measure, 75

Polish, 3
Measurable space, 522
Topological space, 522

Power series composition, 539
Probability kernel, 517
Product σ-algebra, xiii
Projection from L2

C (µ,G) to L2
C (µ,D),

559

Rényi’s theorem, 32
Radius of convergence

of characteristic function, 482
of generating function, 485
of Laplace transform, 502

Random closed set, 425
Contact distribution function

Reduced, 433

Covariance function, 431
Reduced, 433

Coverage function, 431
Inclusion functional, 431
Mean measure related to µ, 431
Mean volume measure, 432
Stationary, 431
Volume fraction

Reduced, 433
Random filtering, 71
Random graph

Compatible, 464
Planar, 465

Random measure, 5
Dirichlet, 215
Gamma, 214
Ground, 46
Independent, 13
Marked, 46
Power, 11
σ-finite, 75

Random variable, xiii
-valued, xiii
Complex, xiv
Real, xiii

Random vector
Complex, xiv
Real, xiv

Ratio
Interference to signal, 343
Signal to interference and noise,

344
RCS, Random closed set, 425
Real analytic, 482
Recurrence time

Backward, 329
Forward, 329

Reduced Palm version, 124
n-th, 144

Relatively compact, 3
Renewal process, 331
Restriction property, 559
Retention function, 37
Ripley’s K-function, 409

Schur complement, 536
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Schur complement formula, 536
Second countable, 514
Separable, xiii, 541
Sequence of nested partitions, 16
Set process, 430

Poisson, 430
Stationary, 431

Shadowing property, 367
Shift operator

on M(Rd), 299
on M̃

(
Rd×K

)
, 365

Shifted comb, 301
Shifted grid, 301
Shifted lattice, 324
Shot-noise

Cumulative, 65
With marks, 70

Exponential, 85
Extremal, 66

σ-algebra power, xiii
SINR, 152
Slivnyak’s theorem, 312
Slivnyak-Mecke theorem, 130
Standard complex Gaussian

Random variable, 532
Stationary

Line process, 459
Marked random measure, 365
Point process, 50
Random measure, 300
Stochastic process, 299

Stationary framework, 303
Stationary probability, 303
Stochastic integral, 14
Stochastic process, xiv

Complex, xiv
Real, xiv

Submatrix, 535
Superposition

of point processes, 35
Support

of a function, xii
of a measure, 514

Support measure, 20
Symmetric complex Gaussian

Family of random variables, 532

Random variable, 532
Random vector, 532
Stochastic process, 532

Symmetric sum, 513
Symmetrical difference, xi

Tensor product
Antisymmetric

in Hilbert space, 571
of Hilbert spaces, 571

in Hilbert space, 571
of Hilbert spaces, 571

{θt}-invariant
Event, 400
Strictly, 412

Topology
Discrete, 3
Usual, 3
Vague, 15

Trace
of bounded, nonnegative-definite

operator, 555
of trace class operator, 556

Trace class, 555
Typical cell, 321
Typical point, 311

U-statistics, 74
Unimodular, 315

Virtual cell, 320
Void probability, 7
Voronoi cell, 320
Voronoi tessellation, 320

Wald’s identity, 487
Weight process, 52
Wick’s formula, 532

Zero cell, 325
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2002.
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