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Abstract—Intrusion Detection Systems (IDSs) play a vital role in the modern cyber-security system. The main task of an IDS is to distinguish between benign and malicious network flows. Hence, the researchers and practitioners usually utilize the power of machine learning techniques by considering an IDS as a binary-classifier. Recent research works demonstrate that an ensemble learning algorithm like xgboost can achieve almost perfect classification in the offline configuration. On the other hand, the performance of a simple and lightweight classification algorithm like Naive Bayes can be improved significantly if we can select a proper sub-training set. In this paper, we discuss the usage of active learning in online configuration to reduce the labeling cost but maintaining the classification performance. We evaluate our approach using the popular real-world datasets and showed that our approach outperformed state-of-the-art results.
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I. INTRODUCTION

Intrusion Detection Systems (IDSs) are important components of modern information technology systems [1]. In short, the task of an IDS is to detect and classify any malicious activities that happen in a computer system that allows the quick and efficient reactions from the administrators, either manual or automatic.

By its nature, the core of an IDS is usually a machine learning classifier. The task of the machine learning algorithm is, given the information of a network flow, classify the network flow in one of two classes: benign or malicious. It is a well-known binary classification problem that has been studied for a long time in machine learning community. Over years, the researchers and practitioners have evaluated different algorithms and techniques to improve the classification performance of IDSs [2]. In recent years, along with the emergence of IoT devices, the requirement for IDSs have been extended to these environments [3].

Recent research study [1] showed a very interesting result. For the traditional classification task of an IDS, i.e. to classify benign and malicious network flows, ensemble learning algorithms such as xgboost [4] performed almost perfectly and achieved the AUC score around 99%. However, the main concern is that ensemble learning like boosting machines require a huge computational power, hence it is not practically to deploy them in IoT devices. The authors of [1] demonstrated that even in general, a lightweight and simple algorithm like Naive Bayes cannot compete with ensemble machine learning algorithms, we still can improve the classification performance by choosing a proper training dataset while keep avoiding over-fitting. However, the method to choose the sub-training set is not discussed comprehensively in the study.

In this paper, we present our approach by using active learning technique to actively select training sample. Different from existing active learning algorithms, we rely on the idea that rare events are more important for learning, particularly for the Naive Bayes algorithm. We review state-of-the-art studies in Section II then present our approach in Section III. We evaluate our idea and show the experimental results in Section IV and conclude our paper in Section V.

II. LITERATURE REVIEW

A. Intrusion Detection Systems

Before the era of deep learning, the researchers [5]–[7] have proposed to use traditional machine learning methods such as decision-tree or logistic regression for the problem of intrusion detection. Feature generation by genetic programming has been considered by [7]. However, the following studies do not show a significant improvement of automatic feature generation compared to the manually building ones [1]. Other popular classification algorithms such as SVM have been used until recently [3]. However, given the development of the computational systems and machine learning algorithms, ensemble learning algorithms like random forest are preferred [8].

As deep learning attracts a lot of attention since its victory in ImageNet competition in 2012 [9], the power of deep neural networks have been utilized in IDS. The authors of [10] employed multi-layer neural networks and NLP techniques to analyze the behavior of computer systems. [11] studied the time-dependence features of the network flows.

In the intrusion detection problem, the unsupervised machine learning algorithms are mostly the anomaly-detection algorithms [12]. Anomaly-detector tries to distinguish between normal, or benign flows, with un-normal flows without explicitly defining what normal is. The authors of [13] used One-class SVM algorithm for the discussing problem. Recent surveys such as [14] surveyed multiple efforts of using anomaly-detection in IDSs.

One of most powerful anomaly-detection algorithms up to date is Isolation Forest [15], [16]. The main idea of Isolation Forest is that it tries to distinguish a single instance, and more
difficult to distinguish an instance, more normal it is. Isolation Forest uses decision tree as its base learner.

B. xgboost

In our model, we use xgboost to predict the performance impact of the algorithm.

xgboost stands for eXtreme Gradient Boosting [4] is a ensemble technique that has been introduced as one member of gradient boosting family. The main idea of gradient boosting techniques is to build multiple sequential learners (will be referred as weak learners) where the next learner tries to correct the error made by the previous one.

Hence, the final boosting model of xgboost will be:

$$F_m(x) = F_0(x) + \sum_{i=1}^{M} \rho_i h_i(x, a_i) \tag{1}$$

where $$F_0(x)$$ is the initial model: $$F_0(x) = \text{argmin}_\rho \sum_{i=1}^{N} l(y_i, \rho)$$, i.e. $$F_0(x)$$ can be initialized as constant. $$\rho_i$$ is the weight value of the model number $$i$$, $$h_i$$ is the base model (decision tree) at the $$i$$th iteration.

xgboost also introduced a new regularization term. The objective function is usually defined as:

$$\text{obj}\left(\theta\right) = l(\theta) + \Omega(\theta) \tag{2}$$

with $$l$$ is the loss function (e.g. squared-error $$\sum (y_i - \hat{y}_i)^2$$) and $$\Omega$$ is regularization term. The details of xgboost model can be found in the original paper [4].

C. Active Learning

Active Learning is a sub-field of machine learning wherein the algorithm actively select the next instance for labelling [17]. Hence, active learning can reduce the training size while maintaining the performance of the algorithms by choosing only predictive instance from the pool for labelling. Active learning assumes an oracle that can precisely label all unknown instances. In our setting, the oracle can be considered as xgboost.

Active learning can employ different strategies to select the next sample [17]–[19].

Uncertainty-based sampling is probably the first active learning technique [18]. In this strategy the model picks the least confidence sample, defined as:

$$X_{LC}^* = \text{argmax}_X (1 - P_0(\hat{y}|X)) \tag{3}$$

wherein:

$$\hat{y} = \text{argmax}_y P_0(y|X) \tag{4}$$

Other confidence measures are proposed such as entropy or margin [19].

The other strategy is called Query by Committee [19]. The core idea of this method is to build a set of models, then let all the models to predict in all the unknown instances. The instance that the models disagree most will be chosen to send to the oracle. The authors of [20] proposed two methods: Bagging and Boosting to construct the committee. The idea of bagging and boosting committee is borrowed from the same terminologies in machine learning. Furthermore, there are multiple ways to measure the disagreement of voters. Two popular metrics are K-L divergence and vote entropy.

The third strategy is called Expected Model Change. The idea of this strategy is to select the instance which might change the performance of the model most. One example of the strategy is Expected Gradient Length [17]:

$$X_{EGL}^* = \text{argmax}_X \sum_i P_0(y_i|X)||\nabla l_0(L \cup (X_i, y_i)|| \tag{5}$$

The idea is to check what instance if added will change the gradient of the learning model the most. Other examples include Variance Reduction Method [19].

One very important idea in existing active learning methods is “informative instances should not only be those which are uncertain, but also those which are ‘representative’ of the underlying distribution” [17]. Hence, the density-based method is proposed:

$$X_{ID}^* = \text{argmax}_X (\phi_A X x(\frac{1}{U} \sum_{u=1}^{U} \text{sim}(x, x^{(u)}))^3) \tag{6}$$

The idea of the Equation 6 is to avoid selecting some outlier instance by using the function similarity (sim).

III. OUR APPROACH

We rely on different idea than the density-based active learning [17].

We recall the Naive Bayes formula that assuming the independence between features:

$$P(f_1, f_2, ..., f_n|\text{BENIGN}) = \prod_{i=1}^{n} P(f_i|\text{BENIGN}) \tag{7}$$

From the Equation 7 we can claim that Naive Bayes has a computational speed advantage compared to other algorithms.

As we can see from the Bayesian formula, we might expect the bigger change of $$P(A|B)$$ if we observe a rare event, i.e. if $$P(B)$$ is small. This observation contradicts the density-based idea. Given that we are aiming to improve the performance of the Naive Bayes, our idea fits perfectly to the scheme. Hence, instead of choosing a next instance that is not too far from the distribution like other studies [17], [19], we actively choose the instance that is not so common in the observed data.

We use Isolation Forest to measure the difference of an instance to the observed distribution. Furthermore, we trained a xgboost model to predict the performance impact in term of change in AUC score if we add a particular training instance into the training dataset.

We visualize our proposal in Figure 1. The threshold for Isolation Forest score is adapted by the probability of picking up a single training instance over time.
IV. EXPERIMENTAL RESULTS

A. Dataset

We evaluate our approach using CICIDS’12 dataset [21]. The dataset is collected in total seven days in 2010 with different types of attacks [22] from a real-world computer system. Each network flow is provided with a list of 78 features.

We follow the settings of [1] for a fair comparison.

B. Experimental Results

We evaluate Least Confidence strategy against our strategy. Both strategies started with 5% of the training set as the initial set. When the network flow arrived the algorithm decides to include the particular network flow into the training set or not. In both cases, a test-set is hold out for evaluation.

In general, our method can achieve the AUC score of 90% as the highest score, compared to the score of 85% achieved by the method based on Lease Confidence or PCA [1].

We display the results in Figure 2. We could see that all the active learning strategies peak their performance when we select around 10% of the training data, clearly suggested that there is a proper sub-training size which accounts for around one tenth of the training samples that actually bring the predictive power to the machine learning algorithms. Furthermore, the performance of Naive Bayes drops quickly if we increase the number of training size (by adaptive threshold method we described above). Contradict with the common sense in the machine learning community that we always need more data, the results showed that we rather need good data.

V. CONCLUSIONS

In this paper we present our proposal to use outlier detection algorithm as the active learning base learner to improve the performance of lightweight intrusion detection methods. The algorithm does not require huge computational power, hence it is suitable for low-power devices like IoT devices or smartphones. In the future we will study other methods to improve the performance of lightweight methods to be comparable with ensemble methods, such as considering the trustworthy of the partners [23].
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