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ABSTRACT

In this paper, we analyze a system of linear inequations
[l < A.x < u, used for the purpose of Material Flow Analy-
sis, with three different but complementary goals : (i) given
some known variables x;, efficiently compute the solution
space of unknown variables, (ii) if the set of constraints
is infeasible, efficiently identify the conflicts, (iii) efficiently
classify variables to determine whereas they are redundant,
just measured, determinable or non-determinable. In each
case we compare the efficiency of different algorithms or lan-
guages.

1. INTRODUCTION

In a context of global environmental changes which ques-
tions our modes of production and consumption, the STEEP
team of INRIA aims at developing decision-making tools to
promote ecological transition at local (sub-national) levels.
One of these tools, called Supply Chain Material Flow Anal-
ysis (MFA) tries to provide a consistent image of a given
chain (e.g., the wood supply chain) in order to stress the
potential competition between different types of uses (e.g.,
energy vs. construction) as well as the material dependency
on imports from the rest of the world. In practice, flows are
the variables of the problem (some are measured, some are
unknown) and the constraints are given by the law of mass
conservation and by other rules linking variables (e.g., yields
of transformation). The MFA follows the following steps :

1. Reconcile the data with constraint optimization, i.e.,
minimize the distance between measured flows (inputs)
and model results (outputs) given the set of constraints.
Reconciliation is necessary because the data comes from
various sources which are generally inconsistent. Con-
straint optimization moreover “fills the gap” for miss-
ing flows. However, it provides a unique solution for
each variable even when the solution is not unique:
for the so-called “free” variables, other values would
also respect constraints and lead to the same value of
the objective function. It is thus important to identify
them.

2. For this purpose, variables are classified based on the
set of constraints and on the measured variables in
order to determine which ones are determinable (not
measured but deductible), free (not measured and not
deductible), redundant (measured and staying deter-
minable if the measure is dropped), just measured (mea-
sured and becoming free if the measure is dropped).

3. Knowing which variables are “free” and knowing the
unique solution for other variables, an interval (solu-
tion space) is computed for each free variable.

STEEP already developed a python program to conduct
these 3 steps. However it proves very inefficient for large
problems (about 20,000 variables). Another issue is that
in practice, when one builds a large supply chain model,
it often occurs that the reconciliation is infeasible because
of conflicting constraints, and the manual identification of
these constraints is a tedious job. The purpose of our work
was therefore to make improvements on these two fronts.

In the following sections, we start by presenting the prob-
lem of interval reduction (step 3 above) before turning to
conflicts identification. We finish with ongoing and future
work, particularly, in relationship with variable classifica-
tion.

1.1 Our examples

To illustrate our algorithms, we will take two examples:
the first one to computing the solution space of “free” vari-
ables and the second one for the conflicts detection algo-
rithm. Both will take the form of a simple flow-graph as a
reminder of our context.

Figure 1: Without conflicts

28
[0,100]
[0.100] NG
08 vl 4(0,100]
Flow 0 3 70
vS

In this first example, we suppose that we have measured
or determined some variables (vo, ve,v5). Others remain
missing. We will apply our algorithm of Intervals Reduc-
tion (IR) with the hypothesis that every variable should be
between 0 and 100.

We will use this second example with our algorithm of
Conflicts Detection (CD). Indeed, in this example, we have
added two constraints on v1 (C4) and v (C5) in order to
create an unfeasible system. Those constraints can not be
represented by flows because they constrain only one vari-
able. So, we can observe them by looking at the intervals of
v1 ([0,30]) and vs ([50,100]).

2. INTERVALS REDUCTION



Figure 2: With conflicts
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To compute new intervals, we work on a linear system.
We try to determine for each variables a maximum and a
minimum to surround the solution space. Thus, let say we
have N constraints co...cy—1 and M variables vg...var—1 such
as :

M—1

Vi€ [0.N 1], ci:li < > cipvr <us (1)
k=0

with l; and u; the bounds of each constraint and «;  the
coefficient of the variable k in the constraint 4.

In our context, we said that some variables would be fixed
as far as we know their values. Thus, let F' be the number
of variables known. All variables that are not “free” are
known variables (they are uniquely determined). Let L be
the number of unknown variables such as M = F + L. We
can now decompose our first equation (1) :

F—1 L—1
Vie [|0.N—1]], ¢ : l; < Z o, fUf + Z aiu < ui (2)
F=0 1=0

Our goal here is to compute the maximum and minimum
values that each v; can achieve. To do so, a few algorithms
already exist.

2.1 Similar work

An interesting algorithm can be found in the literature.
Indeed, this problem appears similar to the optimization
problem of the Simplez'. The Simplex method consists in
approaching the optimal solution of an objective function
in a problem under duress. Many Simpler algorithms have
been developed and are extremely efficient. Thus, in their
paper, Puranik and Sahinidis [2] develop the idea that if we
run two Simplex programs for each variable (one to compute
the maximum and one for the minimum), we are able to
get the interval of each unknown variable. Therefore, we
have to run 2 x L Simpler to solve our system. In term
of complexity, running a such powerful tool two times on
variables sub-problem could take some time. But we will
detail the efficiency of that algorithm in the part 2.4.

When I joined the STEEP Team, one algorithm was al-
ready developed and was particularly long. This algorithm
uses the property of each node in the flow-graph. For each
constraint, if we want to isolate one unknown variable of

"https://en.wikipedia.org/wiki/Simplex_algorithm

index k to compute his maximum or minimum, we get :

Let k € [|0..L — 1]}, Vi € [[0.N —1]],

o1 L—1
o )l T gm0 Qi U = 2 l0 ek @il VIS QKT 3)
1 F—1 L—1

O kVk S Ui — D50 Qif UF = D300y Qil Ul

For each v;, we can only get an interval. In order to calculate
the value of vi, we need to use the maximum or the minimum
of each variable v; which depends on the coefficient «; k.
Thus, we generalize this with four cases as follow. We place
ourselves in a context of one constraint with two unknown
variables to simplify the inequations. With the graph, on
a node, we observe in-flow and out-flow. These flows are
represented by the sign of the coefficient ax. Furthermore,
when a flow v; (unknown variable) has the same sign than vy,
(unknown variable for which we wish to tighten his interval),
we use v, . (resp. v to compute v (resp. vk
On the other hand, if coefficients have a different sign, we
use vy, . (resp. vy,,..) to compute v, (resp. vg,,..). In
this formalization, the coefficients ax are positive.

maz) man min):

e Case 1: I <agvp +aqv; < u

1
{ Vkpmao < o (U — uvr,,;,)
1

=

Vkpnin = 2= (0 — uV4,)

min

Ea

e Case 2: I < apvr —ay vy < u

m,in)

Ukmaw < g (U + Q10L,,,)
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o Case 3: I < —apvr —op vy < u

Vkpmaw S Zap (U F Q1L,,;,) (©)
1
Uk'm'in 2 —ap (’LL + alvlmam)

e Case4: |l < —apvr +ayv; < u

1
{ Vkmar < g (= 101,,,,,,)

(7)

Vkpin 2 —ar (U= QV,,,)

In this algorithm, we loop over the unknown variables to
compute a maximum and a minimum for each constraint
with those properties. We repeat this operation while the
intervals are being modified.

2.2 Our Algorithm

In order to find a new algorithm, we manually tried to find
the intervals for our small example, without looking at exist-
ing algorithms. Then, we tried to automate our method in
an algorithm. Finally, we compared other algorithms with
our own method. We found out that our algorithm was
really close to the STEEP Team’s one. Actually, the differ-
ences came from the order of the for-loop. We loop first over
the constraints and then over unknown variables to compute
the intervals (instead of doing the opposite). Also, a list of
constraints to check was added to increase efficiency. When
a variable is modified, we put in this list all constraints in
which our variable occurs. We pop out those constraints
once they are checked. Thanks to that, we do not need to
loop over every constraints each time a variable is modified.



Algorithm 1: Intervals Reduction

1 intervals reduction (M, I, V,u,l) :

Input : M a matrix of coefficient, I a list of the
intervals, V' a list of the unknown variables, u
and [ the lists of the boundaries of each
constraint

Output: a list of the reduced intervals

2 C < all the constraints

3 while I is modified do

4 for each constraint c; in C do

5 Drop ¢;

6 for each unknown wvariable vy in c¢; do

7 Compute vk,,,, and vg,,,;, (With the four

cases (4) - (7))

8 if vk, .. < upper-bound v, then

9 ‘ Modify the upper-bound v
10 end
11 if vy, = lower-bound vy, then
12 ‘ Modify the lower-bound vy,
13 end
14 if vy ’s interval is modified then
15 ‘ Add to C every c; in which vy occurs
16 end
17 end
18 end
19 end

20 return /

Here, before this algorithm we use a pre-processing to
compute the new boundaries (i.e. fixed values are being
subtracted from the l;, u; bounds) for each constraint as
follow :

F—
li 1 — Zf:ol Qi fUf

Z 8
Us < Ui — Z?:ol Qi fUy ()

Vi € [0..N—1|],{

Furthermore, our algorithm stops because either we reach
a max iterations that we fixed or the intervals are unmodified
which end the while loop.

With this method, we approach the optimal intervals with
more efficiency. Indeed, by computing in each constrain all
the unknown variables, we obtain a better restriction on
the other variables. That is because the intervals of more
variables are reduced in one loop. And the more there are
restrictions, the more the intervals are quickly tighten to
their optimal values.

Moreover, we can apply a few optimization methods eas-
ily (such as parallelism) as the form of the two for-loop are
simple (thus easily parallelisable). This tool can drastically
increase the speed of our algorithm. To confirm such pred-
icate, we have to create tests that will give us the perfor-
mance data for our analysis. But first, let us illustrate our
algorithm with our example.

2.3 Application to our example
With our example (Figure 3), the system will be stored in

a matrix as follow :

Vo Vi1 V2 V3 Vg4 Us Vs

C (1 -1 -1 0 0O 0 O
¢c:{o 1 0 -1 0 0 O
c{lo 0 o 1 -1 0 -1
Cs\0 0O 1 0O 1 -1 O

V1, V2, v3 and v4 are our unknown variables here. Once this
matrix is constructed and the initialization of our intervals
is done, we start the loop over the constraints. Cy will give
us new boundaries on v1 and v2 such as :

Vlmae S %('98 +0) = V10, <98 (9)
Vi = 5 (-98+100) = v1,,,, > -2

min

We keep the upper-bound only because we want our interval
tightened as possible. Thus, v; is in [0, 98].

< L(- <
{ V2pae < 7 (-9840) = v2,,,, <9B (10)

V2pmim 2 %('98+98) = V2,,;, =20
We continue the loop over the constraints while there are
still some modifications. When the algorithm ends, we get

the following result :

Figure 3: Result Intervals Reduction

2.4 Efficiency

Our tests work as follow : for each algorithm we run four
examples of different sizes and store the results. First, we
want to warm-up our CPU. Thus, ten call to our algorithm
are launched without any measurements of the execution
time. Then, we run one hundred instances on our exam-
ple and we compute the average of those launches. At last,
we do this operation ten times and as a result, we get the
average of these ten averages®. As for now, the final exe-
cution time is quite representative of the efficiency of this
algorithm.

In this table, each average (computed like mentioned above)
is stored depending on the size of the example and the al-
gorithm employed. Each number is in milliseconds (except
with the huge example).

Small' Medium? Medium®  Huge®
Simplex 113 / / /
STEEP 0.303 105.30 438 ~1h
STEEP (numba) 0.04 9.04 7 ~11min
Our Algo 0.02 2.00 6 ~1s
Our Algo (numba) | 0.03 0.75 2 76ms
Our Algo (pybind) | 0.004 0.12 0.4 31ms

1 around 10 constraints and 4 unknown variables

2 around 300 constraints and 150 unknown variables

3 around 800 constraints and 400 unknown variables

4 around 18 000 constraints and 16 500 unknown variables

We developed in python language all those algorithms.
However, to use parallelism, we use two kind of tools. The

2Theorem Central Limit



first one we thought of was the numba tool. It is a python
library which permits to “translate python function to opti-
mized machine code at runtime”®. Thanks to that, we can
approach the speeds of a C program. There are many con-
straints on types of all the arguments, pre-processing was
necessary to redefine our parameters. The second tool is
called pybind. It consists in writing a C++ code of our algo-
rithm with some links to python types. Then compiling it in
a python library with many optimization processes. Finally,
we can use this library in a python program to compute our
intervals faster thanks to parallelism and the C like code.

Concerning the Simplexr program, we did not succeed to
run it on bigger examples and we are trying to understand
why. However, this program takes a long time on a very
small example compare to the other ones.

3. CONFLICTS DETECTION

The conflict detection is used to identify conflicting con-
straints in order to modify them and make the problem feasi-
ble. A variable shouldn’t be getting two disjointed intervals
with two constraints. In this case, our previous algorithm
will notify us. But once our algorithm detect a conflict, we
need to know which constraints are involved in this conflict.
Indeed, the source of a conflict can be many loop before
it is notified. A variable can be modify several times be-
fore encounters a constraint in which it will get a disjointed
interval. Moreover, the conflict can come from another vari-
able that affects this one. So, how can we determine which
constraints should be verify ?

3.1 Ouwr Algorithm

Our first idea was to store each modification of a variable
when IR is running and try to reverse the path that led to a
conflict. However, it was extremely difficult to analyze each
possibilities to compute the correct one and the complexity
of that idea in term of time and space wasn’t satisfactory.
Then, we discover the work of J.W. Chinneck [1] that Y.
Puranik and N.V. Sahinidis [2] took over. In his article,
J.W. Chinneck presents two algorithms to find a subset of
constraint which is infeasible in a linear program. The first
one called the Deletion Filter, consists in deleting constraints
one by one until the linear program becomes feasible. Once
we reach this point, we put back the last constraint dropped
in the set and we keep deleting the other constraints. Here
is their algorithm (Algorithm 2).

The second algorithm called Additive Filter works on the
same idea. We add constraints to a set T until this set
becomes infeasible. Then we add the last constraint to the
Is infeasible set and start over with T' = Ig. Here is their
algorithm (Algorithm 3).

To detect if a set is infeasible, we use our Intervals Reduc-
tion algorithm. When a variable gets two disjointed inter-
vals, we have an infeasible set :

Vi < lower-bound vi or vk > upper-bound vy,

max min

(11)

— infeasible set

Both algorithms end with one irreducible subset of infea-
sible constraints. Sometimes, our linear system could have

3according to https://numba.pydata.org/

Algorithm 2: Deletion Filter

1 deletion filter (1) :
Input : I a set of infeasible constraints
Output: an irreducible subset of infeasible constraints
2 for each constraint c; in I do
3 Temporarily drop ¢;
4 if the set become feasible then
5 ‘ Return c¢; to the set
6 end
7 else
8 | Drop the constraint permanently
9 end

10 end
11 return [

Algorithm 3: Additive Filter

1 additive filter (1) :
Input : I a set of infeasible constraints
Output: an irreducible subset of infeasible constraints
T=1Is=0
while Is is feasible do
T + Is
for each constraint c; in I do
TU {Cz}
if T is infeasible then
Is + IsU {Cl}
GOTO while
end
end
end
return Ig
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more than one conflict. To include this possibility, we add
a while loop around both algorithms which loop if the set I
is still infeasible without the irreducible subset just found.
With this modification we are able to collect all the irre-
ducible subsets of our linear system.

Now that we have two algorithms that compute irreducible
infeasible subsets of constraints, we want to imagine a new
one that could give us the same result faster. Indeed, in both
algorithms, constraints are added or deleted one by one and
in a huge linear system that takes time. Y.Puranik and N.V.
Sahinidis [2] mentioned in their paper that those algorithms
can be modify by adding or deleting constraints by packs.

With this idea, we thought about a new algorithm. This
algorithm consists in apply the Additive Filter by adding
constraints by packs. Then we have Is which is not an
irreducible infeasible subset but a smaller infeasible subset.
We apply the Deletion Filter algorithm to this subset. We
finally get one irreducible subset. We repeat this until
becomes feasible. To sum up, we add constraints by pack
and we drop them one by one. We called it the Hybrid Filter.

3.2 Our example

We will process our second example 2 with the algorithm
Deletion Filter.

First, Cy is dropped from I. The set remains infeasible
so this constraint is dropped permanently. Now, C; is pro-
cessed, when this constraint is dropped, the subset becomes
feasible. That means this C; is a part of the problem. So,
this constraint will remain in the subset. Next, C2 will be
equivalent to C'y and C3 will be permanently removed be-
cause the subset remains infeasible without them. This al-
gorithm will now process C4 and C5 and find out that they
are also a source to our problem. Eventually, this algorithm
will give us the following subset : [C1, C2, C4, Cs].

3.3 Efficiency

The efficiency (measured with the same process details in
the section 2.4) of those three algorithms is stored in this
table. Like said in the section 3.1 with the expression (11),
we use our IR algorithm. In order to reduce the execution
time, we choose the IR algorithm with the numba structure
which is easier to call.

| Small’  Medium? Medium® Huge*
Deletion Filter | 0.89ms 1.2s 10s +1h
Additive Filter | 0.93ms 1.2s 9.5s +1h
Hybrid Filter 1.60ms 2.3s 18s +1h

around 10 constraints and 4 unknown variables

around 300 constraints and 150 unknown variables
around 800 constraints and 400 unknown variables
around 18 000 constraints and 16 500 unknown variables

1
2
3
4

For those three algorithms, an huge example takes too
much time. We stop the execution once it exceed one hour.
We notice that our Hybrid Filter algorithm is not faster like
expected. But, it was predictable. Indeed, in this algo-
rithm, to add a pack of constraints, we are forced by our
structure to add them one by one. Thus, the execution time
is far more high than expected. The Deletion Filter and the
Additive Filter algorithms show that on particularly large
linear system, an algorithm more efficient is needed to find
infeasible subsets.

4. ONGOING AND FUTURE WORK

We recently realize that our IR algorithm is not totally
accurate. Indeed, in a particularly case, the intervals com-

puted are incorrect. When there are dependencies between
unknown variables and constraints, some intervals can not
be computed correctly. Here is an example, let say we have
a constraint such as Cy : @ = b — ¢ and a second one such
as Ci : * +b =y + ¢ where a, b and ¢ are unknown and z
and y known. With some inequalities, we have :

{O<a—b+c<0

y—zrz<b—c<y—=z (12)

If some constraints look like those in our linear system, some
intervals could be computed with infinite value, which is in-
correct. Indeed, in this example, our algorithm will compute
a with infinite bounds instead of y — z. One idea is to mod-
ify our matrix to a special form called RREF (Reduced Row
Echelon Form) which is a form that we use in our variable’s
classification algorithm [3]. So, this tool can be easily used
for our matrix here. However, this tool also takes time on
large matrix. Our current and future work is to transform
our current code of RREF into a pybind structure and then
apply it to our matrix. Then, we will verify our assumption
with tests and demonstrations. If this idea does not work,
we will have to find other methods to have a IR algorithm
applicable to any example.

Secondly, like we said in our 3.3 section, the Hybrid Filter
algorithm add constraints one by one because of our data’s
type. We could think of a new data structure which will
allow us to add constraints by pack and truly exploit our
idea. Potentially, we could think of new algorithm with a
kind of dichotomy to approach infeasible subsets faster.

5. CONCLUSION

Both efficiency tables showed in this paper help us to un-
derstand where our theoretical ideas were inaccurate and
where we could still gain execution time. This paper gives a
new tool to the tightening intervals problem with improve-
ments still possible. This algorithm can now be added to the
STEEP project in order to increase their time efficiency on
their MFA tool. Indeed, we divide here our execution time
by thirty six hundred without any parallelism. This work
also gives new ideas to develop a high efficiency on conflicts
detection with a large number of constraints. Despite our
wrong expectations on our experimental measurements with
the Hybrid Filter, we know how to transform our data struc-
ture to increase the performance on this topic. Moreover,
the classification method should now be easily improved by
the ongoing work on the RREF algorithm.
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