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Cooperative Visual-Inertial Odometry: Analysis of
Singularities, Degeneracies and Minimal Cases

Agostino Martinelli

Abstract

This paper provides an exhaustive analysis of all the singularities and minimal cases in cooperative visual-inertial odometry.
Specifically, the case of two agents is analysed. As in the case of a single agent (addressed in [1]) and in the case of other
computer vision problems, the key of the analysis is the establishment of an equivalence between the cooperative visual-inertial
odometry problem and a Polynomial Equation System (PES). In the case of a single agent, the PES consists of linear equations
and a single polynomial of second degree. In the case of two agents, the number of second degree equations becomes three and,
also in this case, a complete analytic solution can be obtained [2]. The power of the analytic solution is twofold. From one side,
it allows us to determine the state without the need of an initialization. From another side, it provides fundamental insights into
all the structural properties of the problem. This paper focuses on this latter issue. Specifically, we obtain all the minimal cases
and singularities depending on the number of camera images and the relative trajectory between the agents. The problem, when
non singular, can have up to eight distinct solutions. The usefulness of this analysis is illustrated with simulations. In particular,
we show quantitatively how the performance of the state estimation worsens near a singularity.

I. INTRODUCTION

Vision and inertial sensing have received great attention by the mobile robotics community. These sensors require no external
infrastructure and this is a key advantage for robots operating in unknown environments where GPS signals are shadowed.
Additionally, these sensors have very interesting complementarities and together provide rich information to build a system
capable of vision-aided inertial navigation and mapping. Recently, this sensor fusion problem has been successfully addressed
by using optimization-based approaches [3], [4], [5], [6], [7], [8], [9], [10]. These optimization methods outperform filter-based
algorithms in terms of accuracy due to their capability of re-linearizing past states. On the other hand, the optimization process
can be affected by the presence of local minima. Deterministic solutions able to automatically determine the state without
initialization have also been introduced [1], [11], and they can overcome this obstacle.

In the case of only vision, the problem of determining the three-dimensional structure of the scene from a two-dimensional
image sequence (the structure from motion problem), has been investigated since more than half century and analytic results
have been obtained [12], [13], [14]. In particular, these results translate the problem into polynomial equations and, the analysis
of these polynomial equations, allows us to detect all the structural properties of the problem (singularities, degeneracies, etc).
In the case of the problem of visual and inertial sensor fusion, such type of analysis has only been carried out very recently.
Specifically, [1] established that this sensor fusion problem is equivalent to a very simple Polynomial Equation System (PES).
In particular, this PES consists of a single polynomial equation of second degree and several linear equations. This PES can
be easily solved in closed-form and, this solution, has the advantage to provide the state without initialization. Even more
importantly, this PES contains all the structural properties of the problem. In particular, by studying this PES, the author of
[1] carried out a detailed analysis of the problem by providing all the system singularities and minimal cases depending on
the trajectory, on the number of camera images and on the features layout. The problem can have up to two solutions in its
minimal cases.

Visual and inertial sensors have also been used in a cooperative scenario (e.g., for cooperative mapping in [15]). In [16] we
investigated its observability properties in order to obtain the observable state in several conditions. In [2], we established that,
the cooperative visual-inertial odometry in the case of two agents (from now on COVIO), is equivalent to a PES that consists
of several linear equations and three polynomial equations of second degree. This PES was solved by using the method based
on the Macaulay resultant matrices [17]. This is the analytic solution of COVIO. In [2] we exploited the power of this solution
to obtain an automatic method for state initialization. In particular, we analyzed its performance in terms of precision and
robustness both by using synthetic and real data. On the other hand, the equivalence between COVIO and the aforementioned
PES allows us to obtain all the structural properties of COVIO (e.g., how the minimal cases, singularities and degeneracies
depend on the trajectories and on the number of camera images). This is fundamental in many applications and, so far, it has
been discussed in the only-vision case [18].

The goal of this paper is precisely to perform this analysis of singularities and minimal cases1. The PES that is equivalent
to COVIO, together with its analytic solution is summarized in section II (the reader is addressed to [2] for its analytic
derivation). The PES has the following feature. The unknowns are the components of the relative state (relative position,
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1Note that, by using the PES in [2], we will obtain the singularities of the most extreme scenario (i.e., when no external point feature is available). These

singularities include all the singularities of any less critical scenario.
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velocity and orientation between the two agents) while the coefficients of the system and the vector with the constant terms
only depend on the measurements from the two cameras and the inertial sensors delivered during a short time interval. Starting
from the analytic solution of this PES it is possible to obtain the number of solutions in terms of the trajectories and the number
of camera images. This analysis is carried out in section III. The importance and usefulness of this analysis is illustrated by
showing how the performance of the state estimation deteriorates near a singularity. In particular, this study is carried out in
section IV via simulations. Finally, section V provides our conclusion.

II. THE ANALYTIC SOLUTION OF COVIO
This section provides a description of the PES that fully characterizes COVIO together with its analytic solution. A

complete derivation is available in [2]. To maintain consistency with the notation adopted in [2], we will denote the two agents
by B1 and B2. The PES consists of a linear system that we called the linear system associated to COVIO and was denoted by
ΣLin. The unknowns of this system are not independent. To account for this, ΣLin must be completed with three polynomial
equations of seccond degree.

A. Linear system (ΣLin)
We distinguish the case when only B1 is equipped with a camera, from the case when both B1 and B2 are equipped with a

camera. In this latter case we assume that the two cameras are synchronized (the case when the cameras are not synchronized
provides two distinct problems that can be solved separately). We assume that the camera performs n observations during the
time interval (tA, tB) at the times t1 = tA, t2, · · · , tn−1, tn = tB . The linear system is:

λjµj = ξA + ηA(tj − tA) +RAβ
2
j − β1

j (1)

where:
• λj (j = 1, · · · , n) is the distance between the two bodies2 at the time tj .
• µj (j = 1, · · · , n) is the unit vector with the same direction of the vector that connects the two bodies at the time tj ,

expressed in the local frame of B1 at the time t1 = tA.
• ξA is the position of B2 in the local frame of B1 at the time t1 = tA.
• ηA is the velocity of B2 in the local frame of B1 at the time t1 = tA.
• RA is the 3× 3 orthogonal matrix that characterizes the relative rotation between B1 and B2, at the time t1 = tA.
• The two vectors β1

j and β2
j are defined by equation (5) in [2] for t = tj . They are the doubled integrated acceleration,

from t1 up to tj , of the two bodies (B1 and B2), computed in their local frames at time t1 = tA.
The system in (1) is a linear equations’ system in 15 + n unknowns, which are:
• The distances λ1, · · · , λn.
• The three components of ξA.
• The three components of ηA.
• The nine entries of the matrix RA.

The quantities µj , β1
j , β2

j (j = 1, · · · , n), are directly provided by the IMU and the camera measurements delivered in the
time interval (tA, tj). This is a fundamental aspect, since makes the solution initialization-free (the experiments carried out
in [2] showed that, as in the case of a single agent, the time interval never exceeds 4 seconds).
Note that equation (1) is a vector equation, providing 3 scalar equations. Since this holds for each j = 1, · · · , n, we obtain a
linear system of 3n equations in 15 + n unknowns. On the other hand, we also know that the matrix RA is orthonormal and
consequently it is fully characterized by three parameters (instead of nine). This will be accounted later (section II-B).

Let us consider now the case when also B2 is equipped with a camera and, the measurements made by this camera, occur
at the same times t1, · · · , tn (synchronized cameras). In this case, ΣLin also includes the following 3n equations:

RAνj = −µj j = 1, · · · , n (2)

where νj (j = 1, · · · , n) is the unit vector with the same direction of the vector that connects the two bodies at the time tj ,
expressed in the local frame of B2 at the time t1 = tA. Note that, the unknowns in this second set of equations, are only the
entries of RA.

B. Polynomial equation system (P)
So far, we have obtained a system of linear equations in 15 + n unknowns. In the case of a single camera, the equations

are the 3n scalar equations given in (1). In the case of two synchronized cameras, we also have the 3n equations given in
(2). On the other hand, the unknowns are not independent since the matrix RA is orthonormal. To account for this, in [2] we
proceeded with the following three steps: (i) Elimination of ξA, ηA and λ1, · · · , λn from ΣLin by using part of its equations;
(ii) quaternion parametrization of RA; (iii) reduction to a quadratic system in three unknowns. The reader is addressed to [2]
for all the details about the above steps.

2The distance is between the origins of the two local frames.
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III. ANALYSIS OF SINGULARITIES AND MINIMAL CASES

The goal of the analysis provided in this section is to find out how the number of the solutions of COVIO depends on the
relative motion and on the number of camera images. For this analysis, we do not need to optimally solve P . In particular,
this analysis assumes that all the measurements are noiseless. Also note that, for our analysis, there are many cases for which
it is unnecessary to use the complete P . Indeed, in many cases, the structure of ΣLin allows us to separate RA from the rest
(see the properties 2 and 3). As we will see, for these cases we only need to use ΣLin. The complete P will be only used
in few cases.
We start by eliminating the unknown ξA by using the first equation of ΣLin (i.e., the one for j = 1 in (1)). Since t1 = tA
and both β1

1 and β2
1 vanish, we have: ξA = λ1µ1. Substituting in the remaining equations, we obtain:

ηA∆j +RAβ
2
j + λ1µ1 − λjµj = β1

j , j = 2, · · · , n (3)

with ∆j , tj−tA. We denote this linear system by Σ̃Lin. It is characterized by the vector of unknowns: [ηA E
1 E2 E3 λ1 · · · λn]

(where E1, E2, E3 are the three columns of RA) and the matrix:
∆2I3 Γ2 µ1 −µ2 03 · · · · · · · · · 03

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
∆jI3 Γj µ1 · · · 03 −µj 03 · · · 03

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
∆nI3 Γn µ1 · · · · · · · · · · · · 03 −µn

 (4)

where I3 is the 3× 3 identity matrix, 03 is the zero 3× 1 vector and Γj is the 3× 9 matrix block

Γj ,
[
β2
xjI3 β2

yjI3 β2
zjI3

]
and the indices x, y, z on β2

j denote its three components.
We provide a first characterization of the relative motion by introducing the concept of collinearity and coplanarity. We

denote by V the vector space generated by the vectors µ1, µ2, · · · , µn. We introduce the following definition:

Definition 1 (Collinearity and coplanarity) The relative motion is collinear when the dimension of V is 1. It is coplanar
when the dimension of V is ≤ 2.

We also define the concept of singularity as follows:

Definition 2 (Singularity) The COVIO is fully singular when neither any component of the relative orientation nor the
relative position and velocity (even up to a scale) can be determined, even with multiple (but finite) solutions. It is singular,
when at least one of the above quantities cannot be determined, even with multiple (but finite) solutions.

In other words, the COVIO is singular when we have infinite solutions at least for one unknown among the three components
of the relative position, speed and orientation. It is fully singular when we have simultaneously infinite solutions for all the
above unknowns and even for the relative position and the relative speed up to a scale.

We denote by ar the relative inertial acceleration between the two agents (in the global frame). For the sake of brevity, with
ar = 03 we mean that the relative acceleration is null during the considered time interval. Finally, we define β̂2

j ,
β2
j

|β2
j |

, i.e.,

β̂2
j is the unit vector along β2

j .
We have the following fundamental property:

Property 1 (Scale invariance) If ar = 03, the COVIO is scale invariant (i.e., the absolute scale is unobservable).

Proof: : When ar = 03 we have:

ξj = ξ1 + ∆jηA

Hence, the following vector belongs to the null space of the matrix in (4):

[ηA, 03, 03, 03, λ1, λ2, λ3, · · · , λn]T (5)

Additionally, since (2) only depends on RA, the above vector belongs to the null space of Σ̃Lin also in the case of two
cameras. The killing vector in (5) expresses the system invariance with respect to the absolute scale �
When this property holds, in order to further investigate which conditions provide the observability of the remaining unknowns,
we fix arbitrarily one of the λ value and we remove it from the unknowns.
For the rest of our analysis, we need to distinguish the case of single camera from the case of two cameras.
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A. Single camera

In this case Σ̃Lin only consists of equations (3). We have the following important property:

Property 2 (Separation in the case of a single camera) When |β2
j | = 0 ∀j, no component of RA is observable.

Proof: : This is a trivial consequence of the fact that, when |β2
j | = 0, equation (3) is independent of RA �

When this property holds, in order to further investigate which conditions provide the observability of the remaining unknowns,
we simply remove from the state all the components of RA. In other words, Σ̃Lin becomes:

ηA∆j + λ1µ1 − λjµj = β1
j , j = 2, · · · , n (6)

Note that, in this case, P reduces to Σ̃Lin since Σ̃Lin is independent of RA.
Because of the property above, the vector β2

j (together with the vector ar) plays a fundamental role in the analysis of the
singularities of COVIO. Note that β2

j is independent of B2’s rotations because, by definition, it is computed in a fixed frame.
It is the doubled integrated acceleration from t1 up to tj perceived by B2 and rotated of the rotation done in (tA, tj).

In the rest of this section we provide a set of results that provide an exhaustive analysis by analyzing all the possible
scenarios, case by case. The analytic proofs of these results will be given separately, in appendix A .

Case 1 (β2
j = ar = 03) Let us suppose that |β2

j | = 0 for any j = 1, · · · , n and that ar = 03. No component of RA is
observable. In addition:
• If n ≤ 2 and/or the relative motion is collinear the COVIO is fully singular.
• If n ≥ 3 and the relative motion is not collinear, then ξ1, ξ2, ξ3 and ηA can be uniquely determined up to a scale.

In presence of gravity, this case occurs when both B1 and B2 are in free fall. In absence of gravity, this case occurs when
both B1 and B2 accomplish uniform rectilinear motions.

Case 2 (β2
j = 03 and ar 6= 03) Let us suppose that |β2

j | = 0 for any j = 1, · · · , n. No component of RA is observable. In
addition:
• If n ≤ 2 and/or the relative motion is collinear the COVIO is fully singular.
• If n = 3 and the relative motion is coplanar the COVIO is fully singular.
• If n = 3 and the relative motion is not coplanar, then ξ1, ξ2, ξ3 and ηA can be uniquely determined (minimal case).
• If n ≥ 4 and the relative motion is not collinear, then ξ1, · · · , ξn and ηA can be uniquely determined.

In presence of gravity, this case occurs when B2 is in free fall and B1 is not. In absence of gravity, this case occurs when B2

accomplishes a uniform rectilinear motion and B1 does not.
We now consider the cases when β2

j does not vanish but β̂2
j is independent of j, i.e., when the vector β2

j is along a fix axis.
We denote by β̂2 this axis and by τ̂ , RAβ̂

2. For these cases, we denote by αr, αp and αy , the roll, pitch and yaw angles
that characterize the relative orientation between B1 and B2, and computed in a frame with the vertical axis aligned with τ̂ .
In presence of gravity, this condition occurs in two situations. The first situation is realized when B2 accelerates along the
same direction of gravity, with the exception of the free fall. The second situation is realized when the inertial acceleration is
constant and its direction does not coincide with the gravity.

Case 3 (β2
j along a fix axis and ar = 03) Let us suppose that β̂2

j = β̂2 ∀j and that the special condition |β2
j | ∝ ∆j does

not hold. Let us suppose also that ar = 03. We have:
• If n ≤ 3 and/or the relative motion is collinear the COVIO is fully singular.
• If n = 4 and the relative motion is not coplanar, then ξ1, · · · , ξn and ηA up to scale, together with αr and αp, can be

uniquely determined.
• If n = 4 and the relative motion is coplanar (but not collinear), the same above quantities can be determined but we

have two distinct solutions.
• If n ≥ 5 and the relative motion is not collinear, then the same above quantities can be uniquely determined.

If the special condition |β2
j | ∝ ∆j holds, no component of RA is observable. Additionally, it can be proved that also ηA cannot

be determined and, for the remaining unknowns (ξ1, · · · , ξn), the same results described in case 1 hold.

Case 4 (β2
j along a fix axis and ar 6= 03) Let us suppose that β̂2

j = β̂2 ∀j and that the special condition |β2
j | ∝ ∆j does

not hold. We have:
• If n ≤ 3 and/or the relative motion is collinear the COVIO is fully singular.
• If n = 4 and the relative motion is coplanar the COVIO is fully singular.
• If n = 4 and the relative motion is not coplanar, then ξ1, ξ2, ξ3, ηA together with αr and αp, can be determined. In

particular, there are two distinct solutions. This is a minimal case
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• If n = 5 and the relative motion is coplanar (but not collinear), then the same above quantities can be determined. In
particular, there are two distinct solutions.

• If n = 5 and the relative motion is not coplanar, then the same above quantities can be uniquely determined.
• If n ≥ 6 and the relative motion is not collinear, then the same above quantities can be uniquely determined.

If the special condition |β2
j | ∝ ∆j holds, no component of RA is observable. Additionally, it can be proved that also ηA cannot

be determined and, for the remaining unknowns (ξ1, · · · , ξn), the same results described in case 2 hold.
The last two cases contemplate any motion of B2 that does not satisfy the special conditions considered so far.

Case 5 (β2
j along at least two axes and ar = 03) Let us suppose that the span of β̂2

1 , · · · , β̂2
n has dimension at least equal

to 2 and that ar = 03. We have:
• If n ≤ 3 and/or the relative motion is collinear the COVIO is fully singular.
• If n = 4 and the relative motion is not collinear, then ξ1, ξ2, ξ3 and ηA up to a scale together with the three Euler

angles that characterize the relative orientation, can be determined. In particular, this is a minimal case with up to eight
distinct solutions.

• If n ≥ 5 and the relative motion is not collinear, then the same above quantities can be uniquely determined.

Case 6 (β2
j along at least two axes and ar 6= 03) Let us suppose that the span of β̂2

1 , · · · , β̂2
n has dimension at least equal

to 2 and that ar 6= 03. We have:
• If n ≤ 4 and/or the relative motion is collinear the COVIO is fully singular.
• If n ≥ 5 and the relative motion is not collinear, then ξ1, ξ2, ξ3, ηA together with the three Euler angles that characterize

the relative orientation can be uniquely determined.

B. Two cameras

In this case Σ̃Lin consists of equations (2) and (3). The analysis is much easier thanks to the following property:

Property 3 (Separation in the case of 2 cameras) When the relative motion is not collinear, RA is fully observable and can
be separated from the remaining unknowns.

Proof: : This is a trivial consequence of the fact that, when the dimension of V is at least 2, equation (2) allows us to
uniquely determine RA �
All the results can be provided by distinguishing two cases (the proofs of these results will be given in appendix B).

Case 7 (Non-collinear motion) Let us suppose that the relative motion is non-collinear. RA can be uniquely determined. In
addition:
• If n ≤ 2 the remaining unknowns cannot be determined even up to a scale.
• If n = 3, ar 6= 03 and the relative motion is coplanar the remaining unknowns cannot be determined even up to a scale.
• If n = 3, ar 6= 03 and the relative motion is not coplanar, then ξ1, ξ2, ξ3 and ηA can be uniquely determined (minimal

case).
• If n ≥ 4 and ar 6= 03 , then ξ1, · · · , ξn and ηA can be uniquely determined.
• If n ≥ 3 and ar = 03, then ξ1, ξ2, ξ3 and ηA can be uniquely determined up to a scale.

Let us consider the case of a collinear relative motion. By definition, µ1 = · · · = µn , µ and, consequently, also ν1 = · · · =
νn , ν. Additionally, the condition β̂2

j = ν, ∀j = 1, · · · , n is equivalent to β̂1
j = µ. This condition cannot be satisfied by

maintaining the relative motion collinear (e.g., consider the case when RAβ2
j −β1

j = 03 in equation (1)). We have the following
result:

Case 8 (Collinear motion) Let us suppose that the relative motion is collinear. We have:
• If n ≤ 2 and/or β̂2

j = ν, ∀j = 1, · · · , n, then RA can be uniquely determined up to a rotation around µ.
• If n ≥ 3 and β̂2

j 6= ν for at least one j, then RA can be uniquely determined.
Additionally, none of the remaining unknowns can be determined.
All the above results are summarized in tables I and II.
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β2 ar n What can be determined

β2
j = 03, ∀j ar = 03 n ≤ 2 and/or collinear motion Nothing

n ≥ 3 and non collinear motion Relative Position and Speed up to a scale - Unique Solution

ar 6= 03 n ≤ 2 and/or collinear motion Nothing
n = 3 and coplanar motion Nothing
n = 3 and non coplanar motion Minimal Case - Relative Position and Speed - Unique Solution
n ≥ 4 and non collinear motion Relative Position and Speed - Unique Solution

β2
j along fix axis ar = 03 n ≤ 3 and/or collinear motion Nothing

n = 4 and non coplanar motion Relative Position and Speed up to a scale and roll and pitch - Unique Solution
n = 4 and coplanar motion Relative Position and Speed up to a scale and roll and pitch - Two Solutions
n ≥ 5 and non collinear motion Relative Position and Speed up to a scale and roll and pitch - Unique Solution

ar 6= 03 n ≤ 3 and/or collinear motion Nothing
n = 4 and coplanar motion Nothing
n = 4 and non coplanar motion Minimal Case - Relative Position and Speed and roll and pitch - Two Solutions
n = 5 and coplanar motion Relative Position and Speed and roll and pitch - Two Solutions
n = 5 and non coplanar motion Relative Position and Speed and roll and pitch - Unique Solution
n ≥ 6 and non collinear motion Relative Position and Speed and roll and pitch - Unique Solution

β2
j along 2 axes ar = 03 n ≤ 3 and/or collinear motion Nothing

n = 4 and non collinear motion Minimal Case - Relative Orientation and Position and Speed up to a scale - Eight Solutions
n ≥ 5 and non collinear motion Relative Orientation and Position and Speed up to a scale - Unique Solution

ar 6= 03 n ≤ 4 and/or collinear motion Nothing
n ≥ 5 and non collinear motion Relative Position Speed and Orientation - Unique Solution

TABLE I: Singularities, number of solutions and minimal cases in the case of a single camera

Motion n, ar What can be determined

Non Collinear n ≤ 2 Relative Orientation - Unique Solution
n = 3, ar 6= 03 and coplanar motion Relative Orientation - Unique Solution
n = 3, ar 6= 03 and non coplanar motion Minimal Case - Relative Orientation, Position and Speed - Unique Solution
n ≥ 3, ar = 03 Relative Orientation, Position and Speed up to a scale - Unique Solution
n ≥ 4, ar 6= 03 Relative Orientation, Position and Speed - Unique Solution

Collinear n ≤ 2 and/or β̂2
j = ν Relative roll and pitch - Unique Solution

n ≥ 3 and β̂2
j 6= ν Relative Orientation - Unique Solution

TABLE II: Singularities, number of solutions and minimal cases in the case of two synchronized cameras

IV. DISCUSSION

In this section, we provide results obtained via synthetic measurements to quantitatively figure out how the performance of
the estimation process worsens as we approach a singularity. In particular, we study the following three singularities:
• S1, which arises when |ar| = 0 (cases 1, 3, 5, and the last item in the case 7).
• S2, which arises when |β2

j | = 0, ∀j, and only B2 is equipped by a camera (cases 1, 2).
• S3: As above but β2

j is along a fix axis ∀j (cases 3, 4).
When we estimate the relative state, we expect a large error on the absolute scale near S1, a large error on the entire relative
orientation near S2, a large error on the yaw (αy) near S3.
We adopt the same simulation set-up adopted in [2]. In this set-up, we perform Monte Carlo simulations by generating many
trials characterized by the following features. The initial position of B1 is set at the origin while the position of B2 is randomly
generated, with a normal distribution, centered at the origin, and with covariance matrix 1 m2I3 (I3 is the 3×3 identity matrix).
The initial velocities of both B1 and B2 are randomly generated with normal distribution, zero mean, and covariance matrix
1 (m/s)2I3. The initial orientations are characterized by the roll, pitch and yaw angles. These are also randomly generated, with
zero mean and variance (50 deg)2. The trajectories of both B1 and B2 are also randomly generated. Their time duration is 30
seconds. The angular speeds are Gaussian. Specifically, their values at each step follow a zero-mean Gaussian distribution with
covariance matrix equal to (1 deg)2I3. The relative acceleration (ar) is Gaussian, zero-mean and covariance matrix equal to
σ2
arI3. Finally, the inertial acceleration of B2 (denoted by a2) is also randomly generated. The value of σar and the generation

model for a2 are set to reproduce the conditions of the three singularities above. They will be provided in the discussion
below. All the experiments are carried out in presence of gravity. Both B1 and B2 are equipped with inertial sensors able to
measure at each time step the acceleration (the sum of the gravity and the inertial acceleration) and the angular speed. These
measurements are affected by errors. Specifically, each measurement is generated at every time step of 0.002 s by adding to
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Fig. 1: Results on the S1 singularity. The relative error vs σar . On the left: the error on the relative position (solid blue), on
the relative position up to a scale (dashed blue) and on the relative orientation (dashed black). On the right: the error on the
relative speed (solid red), on the relative speed up to a scale (dashed red) and on the relative orientation (dashed black).

Fig. 2: On the left, results on the S2 singularity. The relative error vs σa2 . Relative position (solid blue), relative speed (dotted
red), and relative orientation (dashed black). On the right, results on the S3 singularity. The relative error vs σ|a2|. Relative
position (solid blue), αr (dashed black), αp (dashed magenta).

the true value a random error that follows a Gaussian distribution. The mean value of this error is zero. The standard deviation
is 0.03 ms−2 for the accelerometers and 0.1 deg s−1 for the gyroscopes. The camera measurements are generated each 0.2 s.
They are randomly generated by adding to the true value a random error that follows a zero-mean Gaussian distribution, with
variance 1 deg2.

For the estimation, we adopt an Extended Kalman Filter (EKF) and we compute the error on the final state. The filter is
initialized by setting the initial state randomly, with a normal distribution centered at the true state and with standard deviation
equal to 0.2 times the true value (20% initialization error). The results obtained with this EKF are comparable with the results
obtained with our analytic solution3.
We provide the precision of the EKF in estimating the relative position, the relative speed and the relative orientation. For
these three quantities, we provide the relative error, which is obtained by performing 1000 trials and by computing the mean
values. Furthermore, as regards the relative position and the relative speed, we compute the average of the errors on their three
components. For the relative orientation, to study the first two singularities, we compute the average of the errors on the three

3Note that for the EKF we compute the error on the final state while, for the analytic solution, we compute the error on the initial state.
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angles that characterize the relative orientation. To study the last singularity, we provide separately the errors on αr, αp and
αy (the roll, pitch and yaw with respect to a frame whose vertical axis coincides with τ̂ ).

Figure 1 examines the first singularity (S1). a2 follows a Gaussian, zero-mean distribution. Its covariance matrix is set equal
to σ2

a2I3, with σa2 = 1 ms−2. We plot the relative error vs σar . As expected, when σar → 0, the errors on the position and
speed diverge (solid blue on the left and dashed red on the right). On the other hand, the relative errors on the same quantities
up to a scale are unaffected by σar (dashed blue on the left and dashed red on the right). Similarly, also the error on the
relative orientation is independent of σar (dashed black in the two plots).

Figure 2 (left side) examines the singularity S2. We set σar = 1 ms−2. a2 follows a Gaussian distribution. Its mean value
coincides with the gravity. Its covariance matrix is set equal to σ2

a2I3. We plot the relative error vs σa2 . As expected, when
σa2 → 0, the error on the relative orientation diverges (dashed black). On the other hand, the errors on the relative position
(solid blue) and on the relative speed (dotted red) are independent of σa2 .

Figure 2 (right side) examines the singularity S3. We set σar = 1 ms−2. a2 is set along the gravity axis and its magnitude
follows a zero-mean Gaussian distribution, with variance σ2

|a2|. We plot the relative error vs σ|a2|. As expected, when σ|a2| → 0,
the error on αr (dashed black) and αp (dashed magenta) diverge. The error on αy is too large to appear on the plot, independently
of σ|a2|. The error on the relative position (solid blue) is independent of σ|a2|.

V. CONCLUSION

This paper provided a detailed analysis of all the singularities and minimal cases for the cooperative visual-inertial sensor
fusion problem. The analysis was done in the case of two agents and extended the results provided in [1] (for the case of
a single agent). As in that case, the key of the analysis was the establishment of the equivalence between the cooperative
visual-inertial odometry problem and a Polynomial Equation System (PES). In the case of a single agent, the PES consists of
several linear equations and a single polynomial equation of second degree. In the case of two agents, the polynomial equations
of second degree become three. The analytic solution of this PES was first provided. The PES provides fundamental insights
into all the structural properties of the problem. By analyzing this PES, we obtained all the minimal cases and singularities
depending on the number of camera images and the relative trajectory between the agents. The problem, when non singular,
can have up to eight distinct solutions. The usefulness of this analysis was illustrated by performing simulations where we
adopted an Extended Kalman Filter for the state estimation. We studied the performance of this filter near three singularities,
obtained with our analysis. The results fully agree with our expectation: the deterioration of the estimate concerns the quantities
that become unobservable in the corresponding singularity.
Future works will be focused on the extension of these results to more complex scenarios. These include the case when the
camera is not extrinsically calibrated and/or the case when the inertial measurements are biased. Finally, a further important
extension is the case of any number of agents. We believe that, even if the analytic solution cannot be obtained and, consequently,
an exhaustive analysis cannot be provided (the PES becomes too complex since it will include any number of polynomial
equations of second degree), some important general properties can be derived. To this regard, the study of the case of two
agents will play a fundamental role. A special case of this extension is the case when all agents except 2 do not move and
have no camera. This coincides with the problem analyzed in this paper when also external point features are available.

APPENDIX A
PROOF OF THE RESULTS PROVIDED IN SECTION III-A

Case 1: Both properties 1 and 2 hold. Because of property 2, we can ignore the matrix RA, which is fully unobservable.
Because of property 1, we can fix the value of one λ. Hence, the number of unknowns reduces to 2 + n and the number of
equations of Σ̃Lin is 3(n − 1). In order to solve the linear system, we must meet the condition 2n ≥ 5, i.e., for n ≤ 2 the
problem is fully singular. Let us assume that the relative motion is not collinear. This means that µ1, · · · , µn do not coincide.
We distinguish two cases: (i) µ2, · · · , µn do not coincide (ii) µ2, · · · , µn coincide. In the case (i), the easiest is to fix λ1.
Hence, the matrix that characterizes the remaining linear system in (6), namely Σ̃Lin, is:

∆2I3 −µ2 03 · · · · · · · · · 03

· · · · · · · · · · · · · · · · · · · · ·
∆jI3 · · · 03 −µj 03 · · · 03

· · · · · · · · · · · · · · · · · · · · ·
∆nI3 · · · · · · · · · · · · 03 −µn


It is immediate to verify that this matrix is full rank if at least two unit vectors among µ2, · · · , µn do not coincide (which is the
case). Let us consider the case (ii). We have µ2 = · · · = µn 6= µ1. By fixing λ2, the matrix that characterizes Σ̃Lin becomes:

∆2I3 µ1 03 · · · · · · · · · 03

∆3I3 µ1 −µ3 03 · · · · · · 03

· · · · · · · · · · · · · · · · · · · · ·
∆nI3 µ1 · · · · · · · · · 03 −µn
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By performing on this matrix simple operations that preserve the rank, it is possible to achieve the same structure of the matrix
in the case (i). Specifically, with µ1 instead of µ2 and with different quantities instead of ∆2, · · · ,∆n (but these new quantities
still differ one each other). Since µ1 is different from the other µ, this matrix is full rank.

Case 2: Because of property 2 we can ignore RA. The number of equations (3n − 3) equals the number of unknowns

(3 + n) precisely when n = 3. We consider this case. The matrix is:
[

∆2I3 µ1 −µ2 03

∆3I3 µ1 03 −µ3

]
, which is full rank iff

µ1 · (µ2 ∧ µ3) 6= 0 (where the symbol ”∧” denotes the cross product). Finally, if n ≥ 4 it suffices that the relative motion is
not collinear to make the matrix of Σ̃Lin full rank.

Case 3: Σ̃Lin becomes (see eq. (3) with RAβ̂2
j = |β2

j |τ̂ ):

∆jηA + |β2
j |τ̂ + λ1µ1 − λjµj = β1

j (7)
Because of property 1, the scale is unobservable. Hence, we fix arbitrarily λ1 and we remove it from the unknowns. The
remaining unknowns in the linear system in (7) are: ηA, τ̂ , λ2, · · · , λn. On the other hand, they are not independent because
τ̂ is a unit vector. Hence, the number of independent unknowns is 4 +n. To have 3n− 3 ≥ 4 +n we must meet the condition
2n ≥ 7. Hence, n ≥ 4. Let us study the case n = 4. The matrix of the linear system in (7) is: ∆2I3 |β2

2 |I3 −µ2 03 03

∆3I3 |β2
3 |I3 03 −µ3 03

∆4I3 |β2
4 |I3 03 03 −µ4

 ,
whose dimension is 9 × 9. Its determinant, when the condition |β2

j | ∝ ∆j does not hold, is proportional to µ2 · (µ3 ∧ µ4).
Hence, a sufficient condition for the resolvability is that the relative motion is not coplanar (note that we could have chosen
to remove another λ and the co planarity regards also µ1). This condition guarantees a unique solution. Let us consider the
case of a coplanar relative motion. The determinant of the previous matrix vanishes. We compute its null space. It consists
of a single vector. We consider the part of this vector that corresponds to τ̂ . When it does not vanish, we can still solve the
problem and we have two solutions. This part is equal to a combination of the following 3 vectors: µ2|µ3 ∧ µ4|, µ3|µ2 ∧ µ4|
and µ4|µ2∧µ3|. Hence, it vanishes iff all the positions are collinear. This means that, with the exception of a collinear relative
motion, when n = 4 and the relative motion is coplanar, the COVIO has 2 distinct solutions (which are obtained by requiring
that τ̂ is a unit vector). Let us refer now to the case n ≥ 5. By performing on the corresponding matrix simple operations that
preserve the rank, it is possible to obtain the following matrix:

∆2I3 |β2
2 |I3 µ2 03 03 · · · 03

033 β̃3I3 −η3µ2 µ3 03 · · · 03

· · · · · · · · · · · · · · · · · · · · ·
033 033 (η3η̃j − ηj)µ2 −η̃jµ3 · · · µj · · ·
· · · · · · · · · · · · · · · · · · · · ·
033 033 (η3η̃n − ηn)µ2 −η̃nµ3 03 · · · µn


where 033 is the zero 3× 3 matrix, η̃j =

β̃j

β̃3
, ηj =

∆j

∆2
and β̃j = |β2

j |− ηj |β2
2 | (6= 0, by assumption, since the special condition

|β2
j | ∝ ∆j does not hold). This matrix is not full rank only when the unit vectors µ2, · · · , µn coincide. On the other hand,

we could have chosen to remove another λ, e.g. λ2. By proceeding as in the second part of the proof of the case 1, we can
prove that the matrix that characterizes the resulting linear system is not full rank only when the unit vectors µ1, µ3, · · · , µn
coincide. Hence, if the relative motion is not collinear, ξ1, · · · , ξn and ηA up to scale, together with the roll and pitch angles
with respect to the axis β̂2, can be uniquely determined.

Case 4: As in the previous case, Σ̃Lin is given by equation (7)). The number of independent unknowns is 5 + n. To have
3n− 3 ≥ 5 + n we must meet the condition 2n ≥ 8. Hence, n ≥ 4 and n = 4 is a minimal case. Let us study this case. The
matrix of Σ̃Lin is:  ∆2I3 |β2

2 |I3 µ1 −µ2 03 03

∆3I3 |β2
3 |I3 µ1 03 −µ3 03

∆4I3 |β2
4 |I3 µ1 03 03 −µ4

 ,
whose dimension is 9 × 10. It is full rank (i.e., rank 9) iff the relative motion is not coplanar. Additionally, the part of the
single vector in the null space that corresponds to τ̂ , does not vanish. Hence we have two solutions4. Let us refer now to the
case n = 5. The matrix of this linear system has dimension is 12× 11. By performing on this matrix simple operations that
preserve the rank, it is possible to obtain the following matrix:

4Note that, if the nullspace of a matrix has dimension 1, the solution of the corresponding linear system is −→x = −→x p + λn̂, where: −→x p is a particular
solution of the linear system, n̂ is the unit vector that generates the nullspace and λ is a free real parameter (to be determined). Since in this case 3 entries of
−→x correspond to the unit vector τ̂ , λ is determined by the constraint that these three entries make a unit vector. Enforcing this constraint results in a second
order polynomial equation in λ that provides 2 solutions for λ and, as a result, 2 solutions for −→x .
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∆2I3 |β2

2 |I3 µ1 µ2 03 03 03

033 β̃3I3 (1− η3)µ1 −η3µ2 µ3 03 03

033 033 γ4µ1 (η3η̃4 − η4)µ2 −η̃4µ3 µ4 03

033 033 γ5µ1 (η3η̃5 − η5)µ2 −η̃5µ3 03 µ5


where γj = 1 − ηj − β̃j

β̃3
(1 − η3), for j = 4, 5. It is possible to check that, when the span of µ1, · · · , µ5 has dimension 3,

this matrix is full rank. When is 2, the null space of the matrix has dimension 1, in which case, 2 distinct solutions can be
determined by exploiting the fact that τ̂ is a unit vector. Let us consider the case n ≥ 6. By performing the same operations
on the matrix that characterizes the linear system, it is possible to verify that, even in the coplanar case (but not collinear), the
matrix is full rank.

Case 5: In this case, no component of RA can be removed from Σ̃Lin. On the other hand, because of property 1, the scale is
unobservable and we can remove λ1. Hence, the unknowns are ηA, RA, λ2, · · · , λn and the number of independent unknowns
is 3 + 3 + n− 1 = 5 + n. To have 3n− 3 ≥ 5 + n we must meet the condition n ≥ 4. n = 4 is a minimal case. Let us study
this case. The matrix is:  ∆2I3 β2

x2I3 β2
y2I3 β2

z2I3 −µ2 03 03

∆3I3 β2
x3I3 β2

y3I3 β2
z3I3 03 −µ3 03

∆4I3 β2
x4I3 β2

y4I3 β2
z4I3 03 03 −µ4


whose dimension is 9 × 15. We use 6 equations to eliminate ηA, λ2, λ3, λ4. This elimination is possible iff the relative
motion is not collinear. Note that, this condition also guarantees that the remaining 3 equations are independent. By solving
P we obtain up to eight real solutions. If n ≥ 5, by proceeding as above, we obtain that P includes two further quadratic
equations. This allows us to obtain a unique solution.

Case 6: With respect to the previous case, property 1 does not hold and no λ variable can be fixed and removed. As a result,
we have a further unknown and we must meet the condition 3n− 3 ≥ 6 + n. Hence, 2n ≥ 9 and, consequently, n ≥ 5. In the
case n = 5, we use 8 equations to eliminate ηA, λ1, λ2, λ3, λ4, λ5. This elimination is possible iff the relative motion is
not collinear. Note that, this condition also guarantees that the remaining 4 equations are independent. As a result, we obtain
four quadratic equations in three unknowns and the solution is unique5.

APPENDIX B
PROOF OF THE RESULTS PROVIDED IN SECTION III-B

Case 7: From property 3 we know that RA can be uniquely determined. We substitute its value in (3), which is now a
system of equations in the unknowns λ1, · · · , λn and ηA. This is precisely the same linear system that characterizes the cases
1 and 2. Hence, regarding the remaining unknowns, the same results hold.

Case 8: Equation (2) becomes: RAν = −µ. This equation allows us to determine RA up to a rotation around µ. Specifically,
we obtain RA = Rµ(θ)R0, where:
• R0 is a rotation matrix that transforms the vector ν in −µ. It can be determined from µ and ν and so it is known.
• Rµ(θ) is the rotation matrix that performs a rotation of θ around µ. It depends linearly on cos θ and sin θ.

We substitute RA = Rµ(θ)R0 in equation (3). We obtain a linear system in the unknowns: [ηA cos θ sin θ λ1 · · · λn]. If
β̂2
j = ν, ∀j = 1, · · · , n, this linear system is independent of θ. Hence θ is unobservable. Regarding the remaining unknowns,

we remark that the linear system is precisely the same of the cases 1 and 2. As a result, the remaining unknowns cannot be
determined even up to a scale (we remind the reader that the relative motion is collinear). Let us consider the case when β̂2

j

is along an axis different from ν for at least one j. The resulting linear system is characterized by the following matrix:
∆2I3 βcos

2 βsin
2 µ −µ 03 · · · · · · · · · 03

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
∆jI3 βcos

j βsin
j µ · · · 03 −µ 03 · · · 03

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·


where βcos

j = β̃j − µ(β̃j · µ), βsin
j = µ ∧ β̃j and β̃j = R0β̂

2
j . The following two vectors belong to its null space:

[µT , 02, 0, ∆2, ∆3, · · · , ∆n] and [03, 02, 1, 1, · · · , 1]. By fixing two λ (e.g., λ1 and λ2), we obtain a linear system that
is full rank, meaning that θ can be determined.

5However, if the 5 vectors β̂2
j are coplanar, the rank of the remaining linear system is 3 and consequently we have up to eight solutions (this result does

not hold when n ≥ 6, for which we always have a unique solution, even if the 6 vectors β̂2
j are coplanar).
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