
HAL Id: hal-02425686
https://inria.hal.science/hal-02425686v2

Submitted on 12 May 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Homotopy Reconstruction via the Cech Complex and
the Vietoris-Rips Complex

Jisu Kim, Jaehyeok Shin, Frédéric Chazal, Alessandro Rinaldo, Larry
Wasserman

To cite this version:
Jisu Kim, Jaehyeok Shin, Frédéric Chazal, Alessandro Rinaldo, Larry Wasserman. Homotopy Re-
construction via the Cech Complex and the Vietoris-Rips Complex. SoCG 2020 - 36th International
Symposium on Computational Geometry, Jun 2020, Zurich, Switzerland. �hal-02425686v2�

https://inria.hal.science/hal-02425686v2
https://hal.archives-ouvertes.fr


Homotopy Reconstruction via the Cech Complex
and the Vietoris-Rips Complex
Jisu Kim
Inria Saclay – Île-de-France, Palaiseau, France, http://pages.saclay.inria.fr/jisu.kim/
jisu.kim@inria.fr

Jaehyeok Shin
Department of Statistics & Data Science, Carnegie Mellon University, Pittsburgh, USA
http://www.stat.cmu.edu/~jaehyeos/
shinjaehyeok@cmu.edu

Frédéric Chazal
Inria Saclay – Île-de-France, Palaiseau, France,
https://geometrica.saclay.inria.fr/team/Fred.Chazal/
frederic.chazal@inria.fr

Alessandro Rinaldo
Department of Statistics & Data Science, Carnegie Mellon University, Pittsburgh, USA,
http://www.stat.cmu.edu/~arinaldo/
arinaldo@cmu.edu

Larry Wasserman
{Department of Statistics & Data Science, Machine Learning Department}, Carnegie Mellon
University, Pittsburgh, USA, http://www.stat.cmu.edu/~larry/
larry@stat.cmu.edu

Abstract
We derive conditions under which the reconstruction of a target space is topologically correct via
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We provide two novel theoretical results. First, we describe sufficient conditions under which
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2 Homotopy Reconstruction via Cech Complex and Vietoris-Rips Complex

1 Introduction

A fundamental task in topological data analysis, geometric inference, and computational
geometry is that of estimating the topology of a set X ⊂ Rd based on a finite collection
of data points X that lie in it or in its proximity. This problem naturally occurs in many
applications area, such as cosmology [30], time series data [28], machine learning [17], and so
on.

A natural way to approximate the target space is to consider an r-offset of the data
points, that is, to take the union of the open balls of radius r > 0 centered at the data points.
Under appropriate conditions, by the Nerve theorem [5] this offset is topologically equivalent
to the target space X via the Čech complex [7, 23]. For computational reasons, the Alpha
shape complex may be used instead, which is homotopy equivalent to the Čech complex
[20]. To further speed up calculations, and in particular if the data are high dimensional, the
Vietoris-Rips complex may be preferable as only the pairwise distances between the data
points are used.

To guarantee that the topological approximation based on the data points recovers
correctly the homotopy type of X, it is necessary that the data points are dense and close to
the target space, and that the radius parameter used for constructing the Čech complex or
the Vietoris-Rips complex be of appropriate size.

The conditions require the offset r to be lower bounded by a constant times the Hausdorff
distance between the target space and the data points, and upper bounded by another
constant times a measure of the size of the topological features of the target space. Originally,
the topological feature size was described as a sufficiently small number, for the Vietoris-Rips
complex in [24, 25]. Then, the topological feature size was expressed in terms of the reach
of X: see, for the Čech complex, in [12, 27]. Subsequently, the notion of µ-reach was put
forward to allow for more general target spaces: the condition for the Čech complex is
studied in [6, 8], and the condition for the Vietoris-Rips complex is studied in [6]. Also, the
radii parameters are allowed to vary across the data points in [12]. For the case when the
target space equals the data points, the conditions for the Čech complex or the Vietoris-Rips
complex is studied in [3, 4]. When the offset r is beyond the topological feature size so that
the homotopy equivalence does not hold, the homotopy type of the Vietoris-Rips complex
was studied for the circle in [2].

In this paper, we derive conditions under which the homotopy type of the target space
is correctly recovered via the Čech complex or the Vietoris-Rips complex, in terms of the
Hausdorff distance and the µ-reach of the target space. To tackle this problem, we provide
two novel theoretical results. First, we describe sufficient conditions under which any non-
empty intersection of finitely many Euclidean balls intersected with a set of positive reach is
contractible, so that the Nerve theorem applies for the restricted Čech complex. Second, we
demonstrate the homotopy equivalence of a positive µ-reach set and its offsets. These results
are new and of independent interest.

Overall, our new bounds offer significant improvements over the previous results in [27, 6]
and are sharp: in particular, they achieve the optimal upper bound for the parameter of
the Čech complex and the Vietoris-Rips complex under a positive reach condition. We will
provide a detailed comparison of our results with existing ones in Section 6.

2 Background

This section provides a brief introduction to simplicial complex, Nerve theorem, reach, and
µ-reach. We refer to Appendix A and [23, 19, 21, 1, 8, 13, 26, 18] for further definitions
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and details. Throughout the paper, we let X and X be subsets of Rd. For x, y ∈ Rd, we
let d(x, y) := ‖x− y‖ be the Euclidean distance with ‖ · ‖ being the Euclidean norm. Let
d(x,X) = infy∈X d(x, y) denotes the distance from a point x to a set X, and let dX : Rd → R
be the distance function x 7→ d(x,X). For r > 0, we let BX(x, r) := {y ∈ X : d(x, y) < r}
be the open restricted ball centered at x ∈ Rd of radius r > 0. For r > 0, we let Xr be an
r-offset of a set X defined by the collection of all points that are within r distance to X, that
is, Xr :=

⋃
x∈X BRd(x, r). Finally, for two sets X,Y ⊂ Rd, we let dH(X,Y ) := inf{r > 0 :

X ⊂ Y r and Y ⊂ Xr} be the Hausdorff distance between X and Y .

2.1 Simplicial complex and Nerve theorem
A natural way to approximate the target space X with the data points X is to take the union
of open balls centered at the data points. In detail, let r = {rx, x ∈ X} ∈ RX+ be pre-specified
radii and consider the union of restricted balls⋃

x∈X
BX(x, rx). (1)

Though we allow for the points in X to lie outside X, we will assume throughout that
BX(x, rx) 6= ∅ for all x ∈ X .

To infer the topological properties of the union of balls in (1), we rely on a simplicial
complex, which can be seen as a high dimensional generalization of a graph. Given a set V ,
an (abstract) simplicial complex is a collection K of finite subsets of V such that α ∈ K and
β ⊂ α implies β ∈ K. Each set α ∈ K is called its simplex, and each element of α is called a
vertex of α.

A simplicial complex encoding the topological properties of the union of balls in (1) is
the Čech complex.

I Definition 1 (Čech complex). Let X , X be two subsets and r ∈ RX+ . The (weighted) Čech
complex ČechX(X , r) is the simplicial complex

ČechX(X , r) :=

σ = {x1, . . . , xk} ⊂ X :
k⋂
j=1

BX(xj , rxj ) 6= ∅

 . (2)

Computing the Čech complex requires computing all possible intersections of the balls.
To further speed up the calculation, we only check the pairwise distances between the data
points and instead build the Vietoris-Rips complex.

I Definition 2 (Vietoris-Rips complex). Let X , X be two subsets and r ∈ RX+ . The weighted
Vietoris-Rips complex Rips(X , r) is the simplicial complex defined as

Rips(X , r) :=
{
σ ⊂ X : d(xi, xj) < rxi + rxj , for all xi, xj ∈ σ

}
. (3)

The ambient Čech complex in (2) (that is, X = Rd) and the Vietoris-Rips complex in (3)
have the following interleaving relationship when all radii are equal (e.g., see Theorem 2.5 in
[16]). That is, when rx = r > 0 for all x ∈ X , then

ČechRd(X , r) ⊂ Rips(X , r) ⊂ ČechRd
(
X ,
√

2d
d+ 1r

)
. (4)

This interleaving relation is extended to the case of different radii in Lemma 16.
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The union of balls in (1) and the Čech complex in (2) are homotopy equivalent under
appropriate conditions. This remarkable result is precisely the renowned nerve theorem
[5, 7, 23], which we recall next. We first introduce the nerve, which is a more abstract notion
of the Čech complex.

I Definition 3 (Nerve). Let U = {Uα} be an open cover of a given topological space X. The
nerve of U , denoted by N (U), is the abstract simplicial complex defined as

N (U) =

{U1, . . . , Uk} ⊂ U :
k⋂
j=1

Uj 6= ∅

 .

The nerve theorem prescribes conditions under which the nerve of an open cover of X is
homotopy equivalent to X itself.

I Theorem 4 (Nerve theorem). Let X be a paracompact space and U be an open cover of X.
If every nonempty intersection of finitely many sets in U is contractible, then X is homotopy
equivalent to the nerve N (U).

Thus, in order to conclude that the ČechX(X , r) complex in (2) has the same homotopy
type as X, it is enough to show, by the nerve theorem, that the union of restricted balls⋃
x∈X BX(x, rx) covers the target space X and that any arbitrary non-empty intersection

of restricted balls is contractible. The difficulty in establishing the latter, more technical,
condition lies in the fact that it is not clear a priori what properties of X will imply it. If
X is a convex set, then the nerve theorem applies straightforwardly. But for more general
spaces, such as smooth lower-dimensional manifolds, it is not obvious how contractibility
may be guaranteed. One of the main results of this paper, given below in Theorem 9, asserts
that if X has positive reach and the radii of the restricted balls are small compared to the
reach, then any non-empty intersection of restricted balls is contractible.

2.2 The reach
First introduced by [21], the reach is a quantity expressing the degree of geometric regularity
of a set. In detail, given a closed subset X ⊂ Rd, the medial axis of X, denoted by Med(X),
is the subset of Rd consisting of all the points that have at least two nearest neighbors in X.
Formally,

Med(X) =
{
x ∈ Rd \ X : there exist q1 6= q2 ∈ X, ||q1 − x|| = ||q2 − x|| = d(x,X)

}
, (5)

The reach of X is then defined as the minimal distance from X to Med(X).

I Definition 5. The reach of a closed subset X ⊂ Rd is defined as

τX = inf
q∈X

d (q,Med(X)) = inf
q∈X,x∈Med(X)

||q − x||. (6)

Some authors [see, e.g. 27, 29] refer to τ−1
X as the condition number. From the definition

of the medial axis in (5), the projection πX(x) = arg minp∈X ‖p− x‖ onto X is well defined
(i.e. unique) outside Med(X). In fact, the reach is the largest distance ρ ≥ 0 such that πX is
well defined on the ρ-offset

{
x ∈ Rd : d(x,X) < ρ

}
. Hence, assuming the set X has positive

reach can be seen as a generalization or weakening of convexity, since a set X ⊂ Rd is convex
if and only if τX = ∞. In the next section, we describe how to use the reach condition to
ensure that the union of restricted balls is contractible, which in turn allows us to apply the
Nerve theorem to recover the homotopy type of the target space X.
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ΓX(x)

X

ΘX(x)

x

∇X(x) = x−ΘX(x)
dX(x)dX(x)

1

Figure 1 The graphical illustration for the generalized gradient ∇X(x), from [9, 8].

For a non-smooth target space, the reach of the space can be zero. In this case, we can
deploy a more general notion of feature size, called µ-reach, introduced by [8]. For any point
x ∈ Rd \ X, let ΓX(x) be the set of points in X closest to x. Let ΘX(x) be the center of the
unique smallest closed ball enclosing ΓX(x). Then, for x ∈ Rd \ X, the generalized gradient
of the distance function dX is defined as

∇X(x) = x−ΘX(x)
dX(x) , (7)

and set ∇X(x) = 0 for x ∈ X. See Figure 1 for a graphical illustration. Then, for µ ∈ (0, 1],
the µ-medial axis of X is defined as

Medµ(X) =
{
x ∈ Rd \ X : ‖∇X(x)‖ < µ

}
, (8)

Finally, the µ-reach of X is defined as the minimal distance from X to Medµ(X).

I Definition 6. The µ-reach of a closed subset X ⊂ Rd is defined as

τµX = inf
q∈X

d (q,Medµ(X)) = inf
q∈X,x∈Medµ(X)

||q − x||. (9)

Note that if µ = 1, the corresponding µ-reach equals to the reach of X.
Two offsets Xr and Xs of the target space X are topologically equivalent if they are free

of critical points of the distance function dX in the sense specified below (see e.g., [22] or
Proposition 3.4 in [11]).

I Lemma 7 (Isotopy Lemma). Let X ⊂ Rd be a set, and for r, s > 0 with s ≤ r, let Xr and
Xs be two offsets of X. Suppose the distance function dX does not have a critical point on
Xr\Xs, that is, ∇X(x) 6= 0 for all x ∈ Xr\Xs where ∇X is from (7). Then Xr and Xs are
homeomorphic.

Note that requiring ∇X(x) 6= 0 for all x ∈ Xr\Xs is weaker than the µ-reach condition τµX > r

for any µ ∈ (0, 1]. One of the main results of the paper, given in Theorem 12, generalizes this
topological relation to the relation between the target space and its offset under a stronger
positive µ-reach condition.
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x1 x2

Figure 2 An example in which the union of balls is different from the underlying space in terms
of the homotopy. In the figure, the union of balls deformation retracts to a circle, hence its homotopy
is different from the underlying semicircle.

2.3 Restricted versus Ambient balls
It is important to point out that the nerve theorem needs not to be applied to the Čech
complex built using ambient, as opposed, to restricted balls. In particular, the homotopy
type of X, may not be correctly recovered using unions of ambient balls even if the point
cloud is dense in X and the radii of the balls all vanish. We elucidate this point in the next
example. Below, BRd(x, r) denotes the open ambient ball in Rd centered at x and of radius
r > 0.

I Example 8. Let X = (∂BR2(0, 1)) ∩ {x ∈ R2 : x2 ≥ 0} be a semicircle in R2. Let
ε ∈ (0, 1) be fixed, and x1, x2 be points on X satisfying ‖x1 − x2‖ ∈

(
ε
√

4− ε2, 2ε
)
. Then,

BR2(x1, ε) ∩ BR2(x2, ε) is nonempty but has an empty intersection with X. Now, choose
ρ < d(X, BR2(x1, ε)∩BR2(x2, ε)) and choose X0 ⊂ X be dense enough so that

⋃
x∈X0

BR2(x, ρ)
covers X. Now, consider the union of ambient balls

(
BR2(x1, ε)

⋃
BR2(x2, ε)

)⋃( ⋃
x∈X0

BR2(x, ρ)
)
. (10)

Then from the fact ρ < d (X, BR2(x1, ε) ∩ BR2(x2, ε)) and
⋃
x∈X0

BR2(x, ρ) is a covering of X,
we have that the union of balls in (10) is homotopy equivalent to a circle, hence its homotopy
is different from the semicircle X. Note that the above construction holds for all choices of
ε ∈ (0, 1). Since ρ→ 0 as ε→ 0, X0 can be arbitrary dense in X. See Figure 2.

3 The nerve theorem for Euclidean sets of positive reach

In order to apply the nerve theorem to the Čech complex built on restricted balls, it is enough
to check whether any finite intersection of the restricted balls

⋂k
j=1 BX(xj , rxj ) is contractible

(since X is a subset of Rd and is endowed with the subspace topology, it is paracompact.).
Theorem 9 is one of the main statements of this paper and shows that, if a subset X ⊂ Rd

has a positive reach τ > 0, any non-empty intersection of restricted balls is contractible if
the radii are small enough compared to τ .

I Theorem 9. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points.
Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then, if rx ≤

√
τ2 + (τ − dX(x))2
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√
1 + (1− ε)2

X

x1 x2

BX(x1, r) BX(x2, r)

0

1

r r1− ε

Figure 3 An example in which BX(x1, r)
⋃

BX(x2, r) is not homotopy equivalent to ČechX (X , r)
where X =

{
x ∈ R2 : ‖x‖2 = 1

}
, x1 = (−1 + ε, 0), x2 = (1 − ε, 0), X = {x1, x2}, and

r >
√

1 + (1− ε)2, for any ε > 0.

for all x ∈ X , any nonempty intersection of restricted balls
⋂
x∈I BX(x, rx) for I ⊂ X is

contractible.

Therefore, by combining Theorem 9 and the Nerve Theorem (Theorem 4), we can establish
that the topology of the subspace X can be recovered by the corresponding restricted Čech
complex ČechX(X , r), provided the radii of the balls are not too large with respect to the
reach. This result is summarized in the following corollary.

I Corollary 10 (Nerve Theorem on the restricted balls). Under the same condition of The-
orem 9, suppose rx ≤

√
τ2 + (τ − dX(x))2 for all x ∈ X , then the union of restricted balls⋃

x∈X BX(x, rx) is homotopy equivalent to the restricted Čech complex ČechX(X , r). If, in
addition, the union of restricted balls covers the target space X, that is,

X ⊂
⋃
x∈X

BX(x, rx), (11)

then X is homotopy equivalent to the restricted Čech complex ČechX(X , r).

The reach condition rx ≤
√
τ2 + (τ − dX(x))2 is tight as the following example shows.

I Example 11. Let X be the unit Euclidean sphere in Rd, and fix ε > 0. Let x1 :=
(1− ε, 0, . . . , 0), x2 := (−1 + ε, 0, . . . , 0) ∈ Rd , and set X := {x1, x2}. For a unit Euclidean
sphere, the reach is equal to its radius 1. Therefore, if r = (r1, r2) ∈

(
0,
√

1 + (1− ε)2
]2

then
BX(x1, r1)

⋃
BX(x2, r2) is homotopy equivalent to ČechX (X , r) by Corollary 10. However,

if r1, r2 >
√

1 + (1− ε)2, BX(x1, r1)
⋃

BX(x2, r2) ' X but ČechX (X , r) ' 0. Figure 3
illustrates the 2-dimensional case.

4 Deformation retraction on positive µ-reach

The positive reach condition is critical for the nerve theorem on the restricted Čech complex.
However, it is not easily generalized to the positive µ-reach condition. Instead, we find a
positive reach set that approximates the positive µ-reach set. And to show their homotopy
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Figure 4 An example where Xr does not deformation retracts to X. X is a topologist’s sine circle,
that is, X = X0 ∪ X1 ∪ X2, with X0 =

{(
x, sin π

x

)
∈ R2 : x ∈ (0, 1]

}
, X1 = {0} × [−1, 1], and X2 is a

sufficiently smooth curve joining (0, 1) and (1, 0) and meeting X0 ∪ X1 only at its endpoints.

equivalence, we discover the topological relation between the positive µ-reach set and its
offset.

The homeomorphic relation between two offsets Xr and Xs of the target space X in
Lemma 7 does not hold in general between the target space and its offset, but a weakened
topological relation holds under a stronger condition on the target space. Theorem 12, which
is one of the main results in our paper, asserts that if the target space X has a positive
µ-reach, then the offset Xr deformation retracts to X when the offset size is not large, and in
particular, they are homotopy equivalent.

I Theorem 12. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0. For r ≤ τµ, the
r-offset Xr deformation retracts to X. In particular, X and Xr are homotopy equivalent.

The positive µ-reach condition r ≤ τµ in Theorem 12 is critical and cannot be weakened
to ∇X(x) 6= 0 for all x ∈ Xr\X as in Lemma 7. Indeed, Example 13 shows that the offset
does not deformation retract to the target space although ∇X(x) 6= 0 for all x ∈ Rd.

I Example 13. Let X ⊂ R2 be a topologist’s sine circle, that is, X = X0 ∪ X1 ∪ X2, with
X0 =

{(
x, sin π

x

)
∈ R2 : x ∈ (0, 1]

}
, X1 = {0} × [−1, 1], and X2 is a sufficiently smooth curve

joining (0, 1) and (1, 0) and meets X0 ∪ X1 only at its endpoints. See Figure 4. Then,
τµX = 0 for any µ ∈ (0, 1] but ∇X is nonzero for all x ∈ R2\X. Now, H1(X) = 0, but for any
sufficiently small r > 0, Xr is homeomorphic to an annulus BR2(0, 2)\BR2(0, 1) and hence
H1(Xr) = Z. Hence Xr cannot deformation retract to X.

Using Theorem 12, we find a positive reach set that approximates the positive µ-reach
set. The set we will use is the double offset [9]. Recall that, for r > 0, an r-offset Xr of a set
X is the collection of all points that are within r distance to X, that is, Xr :=

⋃
x∈X BRd(x, r).

The double offset is to take offset, take complement, take offset, and take complement, that
is, for s ≥ t > 0, Xs,t := (((Xs){)t){. Roughly speaking, it is to inflate your set first, and
then deflate your set, so that sharp corners become smooth. See [9] for more details. To
set up the homotopy equivalence of the positive µ-reach set and its double offset, we need
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another tool for finding the homotopy equivalence of the complement set. This is done in
the next lemma.

I Lemma 14. Let X ⊂ Rd be a subset with positive reach τ > 0. For r ≤ τ , X{ deformation
retracts to (Xr){. In particular, X{ and (Xr){ are homotopy equivalent.

Now, combining Theorem 12 and Lemma 14 gives the desired homotopy equivalence
between the target set of positive µ-reach and its double offset, where the double offset has a
positive reach.

I Corollary 15. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0. For s, t > 0 with t ≤ s,
let Xs,t := (((Xs){)t){ be the double offset of X. If s < τµ and t < µs, then Xs,t and X are
homotopy equivalent, and the reach of Xs,t is greater than or equal to t, that is, τXs,t ≥ t.

5 Homotopy Reconstruction via Cech complex and Vietoris-Rips
complex

Next, we derive conditions under which the homotopy type of the target space is correctly
recovered via the Čech complex and the Vietoris-Rips complex. We first extend the inter-
leaving relationship of the ambient Čech complex and the Vietoris-Rips complex in (4) to
the different radii case in Lemma 16.

I Lemma 16. Let X ⊂ Rd be a set of points and r = {rx > 0 : x ∈ X} be a set of radii
indexed by x ∈ X . Then,

ČechRd(X , r) ⊂ Rips(X , r) ⊂ ČechRd
(
X ,
√

2d
d+ 1r

)
.

To recover the homotopy of the target set via the ambient Čech complex and the Vietoris-
Rips complex, we utilize the restricted Čech complex. Hence, we set up the interleaving
relationship between the restricted Čech complex and the ambient Čech complex in Lemma 17
and between the restricted Čech complex and the Vietoris-Rips complex in Corollary 18.

I Lemma 17. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points.
Let r = {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then,

ČechX(X , r) ⊂ ČechRd(X , r) ⊂ ČechX(X , r′),

where r′ = {r′x > 0 : x ∈ X} with

r′x =
√

2τ (r2
x + dX(x) (2τ − dX(x)))

τ +
√
τ2 − (r2

x + dX(x) (2τ − dX(x)))
− dX(x) (2τ − dX(x)).

Equivalently,

ČechRd(X , r′′) ⊂ ČechX(X , r) ⊂ ČechRd(X , r),

where r′′ = {r′′x > 0 : x ∈ X} with

r′′x =
√
τ2 − dX(x)(2τ − dX(x))− (2τ2 − r2

x − dX(x)(2τ − dX(x)))2

4τ2 .
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I Corollary 18. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points.
Let r = {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then,

ČechX(X , r) ⊂ Rips(X , r) ⊂ ČechX(X , r′′′),

where r′′′ = {r′′′x > 0 : x ∈ X} with

r′′′x =

√√√√√√ 2τ
(

2d
d+1r

2
x + dX(x) (2τ − dX(x))

)
τ +

√
τ2 −

(
2d
d+1r

2
x + dX(x) (2τ − dX(x))

) − dX(x) (2τ − dX(x)).

Combining Nerve Theorem on the restricted balls (Corollary 10) with the covering
condition (11) and Lemma 17 or Corollary 18 gives the following commutative diagram:

X

yy
ČechX(X , r)

%%

// ČechX(X , r′′′′)

ee

S

99

, (12)

where S is either the ambient Čech complex ČechRd(X , r) or the Vietoris-Rips complex
Rips(X , r). Using this diagram, we develop the homotopy equivalence between the target
space and either the ambient Čech complex or the Vietoris-Rips complex. First, Theorem 19
asserts that when the target space of positive reach is densely covered by the data points and
if they are not too far apart, the ambient Čech complex can be used to recover the homotopy
type.

I Theorem 19. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a closed
discrete set of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with
rmin := minx∈X {rx} and rmax := maxx∈X {rx}, and let ε := max{dX(x) : x ∈ X}. Suppose
X is covered by the union of balls centered at x ∈ X and radius δ as

X ⊂
⋃
x∈X

BR(x, δ). (13)

Suppose that the maximum radius rmax is bounded as

rmax ≤ τ − ε. (14)

Also, suppose δ satisfies the following condition:

δ +

√√√√r2
max − l̃2 + ε(2τ − ε)− ((τ − ε)2 − r2

max + l̃2 + (τ − εl̃)2)
(

τ√
τ2 − r̃δ,c

− 1
)

≤ rmin,√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ≤ r′′min, (15)
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l̃ := 1
2

(
rmin − τ +

√
(τ − ε)2 − r2

max − δ
)
, εl̃ := τ −

√
(τ − ε)2 − r2

max + l̃,

r̃2
δ,c := min

{
δ2 + ε(2τ − ε), 1

2(r2
max − l̃2 + ε(2τ − ε) + εl̃(2τ − εl̃))

}
,

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

r̃2
b :=

2τ
(
(r′′min)2 + ε(2τ − ε)

)
τ +

√
τ2 − ((r′′min)2 + ε(2τ − ε))

, r̃2
δ,b := min

{
δ2 + ε(2β − ε), 1

2 r̃
2
b

}
.

Then X is homotopy equivalent to the ambient Čech complex ČechRd(X , r).

A similar approach also gives the homotopy equivalence between the target space and
the Vietoris-Rips complex when the target space has positive reach.

I Theorem 20. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a closed
discrete set of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with
rmin := minx∈X {rx} and rmax := maxx∈X {rx}, and let ε := max{dX(x) : x ∈ X}. Suppose
X is covered by the union of balls centered at x ∈ X and radius δ as

X ⊂
⋃
x∈X

BR(x, δ). (16)

Suppose that the maximum radius rmax is bounded as

rmax ≤
√
d+ 1

2d (τ − ε) . (17)

Also, suppose δ satisfies the following condition:√√√√√r̃2
b (rmax)− (2τ2 − r̃2

b (rmax))

 τ√
τ2 − r̃2

δ,b(rmax)
− 1

+ 2δ ≤ 2rmin,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2τ2 − r̃2
b (r′′min))

 τ√
τ2 − r̃2

δ,b(r′′min)
− 1

+ 2δ

 ≤ r′′min,

(18)

where

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

r̃2
b (t) :=

2τ
(
t2 + ε(2τ − ε)

)
τ +

√
τ2 − (t2 + ε(2τ − ε))

, r̃2
δ,b(t) := min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b (t)

}
.

Then X is homotopy equivalent to the Vietoris-Rips complex Rips(X , r).

I Remark 21. Compared to the restricted Čech complex (Corollary 10), the covering condition
in (13) or (16) is more critical for the ambient Čech complex (Theorem 19) or the Vietoris-
Rips complex (Theorem 20). Although the restricted Čech complex ČechX(X , r) is still
homotopy equivalent to the union of restricted balls

⋃
x∈X BX(x, rx) without the covering

condition in (11), such homotopy equivalence does not hold for the ambient Čech complex or
the Vietoris-Rips complex. This is since the upper triangle of the diagram in (12) only holds
under the covering condition in (13) or (16). Furthermore, the covering condition in (13) or
(16) is denser in that δ < rx for all x ∈ X , to construct an additional homotopy equivalence
on the lower triangle of the diagram in (12).
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The homotopy equivalences in Theorem 19 and 20 for the positive reach case is extended
to the positive µ-reach case by applying Corollary 15 with the double offset of the target
space. Corollary 22 shows that when the double offset of the target space of positive µ-reach
is densely covered by the data points and if they are not too far apart, either the ambient
Čech complex or the Vietoris-Rips complex can be used to recover the homotopy type of X.

I Corollary 22. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0 and let X ⊂ Rd be a set
of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with rmin := minx∈X {rx}
and rmax := maxx∈X {rx}. Let s, t, ε ≥ 0 with t

µ < s < τµ, and let Y := (((Xs){)t){ be the
double offset, with dY(x) ≤ ε for all x ∈ X . Suppose Y is covered by the union of balls
centered at x ∈ X and radius δ as

Y ⊂
⋃
x∈X

BR(x, δ).

(i) Suppose rmax ≤ t− ε, and δ satisfies the following condition:

δ +

√√√√r2
max − l̃2 + ε(2t− ε)− ((t− ε)2 − r2

max + l̃2 + (t− εl̃)2)
(

t√
t2 − r̃δ,c

− 1
)

≤ rmin,√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2t2 − r̃2
b )

 t√
t2 − r̃2

δ,b

− 1

+ 2δ

 ≤ r′′min,

where

l̃ := 1
2

(
rmin − t+

√
(t− ε)2 − r2

max − δ
)
, εl̃ := t−

√
(t− ε)2 − r2

max + l̃,

r̃2
δ,c := min

{
δ2 + ε(2t− ε), 1

2(r2
max − l̃2 + ε(2t− ε) + εl̃(2t− εl̃))

}
,

r′′min :=
√
t2 − ε(2t− ε)− (2t2 − r2

min − ε(2t− ε))2

4t2 ,

r̃2
b :=

2t
(
(r′′min)2 + ε(2t− ε)

)
t+
√
t2 − ((r′′min)2 + ε(2t− ε))

, r̃2
δ,b := min

{
δ2 + ε(2t− ε), 1

2 r̃
2
b

}
.

Then X is homotopy equivalent to the ambient Čech complex ČechRd(X , r).
(ii) Suppose rmax ≤

√
d+1
2d (t− ε), and δ satisfies the following condition:√√√√√r̃2

b (rmax)− (2t2 − r̃2
b (rmax))

 t√
t2 − r̃2

δ,b(rmax)
− 1

+ 2δ ≤ 2rmin,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2t2 − r̃2
b (r′′min))

 t√
t2 − r̃2

δ,b(r′′min)
− 1

+ 2δ

 ≤ r′′min,

where

r′′min :=
√
t2 − ε(2t− ε)− (2t2 − r2

min − ε(2t− ε))2

4t2 ,

r̃2
b (t) :=

2t
(
t2 + ε(2t− ε)

)
t+
√
t2 − (t2 + ε(2t− ε))

, r̃2
δ,b(t) := min

{
δ2 + ε(2t− ε), 1

2 r̃
2
b (t)

}
.
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Then X is homotopy equivalent to the Vietoris-Rips complex Rips(X , r).

We end this section by introducing a sampling condition in which we can guarantee the
covering conditions in Corollary 10 and Theorem 19, 20 are satisfied. Let P be the sampling
distribution on X. We assume that there exist positive constants a, b and ε0 such that, for
all x ∈ X, the following inequality holds:

P (BRd(x, ε)) ≥ aεb, for all ε ∈ (0, ε0). (19)

This condition on P is also known as the (a, b)-condition or the standard condition [15, 14, 10].
It is satisfied, for example, if X is a smooth manifold of dimension b and P has a density
with respect to the Hausdorff measure on it bounded from below by a.

Under this condition, we have the following covering lemma.

I Lemma 23. Let {X1, . . . , Xn} be an i.i.d. sample from the distribution P and let {rn =
(rn,1, . . . , rn,n)}n∈N be a triangular array of positive numbers such that, for each n,

2
(

logn
an

)1/b
≤ min

i
rn,i ≤ 2ε0. (20)

Then, the probability that the sample is a rn-covering of X is bounded as

P

(
X ⊂

n⋃
i=1

BRd(Xi, rn,i)
)
≥ 1− 1

2b logn. (21)

5.1 Conditions for homotopy reconstruction
In this subsection, we discuss the tightness of the conditions we have identified for guaranteeing
the homotopy equivalence of the target space and the Čech complex and the Vietoris-Rips
complex. We first argue that the maximum radius conditions in (14) and (17) are tight,
as Example 24 shows that the Čech complex fails to be homotopy equivalent to X when
rmax > τ − dX(x) and the Vietoris-Rips complex fails to be homotopy equivalent to X when
rmax >

√
d+1
2d (τ − dX(x)) and d ≤ 2.

I Example 24. Let ε ∈ [0, 1) be fixed. Let X ⊂ Rd be the unit sphere in Rd, and let
X = {x1, . . . , xn} ⊂ (1 − ε)X be a finite set of points on the sphere centered at 0 and of
radius 1 − ε. Suppose that for some δ > ε, X is covered by δ-balls centered at X , that is,
X ⊂

⋃
x∈X BR(x, δ). The reach of X equals to its radius 1.

For the ambient Čech complex, if r ∈ (0, 1− ε]n and condition (15) is satisfied, then X is
homotopy equivalent to ČechX (X , r) by Theorem 19. Now, suppose that rmin > 1− ε. Then
0 ∈ BRd(xi, rxi) for all i, hence for any y ∈

⋃n
i=1 BRd(xi, rxi), a line segment connecting 0

and y is contained in
⋃n
i=1 BRd(xi, rxi) as well. Hence

⋃n
i=1 BRd(xi, rxi) is contractible, and

then from the usual Nerve Theorem, ČechRd (X , r) '
⋃n
i=1 BRd(xi, rxi) ' 0. On the other

hand, the d − 1-th homology group of X is Hd−1(X) = Z, so X and ČechRd (X , r) are not
homotopy equivalent.

For the Vietoris-Rips complex, if r ∈
(

0,
√

d+1
2d (1− ε)

]d+1
and condition (18) is satisfied,

then X is homotopy equivalent to RipsX (X , r) by Theorem 20. Now, suppose each rxi is
equal to some r >

√
d+1
2d (1 − ε), and further suppose that d ≤ 2 and δ < 1

2(1−ε)r0 −
√

3
4 .

When d = 1, then the Vietoris-Rips complex equals the ambient Čech complex, hence from
the above argument, Rips (X , r) = ČechRd (X , r) ' 0. When d = 2, then Rips (X , r) ∼=
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Rips
(

1
1−εX ,

1
1−εr0

)
and 1

1−εX ⊂ X ⊂
⋃n
i=1 BRd( 1

1−εxi, δ) holds. Then 1
1−εr0 − 2δ >

√
3

2 ,
and hence from Proposition 3.8, Corollary 4.5, Proposition 5.2 of [2], either Rips (X , r) '
S2l+1 for some l ≥ 1 or Rips (X , r) ' ∨cS2l for some l ≥ 1 and c ≥ 0. In either case,
H1(Rips (X , r)) = 0. However, the d− 1-th homology group of X is Hd−1(X) = Z, so X and
Rips (X , r) are not homotopy equivalent.

We then rephrase the conditions on ε := max{dX(x) : x ∈ X} and the covering radius δ
in (15) and (18) in terms of the Hausdorff distance dH(X,X ). For simplicity, we consider the
case when all the radii rx’s are equal, and we denote that common value as r. In general, the
Hausdorff distance dH(X,X ) gives a bound for both ε and δ, that is, ε, δ ≤ dH(X,X ). Let
ρ := dH(X,X )

τ . For the Čech complex, a sufficient condition for (15) is that for some r
τ ∈ (0, 1],

ρ+

√√√√√( r
τ

)2 − l̃2 + ρ(2− ρ)− ((1− ρ)2 − ( r
τ

)2 + l̃2 + (1− ρl̃)2)

 1√
1− r̃2

δ,c

− 1

 ≤ r

τ
,

√
d

2(d+ 1)


√√√√√r̃2

b − (2− r̃2
b )

 1√
1− r̃2

δ,b

− 1

+ 2ρ

 ≤ r′′min, (22)

where

l̃ := 1
2

(
r

τ
− 1 +

√
(1− ρ)2 − ( r

τ
)2 − ρ

)
, ρl̃ := 1−

√
(1− ρ)2 − ( r

τ
)2 + l̃,

r̃2
δ,c := min

{
2ρ, 1

2(( r
τ

)2 − l̃2 + ρ(2− ρ) + ρl̃(2− ρl̃))
}
,

r′′min :=
√

1− ρ(2− ρ)−
(2− ( rτ )2 − ρ(2− ρ))2

4 ,

r̃2
b :=

2
(
(r′′min)2 + ρ(2− ρ)

)
1 +

√
1− ((r′′min)2 + ρ(2− ρ))

, r̃2
δ,b := min

{
2ρ, 1

2 r̃
2
b

}
.

And for the Vietoris-Rips complex, the sufficient condition for (18) is√√√√√r̃2
b (r0)− (2− r̃2

b (r0))

 1√
1− r̃2

δ,b(r0)
− 1

+ 2ρ ≤ 2r0,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2− r̃2
b (r′′min))

 1√
1− r̃2

δ,b(r′′min)
− 1

+ 2ρ

 ≤ r′′min, (23)

where

r0 :=
√
d+ 1

2d (1− ρ), r′′min :=

√
1− ρ(2− ρ)−

(2− d+1
2d (1− ρ)2 − ρ(2− ρ))2

4 ,

r̃2
b (t) :=

2
(
t2 + ρ(2− ρ)

)
1 +

√
1− (t2 + ρ(2− ρ))

, r̃2
δ,b(t) := min

{
2ρ, 1

2 r̃
2
b (t)

}
.

With the aid of a computer program, we can check that (22) is equivalent to ρ ≤ 0.01591 · · · ,
and (23) is equivalent to ρ ≤ 0.07856 · · · .
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Now, we consider two specific cases. First, we consider the noiseless case X ⊂ X, that is,
the data points lie in the target space. For that case, ε = 0 and δ ≤ dH(X,X ). For the Čech
complex, the sufficient condition for (15) is that for some r

τ ∈ (0, 1],

ρ+

√√√√√( r
τ

)2 − l̃2 − (1− ( r
τ

)2 + l̃2 + (1− ρl̃)2)

 1√
1− r̃2

δ,c

− 1

 ≤ r

τ
,

√
d

2(d+ 1)


√√√√√r̃2

b − (2− r̃2
b )

 1√
1− r̃2

δ,b

− 1

+ 2ρ

 ≤ r′′min, (24)

where

l̃ := 1
2

(
r

τ
− 1 +

√
1− ( r

τ
)2 − ρ

)
, ρl̃ := 1−

√
1− ( r

τ
)2 + l̃,

r̃2
δ,c := min

{
ρ2,

1
2(( r

τ
)2 − l̃2 + ρl̃(2− ρl̃))

}
,

r′′min :=
√

1−
(2− ( rτ )2)2

4 , r̃2
b := 2(r′′min)2

1 +
√

1− (r′′min)2
, r̃2

δ,b := min
{
ρ2,

1
2 r̃

2
b

}
.

For the Vietoris-Rips complex, a sufficient condition for (18) is√√√√√r̃2
b (r0)− (2− r̃2

b (r0))

 1√
1− r̃2

δ,b(r0)
− 1

+ 2ρ ≤ 2r0,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2− r̃2
b (r′′min))

 1√
1− r̃2

δ,b(r′′min)
− 1

+ 2ρ

 ≤ r′′min, (25)

where

r0 :=
√
d+ 1

2d (1− ρ), r′′min :=

√
1−

(2− d+1
2d (1− ρ)2)2

4 ,

r̃2
b (t) := 2t2

1 +
√

1− t2
, r̃2

δ,b(t) := min
{
ρ2,

1
2 r̃

2
b (t)

}
.

With the aid of a computer program, we can check that (24) is equivalent to ρ ≤ 0.02994 · · · ,
and (25) is equivalent to ρ ≤ 0.1117 · · · .

Second, we consider the asymptotic case, where we sample more and more points and X
forms a dense cover of X, that is, supy∈X infx∈X ‖x− y‖ → 0. Still, we have a noisy sample
distribution, that is, supx∈X infy∈X ‖x− y‖9 0, so the Hausdorff distance dH(X,X ) need
not go to 0. In this case, δ → 0 and ε ≤ dH(X,X ). For the Čech complex, a sufficient
condition for (15) is that for some r

τ ∈ (0, 1],√√√√√( r
τ

)2 − l̃2 + ρ(2− ρ)− ((1− ρ)2 − ( r
τ

)2 + l̃2 + (1− ρl̃)2)

 1√
1− r̃2

δ,c

− 1

 ≤ r

τ
,

√
d

2(d+ 1)

√√√√√r̃2
b − (2− r̃2

b )

 1√
1− r̃2

δ,b

− 1

 ≤ r′′min, (26)
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where

l̃ := 1
2

(
r

τ
− 1 +

√
(1− ρ)2 − ( r

τ
)2
)
, ρl̃ := 1−

√
(1− ρ)2 − ( r

τ
)2 + l̃,

r̃2
δ,c := min

{
ρ(2− ρ), 1

2(( r
τ

)2 − l̃2 + ρ(2− ρ) + ρl̃(2− ρl̃))
}
,

r′′min :=
√

1− ρ(2− ρ)−
(2− ( rτ )2 − ρ(2− ρ))2

4 ,

r̃2
b :=

2
(
(r′′min)2 + ρ(2− ρ)

)
1 +

√
1− ((r′′min)2 + ρ(2− ρ))

, r̃2
δ,b := min

{
ρ(2− ρ), 1

2 r̃
2
b

}
.

And for the Vietoris-Rips complex, a sufficient condition for (18) is√√√√√r̃2
b (r0)− (2− r̃2

b (r0))

 1√
1− r̃2

δ,b(r0)
− 1

 ≤ 2r0,

√
d

2(d+ 1)

√√√√√r̃2
b (r′′min)− (2− r̃2

b (r′′min))

 1√
1− r̃2

δ,b(r′′min)
− 1

 ≤ r′′min, (27)

where

r0 :=
√
d+ 1

2d (1− ρ), r′′min :=

√
1− ρ(2− ρ)−

(2− d+1
2d (1− ρ)2 − ρ(2− ρ))2

4 ,

r̃2
b (t) :=

2
(
t2 + ρ(2− ρ)

)
1 +

√
1− (t2 + ρ(2− ρ))

, r̃2
δ,b(t) := min

{
ρ(2− ρ), 1

2 r̃
2
b (t)

}
.

With the aid of a computer program, we can check that (26) is equivalent to ρ ≤ 0.03440 · · · ,
and (27) is equivalent to ρ ≤ 0.07712 · · · .

6 Discussion and Conclusion

Above we have provided conditions under which the ambient Čech complex ČechRd(X , r)
and the Rips complex Rips(X , r) are homotopy equivalent to the target space X when the
target space X has positive µ-reach τµ and the data points X being contained in the ε-offset
Xε of X. In this section, we further discuss our results and compare them with existing ones.
For the comparison purpose, we consider the case when all the radii rx’s are equal, and
we denote the common value as r. In these settings, an analogous homotopy equivalence
between the ambient Čech complex ČechRd(X , r) and the target space X is presented in [6]
and [27].

First, we compare the upper bound for the maximum parameter value r in ČechRd(X , r) or
Rips(X , r). When µ = 1 so that τµ = τ , our result suggests that the homotopy equivalences
hold when r ≤ τ − ε for ČechRd(X , r) and r ≤

√
d+1
2d (τ − ε) for Rips(X , r). As we have seen

in Example 24, these bounds are optimal bounds. In [27], such a bound for ČechRd(X , r) is
(τ+ε)+

√
τ2+ε2−6τε
2 (see Proposition 7.1). Then our bound is strictly sharper than this when

ε > 0 since

(τ + ε) +
√
τ2 + ε2 − 6τε
2 <

(τ + ε) +
√
τ2 + 9ε2 − 6τε
2 = τ − ε.
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In [6], a necessary condition for ČechRd(X , r) in Section 5.3 is r ≤ τ −3ε, so our upper bound
is strictly better when ε > 0.

Second, we compare the condition for the maximum possible ratio of the Hausdorff
distance dH(X,X ) and the µ-reach τµ. For this case, as we have seen in Section 5.1, we can
check that ČechRd(X , r) is homotopy equivalent to X when dH(X,X )

τ ≤ 0.01591 · · · . This result
is worse than 3−

√
8 ≈ 0.1716 · · · in Proposition 7.1 in [27] or −3+

√
22

13 ≈ 0.1300 · · · in Section
5.3 in [6]. Again from Section 5.1, we can check that Rips(X , r) is homotopy equivalent to X

when dH(X,X )
τ ≤ 0.07856 · · · . This result is better than 2

√
2−
√

2−
√

2
2+
√

2 ≈ 0.03412 · · · in Section
5.3 in [6].

Then we consider two specific cases. In the noiseless case X ⊂ X, the data points
lie in the target space. In this case, as we have seen in Section 5.1, we can verify that
ČechRd(X , r) is homotopy equivalent to X when dH(X,X )

τ ≤ 0.02994 · · · , and Rips(X , r) is
homotopy equivalent to X when dH(X,X )

τ ≤ 0.1117 · · · .
In the asymptotics case, as we sample more and more points from the target space, X

forms a dense cover on X, that is, supy∈X infx∈X ‖x− y‖ → 0. For this case, as we have seen
in Section 5.1, we can check that ČechRd(X , r) is homotopy equivalent to X when dH(X,X )

τ ≤
0.03440 · · · , and Rips(X , r) is homotopy equivalent to X when dH(X,X )

τ ≤ 0.07712 · · · .
Finally, we emphasize that our result also allows the radii {rx}x∈X to vary across the

points x ∈ X . Considering different radii is of practical interest if each data point has different
importance. For example, one might want to use large radii on the flat and sparse region,
while to use small radii on the spiky and dense region. However, there remain significant
technical difficulties to allow for a different radius per each data point. As it can be seen
in Figure 2, an uneven distribution of radii might lead to nonhomotopic between the Čech
complex (or the Vietoris-Rips complex) and the target space. This situation has been studied
in [12] for the union of balls under the reach condition, but not the Vietoris-Rips complex or
under the µ-reach case. Theorem 20 or Corollary 22 first tackles this homotopy reconstruction
problem with different radii for the Vietoris-Rips complex or under the µ-reach condition.
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I Theorem 25 (Fundamental theorem on flows). Let W be a smooth vector field on a
smooth manifold M . Then there is a unique maximal flow ψ : D ⊂ M × R → M with
d
dtψ(x, t) = W (ψ(x, t)). In particular, the maximal domain D is open in M × R.

The following Lemma 3.3 in [13] shows that the homotopy equivalence in the Nerve
Theorem commutes well with the inclusion maps. This lemma plays a critical role in showing
the homotopy equivalence of the target space X and a simplicial complex S in Lemma 40.
For a space X, its open cover U = {Ui}i∈I is a good cover if its intersection is either empty
or contractible, that is, for each σ ⊂ I, the set

⋂
i∈σ Ui is either empty or contractible.

I Lemma 26 (Lemma 3.3 in [13]). Let X ⊂ X′ be two paracompact spaces, and let U = {Ui}i∈I ,
U ′ = {U ′i}i∈I′ , be good covers of X and X′, respectively, with I ⊂ I ′ and Ui ⊂ U ′i for all
i ∈ I. Then, there exist homotopy equivalences NU → X and NU ′ → X′ that commutes
with inclusions X ↪→ X′ and NU ↪→ NU ′ at homotopy level, that is, the following diagram
commutes:

X
ıX→X′ //

��

X′

��
NU

ıNU→NU′//

OO

NU ′

OO .

A.1 The reach and the distance function
Sometimes we are interested in the local behavior of the target space. For that, the reach
can be defined locally at a point. The reach of a closed set X ⊂ Rd at q ∈ X, denoted by
τX(q), is defined as

τX(q) := d (q,Med(X)) = inf
x∈Med(X)

||q − x||.

Then it is direct that the reach is the infimum of the reach at each point, that is,

τX = inf
q∈X

τX(q).

The positive condition for the reach imposes smoothness on the target space. In particular,
the reach condition enforces a lower bound on the inner product between a difference vector
between two points and a normal vector at one of these points, and provides a Lipschitz
continuity on the projection function to the target space.

I Theorem 27 (Theorem 4.8 (7) and (8) in [21]). Let X ⊂ Rd be a subset.
(i) If x ∈ X and u ∈ Rd\Med(X), then

〈u− πX(u), πX(u)− x〉 ≥ −‖x− πX(u)‖2 dX(u)
2τX(u) .

(ii) If ε, τ ∈ R with 0 < ε < τ and x, y ∈ Rd\Med(X) with dX(x), dX(u) ≤ ε and τX(x), τX(u) ≥
τ , then

‖πX(x)− πX(u)‖ ≤ τ

τ − ε
‖x− u‖ .

In the case of submanifolds, one can reformulate the definition of the reach in the following
manner.
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X

q1 + Tq1X
d (q2 − q1, Tq1X)

‖q2 − q1‖

‖q2−q1‖2

2d(q2−q1,Tq1
X)

C

q2

q1

Figure 5 Geometric interpretation of the quantities involved in (28).

I Proposition 28 (Theorem 4.18 in [21]). If X ⊂ Rd is a submanifold of Rd, then

τX = inf
q1 6=q2∈X

‖q1 − q2‖22
2d(q2 − q1, Tq1X) . (28)

Above, TqX denotes the tangent space of X at q ∈ X. This formulation has the advantage of
involving only points on X and its tangent spaces, while (6) uses the distance to the medial
axis Med(X), which is a global quantity. The ratio appearing in (28) has a clear geometric
meaning, as it corresponds to the radius of the ambient ball tangent to X at q1 and passing
through q2. See Figure 5. Hence, the reach gives a lower bound on the radii of curvature of
X. Equivalently, τ−1

X is an upper bound on the directional curvature of X.

I Proposition 29 (Proposition 6.1 in [27]). Let X ⊂ Rd be a submanifold, and γp,v an
arc-length parametrized geodesic of X. Then for all t > 0,∥∥γ′′p,v(t)∥∥ ≤ 1/τX.

The reach further provides an upper bound on the injectivity radius and the sectional
curvature of X; see Proposition A.1. part (ii) and (iii) respectively, in [1]. Hence the reach
is a quantity that characterizes the overall structure of X and, as argued in [1], captures
structural properties of X of both global and local nature. In particular, assuming a lower
bound on the reach prevents the manifold from being nearly self-intersecting or from having
portions with very high curvature [1, Theorem 3.4].

We end this section with the bound on the distance function, which is Lemma 3.2 in [8].
We enhance this bound in Lemma 39.

I Lemma 30. Let X ⊂ Rd be a closed set and x ∈ Medµ(X). Then for any y ∈ Rd, the
distance dX(y) is bounded as

dX(y)2 ≤ dX(x)2 + ‖x− y‖2 + 2dX(x) ‖∇X(x)‖ ‖x− y‖ .

I Theorem 31 (Theorem 4.1 in [9]). Let X ⊂ Rd be a closed set with µ-reach τµX > 0. Then
for r ∈ (0, τµX ),

τ(Xr){ ≥ µr.
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B Projection on a Positive Reach set

The positive reach condition imposes smoothness in geometry and topology. In particular,
given two points x, u ∈ Rd where u has the unique projection πX(u) ∈ X to the target space
X, the positive reach condition gives a bound on the distance ‖x− πX(u)‖ from the projection
πX(u) to x in terms of the distance ‖x− u‖. When x also has the unique projection πX(x)
and τ ≥ τX(πX(x)), τX(πX(u)), a direct consequence of Theorem 27 (ii) gives a bound as

‖x− πX(u)‖ ≤ ‖dX(x)− πX(u)‖+ ‖x− πX(x)‖ ≤ τ

τ − dX(u) ‖x− u‖+ dX(x). (29)

This section is devoted to improve (29) and give a tighter bound on ‖x− πX(u)‖. An
improved bound is given in Lemma 33. Then, for the case where the distance dX(u) from
u to X is not directly known, a bound for a general case is given in Lemma 34 in terms of
‖x− u‖, and a bound for a case when u is in a convex hull of a set of points x1, . . . , xk is
given in Lemma 37 in terms of ‖x− xi‖’s for i = 1, . . . , k. Lemma 34 and 37 play key roles
in showing the homotopy equivalence of the target space X to the restricted Čech complex
(Corollary 10), the ambient Čech complex (Theorem 19), and the Vietoris-Rips complex
(Theorem 20).

The proof of Theorem 27 (ii) in [21] is based on Theorem 27 (i). To improve (29), we
generalize Theorem 27 (i) to the case where the point x need not be on the target space X,
in Claim 32. The proof is similar to the proof of Theorem 27 (i) in [21].

B Claim 32. Let τ > 0 and X ⊂ Rd be a set. Let x ∈ Rd and u ∈ Rd\Med(X) with
reach(X, πX(u)) ≥ τ and dX(x) ≤ τ . Then

〈u− πX(u), πX(u)− x〉 ≥ −‖x− πX(u)‖2 dX(u)
2τ − dX(x)dX(u)

(
1− dX(x)

2τ

)
.

Proof of Claim 32. If πX(u) = u, then dX(u) = 0 and the inequality trivially holds. Assume
πX(u) 6= u, and we will find a lower bound for 〈u− πX(u), πX(u)− x〉. Let

v = u− πX(u)
dX(u) , S = {t > 0 : πX(πX(u) + tv) = πX(u)}.

Then ‖u− πX(u)‖ ∈ S implies supS > 0, and then Theorem 4.8 (6) in [21] implies that

supS ≥ τ. (30)

Now, if t < supS, then ‖πX(u) + tv − x‖ is lower bounded using πX(πX(u) + tv) = πX(u) as
(see Figure 6 for a graphical illustration)

‖πX(u) + tv − x‖ ≥ ‖πX(u) + tv − πX(x)‖ − ‖x− πX(x)‖
≥ ‖πX(u) + tv − πX(πX(u) + tv)‖ − dX(x)
= ‖πX(u) + tv − πX(u)‖ − dX(x) = t− dX(x). (31)

And since both ‖πX(u) + tv − x‖ and t − dX(x) are continuous on t, so for all t ≤ supS,
‖πX(u) + tv − x‖ is lower bounded as

‖πX(u) + tv − x‖ ≥ t− dX(x).

Then additionally under t ≥ dX(x), squaring and expanding gives

‖πX(u)− x‖2 + 2t 〈v, πX(u)− x〉+ t2 ≥ (t− dX(x))2.
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πX(u) + tv

πX(u)

u

πX(x)

x

‖πX(u) + tv − x‖

t

X
dX(x)

‖πX(u) + tv − πX(x)‖

Figure 6 The graphical illustration involved in (31).

Rearranging this gives that if dX(x) ≤ t ≤ supS, then 〈v, πX(u)− x〉 is lower bounded as

〈v, πX(u)− x〉 ≥ −‖πX(u)− x‖2

2t − dX(x)
(

1− dX(x)
2t

)
. (32)

Hence(30) and (32) implies that, under the condition dX(x) ≤ τ , applying v = u−πX(u)
‖u−πX(u)‖ and

t = τ gives a lower bound for 〈u− πX(u), πX(u)− x〉 as

〈u− πX(u), πX(u)− x〉 ≥ −‖πX(u)− x‖2 dX(u)
2τ − dX(x)dX(u)

(
1− dX(x)

2τ

)
.

J

Now we are ready to pose a bound for ‖x− πX(u)‖ in Lemma 33 that is improved from
(29). The proof is similar to the proof of Theorem 27 (ii) in [21], while we use Claim 32
instead of Theorem 27 (i).

I Lemma 33. Let τ > 0 and X ⊂ Rd be a set. Let ε ≥ 0, x ∈ Rd, and u ∈ Rd\Med(X) with
reach(X, πX(u)) ≥ τ and dX(x) ≤ ε ≤ τ . Then

‖x− πX(u)‖ ≤

√
τ

τ − dX(u)

(
‖x− u‖2 − dX(u)

(
dX(u)− 2ε+ ε2

τ

))
. (33)

Proof of Lemma 33. From Claim 32, 〈u− πX(u), πX(u)− x〉 is lower bounded as

〈u− πX(u), πX(u)− x〉 ≥ −‖πX(u)− x‖2 dX(u)
2τ − dX(x)dX(u)

(
1− dX(x)

2τ

)
.

Hence ‖x− u‖2 can be expanded and lower bounded as

‖x− u‖2 = ‖u− πX(u)‖2 + ‖πX(u)− x‖2 + 2 〈u− πX(u), πX(u)− x〉

≥ dX(u)2 + ‖πX(u)− x‖2
(

1− dX(u)
τ

)
− 2dX(x)dX(u)

(
1− dX(x)

2τ

)
.

By rearranging, we obtain an upper bound for ‖x− πX(u)‖ as

‖x− πX(u)‖ ≤

√
τ

τ − dX(u)

(
‖x− u‖2 − dX(u)

(
dX(u)− 2dX(x) + dX(x)2

τ

))
.
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And dX(x) ≤ ε ≤ τ implies 2dX(x)− dX(x)2

τ ≤ 2ε− ε2

τ , and hence ‖x− πX(u)‖ is further upper
bounded as

‖x− πX(u)‖ ≤

√
τ

τ − dX(u)

(
‖x− u‖2 − dX(u)

(
dX(u)− 2ε+ ε2

τ

))
.

J

Note that by setting ε = dX(x), the bound of (33) is upper bounded by the bound of (29)
as √

τ

τ − dX(u)

(
‖x− u‖2 − dX(u)

(
dX(u)− 2ε+ ε2

τ

))
=
√

τ

τ − dX(u) ‖x− u‖
2 − τ

τ − dX(u) (dX(u)− ε)2 + ε2

≤
√

τ

τ − dX(u) ‖x− u‖
2 + ε2 ≤

√
τ

τ − dX(u) ‖x− u‖+ ε

≤ τ

τ − dX(u) ‖x− u‖+ ε,

so (33) is indeed tighter than (29).
For many cases, we don’t have direct access to the distance dX(u) from u to X but only

through a bound dX(u) ≤ εu for some εu ≥ 0. For this case, we need to maximize the
bound of (33) with respect to dX(u). As a result, the bound for ‖x− πX(u)‖ is expressed
in terms of ‖x− u‖ and εu in Lemma 34. Lemma 34 plays a key role in showing the
interleaving relationship between the restricted Čech complex and the ambient Čech complex
in Lemma 17.

I Lemma 34. Let τ > 0 and X ⊂ Rd be a set. Let ε ≥ 0, x ∈ Rd, and u ∈ Rd\Med(X) with
reach(X, πX(u)) ≥ τ and dX(x) ≤ ε ≤ τ .
(i) Let εu ∈ R and suppose that dX(u) ≤ εu < τ . Then

‖x− πX(u)‖ ≤

√
‖x− u‖2 + r̃2 − (τ2 + (τ − ε)2 − ‖x− u‖2 − r̃2)

(
τ√

τ2 − r̃2
− 1
)
,

where

r̃2 := min
{
‖x− u‖2 + ε(2τ − ε), τ2 − (τ − εu)2

}
.

(ii) Suppose that ‖x− u‖ ≤ τ − ε, then

‖x− πX(u)‖ ≤

√√√√√√ 2τ
(
‖u− x‖2 + ε (2τ − ε)

)
τ +

√
τ2 −

(
‖u− x‖2 + ε (2τ − ε)

) − ε (2τ − ε).

Proof of Lemma 34. (i)
First, considering Lemma 33 gives an upper bound for ‖x− πX(u)‖ as

‖x− πX(u)‖ ≤

√
τ

τ − dX(u)

(
‖u− x‖2 − dX(u)

(
dX(u)− 2ε+ ε2

τ

))
. (34)
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We further bound (34) by regarding (34) as a function of dX(u) and maximize with respect
to dX(u). Let r̃u := ‖u− x‖, r̃X := 2ε− ε2

τ , and r̃yz :=
√
τ2 − (τ − εu)2 for convenience, so

that εu = τ −
√
τ2 − r̃2

yz. Now, consider the function

t ∈
[
0, τ −

√
τ2 − r̃2

yz

]
7→ f(t) := τ(r̃2

u − t2 + r̃Xt)
τ − t

.

Then its derivative is

f ′(t) = τ(t2 − 2τt+ r̃2
u + r̃Xτ)

(τ − t)2 .

Hence if r̃2
u+r̃Xτ ≥ τ2 then f ′(t) ≥ 0 holds for all t ∈

[
0, τ −

√
τ2 − r̃2

yz

]
, and if r̃2

u+r̃Xτ ≤ τ2

then f ′(t) ≥ 0 if and only if t ≤ τ −
√
τ2 − (r̃2

u + r̃Xτ). Hence if r̃2
yz ≤ r̃2

u + r̃Xτ then f

attains its maximum at t = τ −
√
τ2 − r̃2

yz, and if r̃2
u + r̃Xτ ≤ r̃2

yz then f attains its
maximum at t = τ −

√
τ2 − (r̃2

u + r̃Xτ). Hence by letting r̃ := min{
√
r̃2
u + r̃Xτ , r̃yz}, for all

t ∈
[
0, τ −

√
τ2 − r̃2

yz

]
,

f(t) ≤ f
(
τ −

√
τ2 − r̃2

)
=
τ
(
r̃2
u + r̃2 − 2τ2 + r̃Xτ + (2τ − r̃X)

√
τ2 − r̃2

)
√
τ2 − r̃2

.

Hence (34) is correspondingly further upper bounded as

‖x− πX(u)‖ ≤

√
τ

τ − dX(u)

(
‖u− x‖2 − dX(u)

(
dX(u)− 2ε+ ε2

τ

))

≤

√
τ
(
r̃2
u + r̃2 − 2τ2 + r̃Xτ + (2τ − r̃X)

√
τ2 − r̃2

)
√
τ2 − r̃2

(35)

=

√
r̃2
u + r̃2 − (2τ2 − r̃2

u − r̃2 − r̃Xτ)
(

τ√
τ2 − r̃2

− 1
)

=

√
‖x− u‖2 + r̃2 − (τ2 + (τ − ε)2 − ‖x− u‖2 − r̃2)

(
τ√

τ2 − r̃2
− 1
)
,

where

r̃2 := min
{
‖x− u‖2 + ε(2τ − ε), τ2 − (τ − εu)2

}
.

(ii)
Since dX(u) < τ , we can set εu → τ , which implies r̃2

yz → τ2. And under ‖x− u‖ ≤ τ − ε,
r̃2
u + r̃Xτ ≤ (τ − ε)2 + ε(2τ − ε) = τ2, and hence r̃2 → r̃2

u + r̃Xτ . Then (35) converges to

τ
(
r̃2
u + r̃2 − 2τ2 + r̃Xτ + (2τ − r̃X)

√
τ2 − r̃2

)
√
τ2 − r̃2

→ τ
(

2τ − r̃X − 2
√
τ2 − (r̃2

u + r̃Xτ)
)
,
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and hence ‖x− πX(u)‖ is correspondingly bounded as

‖x− πX(u)‖ ≤
√
τ
(

2τ − r̃X − 2
√
τ2 − (r̃2

u + r̃Xτ)
)

=
√

2τ(r̃2
u + r̃Xτ)

τ +
√
τ2 − (r̃2

u + r̃Xτ)
− r̃Xτ

=

√√√√√√ 2τ
(
‖u− x‖2 + ε (2τ − ε)

)
τ +

√
τ2 −

(
‖u− x‖2 + ε (2τ − ε)

) − ε (2τ − ε).

J

Now, we consider the case when the point u is in a convex hull of a set of points x1, . . . , xk.
We first start with a simple calculation of the distance from one vertex of a simplex to
another point lying on the opposite side.

B Claim 35. Let x, x1, . . . , xk ∈ Rd and λ1, . . . , λk ∈ [0, 1] with
∑k
i=1 λi = 1. Then∥∥∥∥∥x−

k∑
i=1

λixi

∥∥∥∥∥ =

√√√√ k∑
i=1

λi ‖x− xi‖2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2 (36)

=

√√√√√ k∑
i=1

λi ‖x− xi‖2 −
k∑
i=1

λi

∥∥∥∥∥∥xi −
k∑
j=1

λjxj

∥∥∥∥∥∥
2

. (37)

Proof of Claim 35. The distance from
∑k
i=1 λixi to x can be expanded as∥∥∥∥∥x−

k∑
i=1

λixi

∥∥∥∥∥
2

=

∥∥∥∥∥
k∑
i=1

λi(x− xi)

∥∥∥∥∥
2

=
k∑
i=1

λ2
i ‖x− xi‖

2 + 2
∑

1≤i<j≤k
λiλj 〈x− xi, x− xj〉 . (38)

Then applying the identity 2 〈x− xi, x− xj〉 = ‖x− xi‖2 + ‖x− xj‖2 − ‖xi − xj‖2 to (38)
gives∥∥∥∥∥x−

k∑
i=1

λixi

∥∥∥∥∥
2

=
k∑
i=1

λi ‖x− xi‖2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2 , (39)

which gives (36). Then, applying x =
∑k
i=1 λixi to (39) gives

k∑
i=1

λi

∥∥∥∥∥∥xi −
k∑
j=1

λjxj

∥∥∥∥∥∥
2

=
∑

1≤i<j≤k
λiλj ‖xi − xj‖2 , (40)

and combining (39) and (40) gives (37). J

If the points x1, . . . , xk are not far from the target space X, then so is the convex
combination u. Lemma 36 gives a bound on the distance from any point u on the convex
hull to its projection πX(u) on X. See Figure 7.
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xi xj

w

πX(u)

u

τ

dX(xi)

X

Figure 7 Bound on the distance from any point on the segment to its projection on X, as in
Lemma 36.

I Lemma 36. Let τ > 0 and X ⊂ Rd be a subset with reach τX ≥ τ . Let ε1, . . . , εk ≥ 0
and x1, . . . , xk ∈ Rd with dX(xi) ≤ εi ≤ τ for i = 1, . . . , k. Let λ1, . . . , λk ∈ [0, 1] with∑k

i=1 λi = 1, and let u :=
∑k
i=1 λixi be such that dX(u) < τ . Then

‖u− πX(u)‖ ≤ τ −

√√√√√
 k∑
i=1

λi(τ − εi)2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2


+

= τ −

√√√√√√
 k∑
i=1

λi(τ − εi)2 −
k∑
i=1

λi

∥∥∥∥∥∥xi −
k∑
j=1

λjxj

∥∥∥∥∥∥
2


+

.

Proof of Lemma 36. If πX(u) = u, then there is nothing to prove. Now, suppose πX(u) 6= u,
and let w := πX(u) + τ u−πX(u)

‖u−πX(u)‖ . Then, we have that ‖w − πX(u)‖ = τ and w − u =(
τ−‖πX(u)−u‖
‖πX(u)−u‖

)
(u − πX(u)). Since ‖u− πX(u)‖ < τ , it follows that 〈w − u, u− πX(u)〉 =

‖w − u‖ ‖u− πX(u)‖ and ‖u− πX(u)‖ + ‖w − u‖ = ‖w − πX(u)‖, as in Figure 7. Since
πX

(
πX(u) + ‖u− πX(u)‖ u−πX(u)

‖u−πX(u)‖

)
= πX(u) and πX(u) + r u−πX(u)

‖u−πX(u)‖ /∈ Med(X) for all
r < τ , Theorem 4.8 (2) and (6) in [21] imply that

πX

(
πX(u) + r

u− πX(u)
‖u− πX(u)‖

)
= πX(u)

for all r < τ . Thus, B(w, τ)∩X = ∅ and we can conclude that ‖w − xi‖ ≥ τ −dX(xi) ≥ τ − εi
for i = 1, . . . , k. Applying Claim 35 to ‖w − u‖ gives a lower bound for ‖w − u‖ as

‖w − u‖ =

√√√√ k∑
i=1

λi ‖xi − w‖2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2

≥

√√√√√
 k∑
i=1

λi(τ − εi)2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2


+

.
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Then, applying ‖u− πX(u)‖ = ‖w − πX(u)‖ − ‖w − u‖ and Claim 35 gives upper bounds for
‖u− πX(u)‖ as

‖u− πX(u)‖ ≤ τ −

√√√√√
 k∑
i=1

λi(τ − εi)2 −
∑

1≤i<j≤k
λiλj ‖xi − xj‖2


+

= τ −

√√√√√√
 k∑
i=1

λi(τ − εi)2 −
k∑
i=1

λi

∥∥∥∥∥∥xi −
k∑
j=1

λjxj

∥∥∥∥∥∥
2


+

.

J

Now, combining Lemma 34 and 36 and gives the bound on ‖x− u‖ in terms of ‖x− xi‖’s
for i = 1, . . . , k, in Lemma 37. Lemma 37 plays a key role in showing the contractibility of
the intersection of restricted balls in Theorem 9.

I Lemma 37. Let τ > 0 and X ⊂ Rd be a subset with reach τX ≥ τ . Let ε, ε1, . . . , εk ≥ 0
and x, x1, . . . , xk ∈ Rd with dX(x) ≤ ε ≤ τ , dX(xi) ≤ εi ≤ τ , and

‖x− xi‖ <
√

(τ − ε)2 + (τ − εi)2
,

for each i = 1, . . . , k. Let λ1, . . . , λk ∈ [0, 1] with
∑k
i=1 λi = 1, and let u :=

∑k
i=1 λixi. Then

dX(u) < τ and

‖x− πX(u)‖ ≤

√√√√√r̃2
x − (τ2 − r̃2

x + (τ − ε)2)

 τ√
τ2 − r̃2

u,x

− 1

,
where

r̃2
x :=

k∑
i=1

λi

(
‖xi − x‖2 + εi(2τ − εi)

)
,

r̃2
u,x := min

{
k∑
i=1

λi

(
‖xi − u‖2 + εi(2τ − εi)

)
,

1
2(r̃2

x + ε(2τ − ε))
}
.

Proof of Lemma 37. Let r :=
√∑k

i=1 λi ‖xi − x‖
2, then

r <

√√√√(τ − ε)2 +
k∑
i=1

λi (τ − εi)2
.

Then from Claim 35,

‖x− u‖ =

√√√√ k∑
i=1

λi ‖xi − x‖2 −
k∑
i=1

λi ‖xi − u‖2 =

√√√√r2 −
k∑
i=1

λi ‖xi − u‖2, (41)

whose rearrangement gives

‖x− u‖2 +
k∑
i=1

λi ‖xi − u‖2 = r2.
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Then r <
√

(τ − ε)2 +
∑k
i=1 λi (τ − εi)2 implies that either ‖x− u‖ < τ − ε or ‖xi − u‖ <

τ − εi for some i,and hence dX(u) < τ holds for either case. Hence applying Lemma 36
implies that

‖u− πX(u)‖ ≤ τ −

√√√√(τ2 −
k∑
i=1

λiεi(2τ − εi)−
k∑
i=1

λi ‖xi − u‖2
)

+

. (42)

Hence, combining (42) and Lemma 33 gives

‖x− πX(u)‖ ≤

√
‖x− u‖2 + r̃2 − (τ2 + (τ − ε)2 − ‖x− u‖2 − r̃2)

(
τ√

τ2 − r̃2
− 1
)
, (43)

where

r̃2 := min
{
‖x− u‖2 + ε(2τ − ε),min

{
k∑
i=1

λiεi(2τ − εi) +
k∑
i=1

λi ‖xi − u‖2 , τ2

}}
.

For further bounding (43), use the following notations for convenience:

r̃u := ‖u− x‖ , r̃X := 2ε− ε2

τ
, r̃yz :=

√√√√ k∑
i=1

λiεi(2τ − εi) +
k∑
i=1

λi ‖xi − u‖2.

First, note that r̃2
u + r̃2

yz can be expanded as

r̃2
u + r̃2

yz = ‖x− u‖2 +
k∑
i=1

λiεi(2τ − εi) +
k∑
i=1

λi ‖xi − u‖2

=
(
r2 −

k∑
i=1

λi ‖xi − u‖2
)

+
k∑
i=1

λiεi(2τ − εi) +
k∑
i=1

λi ‖xi − u‖2

= r2 +
k∑
i=1

λiεi(2τ − εi)

=
k∑
i=1

λi

(
‖xi − x‖2 + εi(2τ − εi)

)
=: r̃2

x. (44)

Then, ‖x− xi‖ <
√

(τ − ε)2 + (τ − εi)2 implies that r̃2
u + r̃Xτ + r̃2

yz is bounded as

r̃2
u + r̃Xτ + r̃2

yz =
k∑
i=1

λi

(
‖xi − x‖2 + εi(2τ − εi)

)
+ ε(2τ − ε)

<

k∑
i=1

λi
(
(τ − ε)2 + (τ − εi)2 + εi(2τ − εi)

)
+ ε(2τ − ε) = 2τ2,

and hence

r̃2 = min
{
r̃2
u + r̃Xτ, r̃

2
yz

}
.

Now, we split into cases whether r̃yz ≤
√
r̃2
u + r̃Xτ or

√
r̃2
u + r̃Xτ ≤ r̃yz. For r̃yz ≤

√
r̃2
u + r̃Xτ

case, applying r̃ = r̃yz to (43) gives

‖x− πX(u)‖ ≤

√√√√√r̃2
u + r̃2

yz − (2τ2 − r̃2
u − r̃2

yz − r̃Xτ)

 τ√
τ2 − r̃2

yz

− 1

. (45)
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For
√
r̃2
u + r̃Xτ ≤ r̃yz case, applying r̃ =

√
r̃2
u + r̃Xτ to (43) gives

‖x− πX(u)‖ ≤

√√√√2r̃2
u + r̃Xτ − (2τ2 − 2r̃2

u − 2r̃Xτ)
(

τ√
τ2 − (r̃2

u + r̃Xτ)
− 1
)

=
√

2τ2 − r̃Xτ − 2τ
√
τ2 − (r̃2

u + r̃Xτ)

Then RHS is an increasing function of r̃u. Hence applying r̃2
u ≤ 1

2 (r̃2
u + r̃2

yz − r̃Xτ) gives

‖x− πX(u)‖ ≤

√√√√√r̃2
u + r̃2

yz − (2τ2 − r̃2
u − r̃2

yz − r̃Xτ)

 τ√
τ2 − 1

2 (r̃2
u + r̃2

yz + r̃Xτ)
− 1

. (46)
Hence, combining (45) and (46) gives that

‖x− πX(u)‖

≤

√√√√√r̃2
u + r̃2

yz − (2τ2 − r̃2
u − r̃2

yz − r̃Xτ)

 τ√
τ2 −max

{
r̃2
yz,

1
2 (r̃2

u + r̃2
yz + r̃Xτ)

} − 1

.
Then, (44) gives that ‖x− πX(u)‖ is upper bounded as

‖x− πX(u)‖ ≤

√√√√√r̃2
x − (τ2 − r̃2

x + (τ − ε)2)

 τ√
τ2 − r̃2

u,x

− 1

,
where

r̃2
x :=

k∑
i=1

λi

(
‖xi − x‖2 + εi(2τ − εi)

)
,

r̃2
u,x := min

{
k∑
i=1

λi

(
‖xi − u‖2 + εi(2τ − εi)

)
,

1
2(r̃2

x + ε(2τ − ε)
}
.

J

C Proofs for Section 3

This section provides the proofs for Section 3, in particular focuses on proving Theorem 9.
To show the contractibility of the intersection of restricted balls

⋂
x∈I BX(x, rx), we fix a

point y0 ∈
⋂
x∈I BX(x, rx) and show that

⋂
x∈I BX(x, rx) deformation retracts to {y0}. This

deformation retract is constructed by sending each y ∈
⋂
x∈I BX(x, rx) to y0 via a curve

πX(ly0,y), where ly0,y is the line segment joining y0 and y in Rd. The key part is to show that
πX(ly0,y) ⊂

⋂
x∈I BX(x, rx), or equivalently, to show that for all x ∈ I and t ∈ [0, 1],

‖x− πX(ty0 + (1− t)y)‖ < rx.

This is implied from Lemma 37, as ‖x− y0‖ , ‖x− y‖ < rx implies that

‖x− πX(ty0 + (1− t)y)‖ ≤
√
t ‖x− y0‖2 + (1− t) ‖x− y‖2 < rx.
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We restate Theorem 9 and formally write its proof below.
Theorem 9. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points.

Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then, if rx ≤
√
τ2 + (τ − dX(x))2

for all x ∈ X , any nonempty intersection of restricted balls
⋂
x∈I BX(x, rx) for I ⊂ X is

contractible.

Proof of Theorem 9. Fix x ∈ I and let y1, y2 ∈ BX(x, rx). Let ly1,y2 : [0, 1] → BRd(x, rx)
with ly1,y2(t) = ty1 + (1 − t)y2 be the line segment joining y1 and y2. Then dX(yi) =
0 and ‖x− yi‖ < rx ≤

√
(τ − dX(x))2 + τ2 for i = 1, 2, hence Lemma 37 implies that

dX(ly1,y2(t)) < τ for all t ∈ [0, 1]. Hence πX(ly1,y2(t)) ∈ X is uniquely defined for each
t ∈ [0, 1]. And hence the curve γy1,y2 : [0, 1]→ X defined as γ(t) := πX(l(t)) is well-defined.

Now we argue that γy1,y2(t) ∈ BX(x, rx) for all t ∈ [0, 1], in other words, we show
‖x− γy1,y2(t)‖ < rx. Again, applying Lemma 37 gives the bound for‖x− γy1,y2(t)‖ as

‖x− γy1,y2(t)‖ ≤
√
t ‖x− y1‖2 + (1− t) ‖x− y2‖2 < rx.

Hence γy1,y2(t) ∈ BX(x, rx) for all t ∈ [0, 1].

Now, fix y0 ∈
⋂
x∈I

BX(x, rx), and define the map F :
( ⋂
x∈I

BX(x, rx)
)
×[0, 1]→

⋂
x∈I

BX(x, rx)

as F (y, t) = γy0,y(t). As we have shown above, γy0,y(t) ∈
⋂
x∈I

BX(x, rx) for all t, so F is a

well-defined. Also, for any y, ỹ ∈
⋂
x∈I

BX(x, rx) and t, t̃ ∈ [0, 1], Theorem (27) (ii) implies

∥∥F (y, t)− F (ỹ, t̃)
∥∥ =

∥∥γy0,y(t)− γy0,ỹ(t̃)
∥∥ =

∥∥πX(ly0,y(t))− πX(ly0,ỹ(t̃))
∥∥

≤
τ
∥∥ly0,y(t)− ly0,ỹ(t̃)

∥∥
τ −max

{
dX(ly0,y(t)), dX(ly0,ỹ(t̃))

} .
Then (ỹ, t̃) → (y, t) implies ly0,ỹ(t̃) = t̃y0 + (1 − t̃)ỹ → ty0 + (1 − t)y = ly0,y(t) and
dX(ly0,ỹ(t̃))→ dX(ly0,y(t)) < τ , and hence

∥∥F (y, t)− F (ỹ, t̃)
∥∥→ 0, and hence F is continuous.

Now, for all y ∈
⋂
x∈I

BX(x, rx), F (y, 0) = y and F (y, 1) = y0, and for all t ∈ [0, 1],

F (y0, t) = y0. Hence the intersection
⋂
x∈I

BX(x, rx) deformation retracts to a point {y0}. And

hence the intersection
⋂
x∈I

BX(x, rx) is contractible. J

Then Corollary 10 is a direct application of Theorem 9 to Nerve Theorem (Theorem 4).
Corollary 10 (Nerve Theorem on the restricted balls). Under the same condition

of Theorem 9, suppose rx ≤
√
τ2 + (τ − dX(x))2 for all x ∈ X , then the union of restricted

balls
⋃
x∈X BX(x, rx) is homotopy equivalent to the restricted Čech complex ČechX(X , r). If,

in addition, the union of restricted balls covers the target space X, that is,

X ⊂
⋃
x∈X

BX(x, rx), (47)

then X is homotopy equivalent to the restricted Čech complex ČechX(X , r).

Proof of Corollary 10. Let U := {BX(x, rx)}x∈X be the collection of balls. Then since Rd
is paracompact,

⋃
x∈X BX(x, rx) ⊂ Rd is paracompact as well. And from Theorem 9, any

nonempty finite intersection of U is contractible. Hence from Nerve Theorem (Theorem 4),⋃
x∈X BX(x, rx) is homotopy equivalent to the nerve N (U), which is the restricted Čech

complex ČechX(X , r). Further, under the covering condition (47), X =
⋃
x∈X BX(x, rx), so X

is homotopy equivalent to ČechX(X , r) as well.
J



32 Homotopy Reconstruction via Cech Complex and Vietoris-Rips Complex

D Proofs for Section 4

This section provides the proofs for Section 4, in particular focuses on proving Theorem 12.
As in Section 2.2, we use the following notation: For a closed set X and x ∈ Rd\X, let ΓX(x)
be the set of points in X closest to x, and ΘX(x) be the center of the smallest ball enclosing
ΓX(x).

To prove the deformation retract, we proceed similar to [22]. We find a continuous vector
field W : Xr\X→ Rd that satisfies

sup
x∈Xr\X

〈W (x),∇X(x)〉 < 0. (48)

And use the flow ψ generated from W , that is, d
dtψ(x, t) = W (ψ(x, t)) to find a homotopy

map giving a deformation retract from Xr to X. To use ψ as a homotopy map, we show that
the distance function dX decreases to 0 in a finite time on the integral curve ψx(·) := ψ(x, ·):
sufficiently, we show that

sup
(x,s):ψ(x,s)∈Xr\X

lim sup
h→0

dX(ψ(x, s+ h))− dX(ψ(x, s))
h

< 0. (49)

To construct a vector field W satisfying (48), the generalized gradient of the distance
function ∇X is necessarily required not to change too much. Lemma 38 asserts that the
generalized gradient of the distance function is not necessarily continuous but it also does
not change too much in terms of the inner product geometry.

I Lemma 38. Let X be a closed set and x ∈ Rd\X. Then

lim inf
y→x

〈∇X(y),∇X(x)〉 ≥ ‖∇X(x)‖2 .

Proof. Fix a small ε > 0. Let FX(x) be the radius of the ball enclosing ΓX(x), and consider
a compact set K := ∂BRd(x, dX(x))\BRd(ΘX(x),FX(x) + ε). Since ∂BRd(x, dX(x)) ∩ X ⊂
BRd(ΘX(x),FX(x) + ε), K does not intersect with X, i.e. K ⊂ Rd\X. Then since Rd\X
is an open set, for each q ∈ K, there exists rq > 0 such that BRd(q, 2rq) ⊂ Rd\X. And
{BRd(q, rq)}q∈K covers K, hence there exists a finite subcover {BRd(qi, rqi)}

m
i=1 that covers

K. Now, let ∆r := min{rqi : 1 ≤ i ≤ m}, then K∆r ⊂
⋃m
i=1 BRd(qi, 2rqi) ⊂ Rd\X holds.

Now, from the expansion

‖q −ΘX(x)‖2 = ‖x− q‖2 + ‖x−ΘX(x)‖2 − 2 〈x− q, x−ΘX(x)〉 ,

it is implied that if x ∈ ∂BRd(x, dX(x)), then x ∈ K is equivalent to

〈x− q, x−ΘX(x)〉 ≤ 1
2

(
dX(x)2 + dX(x)2 ‖∇X(x)‖2 − (FX(x) + ε)2

)
= dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1

2ε
2,

using FX(x)2 = dX(x)2
(

1− ‖∇X(x)‖2
)
. Hence q ∈ BRd(x, dX(x) + ∆r)\BRd(x, dX(x)) with

〈x− q, x−ΘX(x)〉 ≤ dX(x)2 ‖∇X(x)‖2 − εFX(x) − 1
2ε

2 implies that q ∈ K∆r. Then from
BRd(x, dX(x)) ∩ X = ∅ and K∆r ∩ X = ∅, for any q ∈ BRd(x, dX(x) + ∆r) ∩ X,

〈x− q, x−ΘX(x)〉 ≥ dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1
2ε

2. (50)
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Now, for δ ∈ (0, 1
2∆r), suppose y ∈ Rd with ‖y − x‖ < δ. Then dX(y) < dX(x) + δ, so

ΓX(y) ⊂ BRd(y, dX(y)) ⊂ BRd(y, dX(x) + δ) ⊂ BRd(x, dX(x) + 2δ) ⊂ BRd(x, dX(x) + ∆r).
Hence for any q ∈ ΓX(y), (50) implies that

〈y − q, x−ΘX(x)〉 = 〈x− q, x−ΘX(x)〉+ 〈y − x, x−ΘX(x)〉

≥
(
dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1

2ε
2
)
− ‖y − x‖ ‖x−ΘX(x)‖

≥ dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1
2ε

2 − δdX(x) ‖∇X(x)‖ . (51)

Since ΘX(y) is in the convex hull of ΓX(y), there exists q1, . . . , qk ∈ ΓX(y) and λ1, . . . , λk ∈
[0, 1] with

∑k
i=1 λiqi = ΘX(y). Then (51) implies that

〈y −ΘX(y), x−ΘX(x)〉 ≥ dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1
2ε

2 − δdX(x) ‖∇X(x)‖ ,

which implies that

〈∇X(y),∇X(x)〉 ≥
dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1

2ε
2 − δdX(x) ‖∇X(x)‖

dX(x)dX(y)

≥
dX(x)2 ‖∇X(x)‖2 − εFX(x)− 1

2ε
2 − δdX(x) ‖∇X(x)‖

dX(x)(dX(x) + δ) .

Hence by sending δ → 0,

lim inf
y→x

〈∇X(y),∇X(x)〉 ≥ ‖∇X(x)‖2 −
εFX(x) + 1

2ε
2

dX(x)2 .

And since the choice of ε was arbitrary small,

lim inf
y→x

〈∇X(y),∇X(x)〉 ≥ ‖∇X(x)‖2 .

J

To show (49), we generally show that for x, y ∈ Rd, the distance function is bounded as

dX(y)2 ≤ dX(x)2 + ‖x− y‖2 + 2dX(x) 〈y − x,∇X(x)〉 .

This implies that for x ∈ Rd\X and any differentiable curve γ with γ(s) = x,

lim sup
h→0

dX(γ(s+ h))− dX(γ(s))
h

≤ 〈γ′(s),∇X(x)〉 ,

and hence together with Lemma 38 implies (49). Lemma 39 bounds the distance function
values that are close to each other and improves Lemma 30.

I Lemma 39. Let X be a closed set and x, y ∈ Rd. Then the distance dX(y) is bounded as

dX(y)2 ≤ dX(x)2 + ‖x− y‖2 + 2dX(x) 〈y − x,∇X(x)〉 . (52)

In particular, suppose x ∈ Rd\X and let γ be a differentiable curve with γ(s) = x, then

lim sup
h→0

dX(γ(s+ h))− dX(γ(s))
h

≤ 〈γ′(s),∇X(x)〉 . (53)
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Proof. We first show (52). For any q ∈ ΓX(x),

‖y − q‖2 = ‖x− q‖2 + ‖y − x‖2 + 2 〈y − x, x− q〉

= ‖x− q‖2 + ‖y − x‖2 + 2 〈y − x, x−ΘX(x)〉+ 2 〈y − x,ΘX(x)− q〉 . (54)

Then since ΘX(x) is in the convex hull of ΓX(x), there exists q1, . . . , qk ∈ ΓX(x) and
λ1, . . . , λk ∈ [0, 1] with

∑k
i=1 λiqi = ΘX(x). Then 2

∑k
i=1 λi 〈y − x,ΘX(x)− qi〉 = 0, so

there exists qj ∈ ΓX(x) with

〈y − x,ΘX(x)− qj〉 ≤ 0,

and applying this to (54) gives

‖y − qj‖2 ≤ ‖x− qj‖2 + ‖y − x‖2 + 2 〈y − x, x−ΘX(x)〉

= ‖x− qj‖2 + ‖y − x‖2 + 2dX(x) 〈y − x,∇X(x)〉 .

Then applying dX(y) ≤ ‖y − qj‖ and dX(x) = ‖x− qj‖ gives (52).
For (53), from dX(γ(s)) = dX(x) > 0, applying γ(s+ h) and γ(s) to (52) and rearranging

gives

dX(γ(s+ h))− dX(γ(s))
h

≤
1
h ‖γ(s+ h)− γ(s)‖2 + 2dX(γ(s))

〈 1
h (γ(s+ h)− γ(s)),∇X(x)

〉
dX(γ(s+ h)) + dX(γ(s)) .

Then from γ being differentiable, as h→ 0, γ(s+ h)→ γ(s), 1
h ‖γ(s+ h)− γ(s)‖2 → 0, and

1
h (γ(s+ h)− γ(s))→ γ′(s) hold, and (53) follows.

J

Now, from Lemma 38 and Lemma 39, we can construct a vector field W with the desired
properties, and build a homotopy map from W . We restate Theorem 12 and formally write
its proof below.

Theorem 12. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0. For r ≤ τµ, the
r-offset Xr deformation retracts to X. In particular, X and Xr are homotopy equivalent.

Proof of Theorem 12. For each x ∈ Xr\X, let Wx : Ux → Rd be a vector field on a small
neighborhood Ux of x defined as a constant Wx(y) = −∇X(x). Then from Lemma 38 and
the µ-reach condition, Ux can be chosen arbitrary small so that

〈Wx(y),∇X(y)〉 ≤ −µ2 ‖∇X(y)‖ . (55)

From the open cover {Ux} ⊃ Xr\X, take a locally finite covering {Uxi}i∈N, and take a
smooth partition of unity {ρi}i∈N subordinate to {Uxi}i∈N. Then we define a vector field
W : Xr\X→ Rd as

W =
∑
i∈N

ρiWi.

Then note that for any x ∈ Xr\X, (55) implies

〈W (x),∇X(x)〉 =
〈∑
i∈N

ρiWi(x),∇X(x)
〉
≤ −µ2 ‖∇X(x)‖ . (56)

Then, since Xr\X is an open set in Rd and W is smooth on Xr\X, Fundamental Theorem of
flows (Theorem 25 implies that there exists a domain D ⊂ (Xr\X)× [0,∞) and the unique



J. Kim, J. Shin, F. Chazal, A. Rinaldo, and L. Wasserman 35

smooth flow ψ : D× [0,∞) → Xr\X, i.e. d
dsψ(x, s) = W (ψ(x, s)). Such D is a maximal in

that D is the set of points (x, s) such that the integral curve ψx(·) := ψ(x, ·) exists on an
interval containing [0, s].

Now, Lemma 39 and (56) implies

lim sup
h→0

dX(ψ(x, s+ h))− dX(ψ(x, s))
h

≤
〈
∇X(ψ(x, s)), d

ds
ψ(x, s)

〉
= 〈∇X(ψ(x, s)),W (ψ(x, s))〉

≤ −µ2 ‖∇X(x)‖ ≤ −µ
2

2 . (57)

Hence dX is strictly decreasing along the integral curve ψx.
Let Dx := {s ∈ [0,∞) : (x, s) ∈ D}, then Dx is a connected open set in [0,∞), and (57)

implies that sx := supDx ≤ dX(x)
µ2/2 ≤

2τµ
µ2 < ∞, so Dx = [0, sx). And since ‖(ψx)′(s)‖ =

‖W (ψx(s))‖ < ∞ for all s ∈ [0, sx), ψx([0, sx)) is a curve of finite length. Hence there
exists a limit ψx(sx) := lims→sx ψ

x(s), and we can extend ψx continuously on [0,∞) by
ψx(s) = ψx(sx) if s ≥ sx. Using this, we extend ψ on Xr × [0,∞) as

ψ(x, s) =
{
ψx(sx), if x ∈ Xr\X,
x, if x ∈ X.

Now we show that ψ is continuous on Xr × [0,∞). If (x0, s0) ∈ D, then ψ is smooth on an
open set D, so ψ is continuous at (x0, s0). When x0 ∈ Xr\X and s0 /∈ Dx, let ρx > 0 be
small enough so that B(x0, ρx) ×

[
0, sx0 −

µ2

8 ε
]
⊂ D and |ψ(x, s)− ψ(x0, s)| ≤ µ2ε

8 for all

(x, s) ∈ B(x0, ρx)×
[
0, sx0 −

µ2

8 ε
]
. Then s0 ≥ sx0 holds. And for any x ∈ B(x0, ρx),

dX

(
ψ

(
x, sx0 −

µ2

8 ε

))
≤
∣∣∣∣dX(ψ(x, sx0 −

µ2

8 ε

))
− dX

(
ψ

(
x0, sx0 −

µ2

8 ε

))∣∣∣∣
+
∣∣∣∣dX(ψ(x0, sx0 −

µ2

8 ε

))
− dX(ψ(x0, sx0))

∣∣∣∣+ dX(ψ(x0, sx0))

≤ µ2ε

4 ,

then (57) implies that
∣∣∣sx − (sx0 −

µ2

8 ε
)∣∣∣ ≤ ε

2 . Hence for (x, s) with ‖x− x0‖ < ρx and

‖s− s0‖ < µ2

8 ε, s0 ≥ sx0 and s ≥ s0 − µ2

8 ε ≥ sx0 −
µ2

8 ε imply

‖ψ(x, s)− ψ(x0, s0)‖ = ‖ψ(x,min{s, sx})− ψ(x0, sx0)‖

≤
∥∥∥∥ψ(x,min{s, sx})− ψ

(
x, sx0 −

µ2

8 ε

)∥∥∥∥+
∥∥∥∥ψ(x, sx0 −

µ2

8 ε

)
− ψ

(
x0, sx0 −

µ2

8 ε

)∥∥∥∥
+
∥∥∥∥ψ(x0, sx0 −

µ2

8 ε

)
− ψ (x0, sx0)

∥∥∥∥
≤ ε

2 + µ2ε

8 + µ2ε

8 < ε.

Hence ψ is continuous at (x0, s0). When x0 ∈ X, let x ∈ B(x0,
µ2

4 ε). Then dX(x) < µ2

4 ε, so
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sx <
ε
2 . Then for any x ∈ B(x0,

µ2

4 ε) and for any s ≥ 0,

‖ψ(x, s)− ψ(x0, s)‖ = ‖ψ(x, s)− x0‖ = ‖ψ(x, s)− x‖+ ‖x− x0‖

<
ε

2 + µ2ε

4 ≤ ε.

Hence ψ is continuous at (x0, s0).
Now, we define the deformation retract H : Xr × [0, 1] → Xr as H(x, t) = ψ

(
x, 2

µ2 t
)
.

Then, H(x, 0) = x for all x ∈ Xr and H(x, t) = x for all x ∈ X. Also, since sx ≤ 2
µ2 for all x,

H(x, 1) = ψ
(
x, 2

µ2

)
∈ X for all x ∈ Xr. Also, H is continuous since ψ is continuous. Hence

H gives the deformation retract from Xr to X. J

For showing Lemma 14, we directly construct a map ψ : X{ → (Xr){ as

ψ(x) =
{
x+ (r−dX(x))

dX(x) (x− πX(x)), if x ∈ Xr\X,
x, if x /∈ Xr,

and show that X deformation retracts to (Xr){ using the map ψ. We restate Lemma 14 and
formally write its proof below.

Lemma 14. Let X ⊂ Rd be a subset with positive reach τ > 0. For r ≤ τ , X{ deformation
retracts to (Xr){. In particular, X{ and (Xr){ are homotopy equivalent.

Proof of Lemma 14. For x ∈ X{, let the function ψ : X{ → (Xr){ be

ψ(x) =
{
x+ (r−dX(x))

dX(x) (x− πX(x)), if x ∈ Xr\X,
x, if x /∈ Xr.

From r ≤ τ , this function is well defined, and ψ is continuous on X{. Also, if x /∈ Xr then
ψ(x) = x /∈ Xr and if x ∈ Xr\X,

‖ψ(x)− πX(x)‖ =
(

1 + r − dX(x)
dX(x)

)
‖x− πX(x)‖ = r,

so ψ(x) /∈ Xr. Hence in any case, ψ(x) ∈ (Xr){. And if x ∈ (Xr){, then ψ(x) = x on (Xr){.
Now, we define the deformation retract H : X{× [0, 1]→ X{ as H(x, t) = (1− t)x+ tψ(x).

Then, H(x, 0) = x for all x ∈ X{, H(x, t) = x for all x ∈ (Xr){, and H(x, 1) ∈ (Xr){ for all
x ∈ Xr. Also, H is continuous since ψ is continuous. Hence H gives the deformation retract
from X{ to (Xr){.

J

Corollary 15. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0. For r, s > 0 with
s ≤ r, let Xr,s := (((Xr){)s){ be the double offset of X. If r < τµ and s < µr, then Xr,s
and X are homotopy equivalent, and the reach of Xr,s is greater than or equal to s, that is,
τXr,s ≥ s.

Proof of Corollary 15. Since X has a positive µ-reach τµ and r < τµ, Theorem 12 implies
that X and Xr are homotopy equivalent. Then, by r < τµ and Theorem 31,

τ(Xr){ ≥ µr.
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Then, from Lemma 14 and s < µr, Xr = ((Xr){){ and Xr,s = (((Xr){)s){ are homotopy
equivalent. And hence, X and Xr,s are homotopy equivalent as well. Also, again by s < µr

and Theorem 31,

τXr,s = τ(((Xr){)s){ ≥ s.

J

E Proofs for Section 5

This section provides the proofs for Section 5, and in particular, focuses on proving Theorem 19
and 20. For this section, we define some notions for (weighted) barycenter and radius. For a
given set of radii r = {rx : x ∈ X}, Let (weighted) barycenter bcr : 2X → R and (weighted)
radius Radr : 2X → R be functions defined on a simplex defined as

bcr(σ) = arg min
y∈Rd

max
x∈σ

‖x− y‖
rx

,

Radr(σ) = max
x∈σ
‖x− bcr(σ)‖ . (58)

And we drop the notation r when rx’s are all equal, i.e.

bc(σ) = arg min
y∈Rd

max
x∈σ
‖x− y‖ ,

Rad(σ) = max
x∈σ
‖x− bc(σ)‖ . (59)

bc(σ) is the usual center of the smallest enclosing ball, and Rad(σ) is its radius. Also, note
that bcr(σ) ∈

⋂
x∈σ BRd(x, rx) if and only if miny∈Rd maxx∈σ ‖x−y‖rx

< 1.
We first extend the interleaving relationship of the ambient Čech complex and the Vietoris-

Rips complex in (4) to the different radii case in Lemma 16. The proof is similar to the proof
of Theorem 2.5 in [16] but modified to adapt to different radii case.

Lemma 16. Let X ⊂ Rd be a set of points. Let {rx > 0 : x ∈ X} be a set of radii
indexed by x ∈ X . Then,

ČechRd(X , r) ⊂ Rips(X , r) ⊂ ČechRd
(
X ,
√

2d
d+ 1r

)
.

Proof of Lemma 16. The first inclusion ČechRd(X , r) ⊂ Rips(X , r) is trivial.
For the second inclusion, the equivalent statement is as follows: if σ = {x0, . . . , xk} ⊂ Rd

satisfies that ‖xi − xj‖ < ri + rj for all 0 ≤ i, j ≤ k, then the intersection of the balls⋂k
i=0 BRd

(
xi,
√

2d
d+1rxi

)
is nonempty.

We first prove this for the case k ≤ d. Consider a function f : Rd → R defined as

f(y) = max
0≤i≤k

‖xi − y‖
rxi

.

This is continuous, and f(y) → ∞ as y → ∞, so f has a global minimum f(y0) at
y0 := bcr(σ). Then y0 ∈ co(σ) where co(σ) is the convex hull of σ, since otherwise∥∥xi − πco(σ)(y0)

∥∥ < ‖xi − y0‖ for each xi ∈ X , contradicting the minimality of y0.
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Let x̂i := xi − y0 be the translated xi’s. We can find a convex combination (a0/rx0)x̂0 +
· · · + (ak/rxk)x̂k = 0 for some j ≤ k, after relabeling so that a0 > 0 is the largest among
a0, . . . , ak and all ai’s are nonnegative. Then −x̂0 =

∑k
i=1

ai/rxi
a0/rx0

x̂i, and so

−r2
x0
f(y0)2 = −‖x̂0‖2 =

k∑
i=1

ai/rxi
a0/rx0

〈x̂0, x̂i〉 .

Then at least one i should satisfy (ai/a0) 〈x̂0, x̂i〉 ≤ −
rx0rxif(y0)2

k ,which can be weakened to
〈x̂0, x̂i〉 ≤ −

rx0rxif(y0)2

d . Putting these together gives

f(y0)2(r2
x0

+ 2
d
rx0rxi + r2

xi) ≤ ‖x̂0‖2 − 2 〈x̂0, x̂i〉+ ‖x̂i‖2

= ‖x̂0 − x̂i‖2 = (rx0 + rxi)2.

Then from AM-GM inequality,

r2
x0

+ 2
d
rx0rxi + r2

xi = d− 1
2d (r2

x0
+ r2

xi) +
(
d+ 1

2d (r2
x0

+ r2
xi) + 2

d
rx0rxi

)
≥ d− 1

d
rx0rxi +

(
d+ 1

2d (r2
x0

+ r2
xi) + 2

d
rx0rxi

)
= d+ 1

2d (rx0 + rxi)2.

Hence combining these gives

f(y0)2 d+ 1
2d (rx0 + rxi)2 ≤ f(y0)2(r2

x0
+ 2
d
rx0rxi + r2

xi) ≤ (rx0 + rxi)2,

and hence

f(y0) ≤
√

2d
d+ 1 .

Therefore y0 ∈
⋂k
i=0 BRd

(
xi,
√

2d
d+1rxi

)
, i.e.

⋂k
i=0 BRd

(
xi,
√

2d
d+1rxi

)
is nonempty.

For the case k > d, the result follows by the Helly’s theorem [18]. This asserts that a
collection of k ≥ d + 2 convex sets in Rd has a nonempty intersection if and only if it is
true for each subcollection of size d+ 1. Now, for any k + 1 points σ = {x0, . . . , xk} with
k ≥ d+ 1, any subset ς ⊂ σ with |ς| = d+ 1 satisfy that

⋂
x∈ς BRd

(
x,
√

2d
d+1rx

)
is nonempty.

Hence by Helly’s theorem,
⋂k
i=0 BRd

(
xi,
√

2d
d+1rxi

)
is nonempty as well. J

We also set up the interleaving relationship between the restricted Čech complex
ČechX(X , r) and the ambient Čech complex ČechRd(X , r) in Lemma 17. The proof is
a direct application of Lemma 34. We restate Lemma 17 and formally write its proof.

Lemma 17. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points.
Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then,

ČechX(X , r) ⊂ ČechRd(X , r) ⊂ ČechX(X , r′),

where r′ = {r′x > 0 : x ∈ X} with

r′x =
√

2τ (r2
x + dX(x) (2τ − dX(x)))

τ +
√
τ2 − (r2

x + dX(x) (2τ − dX(x)))
− dX(x) (2τ − dX(x)).
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Equivalently,

ČechRd(X , r′′) ⊂ ČechX(X , r) ⊂ ČechRd(X , r),

where r′′ = {r′′x > 0 : x ∈ X} with

r′′x =
√
τ2 − dX(x)(2τ − dX(x))− (2τ2 − r2

x − dX(x)(2τ − dX(x)))2

4τ2 .

Proof of Lemma 17. For ČechX(X , r) ⊂ ČechRd(X , r), this is implied from BX(x, rx) ⊂
BRd(x, rx).

For ČechRd(X , r) ⊂ ČechX(X , r′), let [x1, . . . , xk] ∈ ČechRd(X , r), then there exists
λ1, . . . , λk ∈ [0, 1] with

∑
λi = 1 such that

u :=
∑

λixi ∈
k⋂
i=1

BRd(xi, rxi).

Then from Lemma 34,

‖xi − πX(u)‖

≤

√√√√√√ 2τ
(
‖u− xi‖2 + dX(xi) (2τ − dX(xi))

)
τ +

√
τ2 −

(
‖u− xi‖2 + dX(xi) (2τ − dX(xi))

) − dX(xi) (2τ − dX(xi))

<

√√√√ 2τ
(
r2
xi + dX(xi) (2τ − dX(xi))

)
τ +

√
τ2 −

(
r2
xi + dX(xi) (2τ − dX(xi))

) − dX(xi) (2τ − dX(xi)) := r′xi .

And hence

πX(u) ∈
k⋂
j=1

BX

(
xj , r

′
xj

)
.

Therefore, [x1, . . . , xk] ∈ ČechX(X , r′) as well, and hence ČechRd(X , r) ⊂ ČechX(X , r′) holds.
J

Then, Corollary 18 is a combination of Lemma 16 and 17. We restate Corollary 18 and
formally write its proof.

Corollary 18. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of
points. Let r = {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Then,

ČechX(X , r) ⊂ Rips(X , r) ⊂ ČechX(X , r′′′),

where r′′′ = {r′′′x > 0 : x ∈ X} with

r′′′x =

√√√√√√ 2τ
(

2d
d+1r

2
x + dX(x) (2τ − dX(x))

)
τ +

√
τ2 −

(
2d
d+1r

2
x + dX(x) (2τ − dX(x))

) − dX(x) (2τ − dX(x)).
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Proof of Corollary 18. For ČechX(X , r) ⊂ Rips(X , r), this is implied by Lemma 16 and 17
as

ČechX(X , r) ⊂ ČechRd(X , r) ⊂ Rips(X , r).

For Rips(X , r) ⊂ ČechX(X , r′′′), this is again implied by Lemma 16 and 17 as

Rips(X , r) ⊂ ČechRd
(
X ,
√

2d
d+ 1r

)
⊂ ČechX(X , r′′′).

J

To show Theorem 19 and 20, we consider a generalized commutative diagram of (12). Let
X be a paracompact space, let U = {Ui}i∈I , U ′ = {U ′i}i∈I′ , be good covers of X, and let S be
a simplicial complex satisfying NU ⊂ S ⊂ NU ′, so that the following diagram commutes:

X
φ

}}
NU

ıNU→S
!!

ıNU→NU′ // NU ′

ψ′
aa

S
ıS→NU′

==

. (60)

In Theorem 19, NU = ČechX(X , r), NU ′ = ČechX(X , r′), and S = ČechRd(X , r), and
in Theorem 20, NU = ČechX(X , r), NU ′ = ČechX(X , r′′′), and S = Rips(X , r). Then
our goal is to construct a homotopy equivalence between X and S. The maps between
X and S are naturally defined as Φ : X → S and Ψ : S → X by Φ = ıNU→S ◦ φ and
Ψ = ψ′ ◦ ıS→NU ′ . Then, Ψ ◦ Φ ' idX naturally follows by the commutative diagram in
(60). However, Φ ◦ Ψ ' idS needs an additional condition. We suppose the existence of
ρ : S → NU such that ıNU→S ◦ ρ : S → S is homotopy equivalent to idS : S → S, so that
the following diagram commutes:

X
φ

}}
NU

ıNU→S ((

ıNU→NU′ // NU ′

ψ′
aa

S

ρ
gg

ıS→NU′

==

. (61)

Then Φ ◦Ψ ' idS can be deduced from this commutative diagram. We summarize this result
in Lemma 40.

I Lemma 40. Let X be a paracompact space, and let U = {Ui}i∈I , U ′ = {U ′i}i∈I′ , be good
covers of X, with I ⊂ I ′ and Ui ⊂ U ′i for all i ∈ I. Let S be a simplicial complex satisfying
NU ⊂ S ⊂ NU ′. Suppose there exists ρ : S → NU such that ıNU→S ◦ρ : S → S is homotopy
equivalent to idS : S → S. Then X and S are homotopy equivalent.

Proof of Lemma 40. Let φ : X → NU and ψ : NU ′ → X be the maps giving homotopy
equivalence of the Nerve Theorem. Then from Lemma 26, the following diagram commutes
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at homotopy level:

X
φ

}}
NU

ıNU→NU′ // NU ′

ψ′
aa . (62)

To show homotopy equivalence, we define maps Φ : X → S and Ψ : S → X by Φ =
ıNU→S ◦ φ and Ψ = ψ′ ◦ ıS→NU ′ . Then, we need to show that Ψ ◦ Φ ' idX and Φ ◦Ψ ' idS
on homotopy level.

For Ψ ◦ Φ ' idX, consider the diagram below, which is (60):

X
φ

}}
NU

ıNU→S
!!

ıNU→NU′ // NU ′

ψ′
aa

S
ıS→NU′

==

.

Then from (62), ψ′ ◦ ıNU→NU ′ ◦ φ ' idX holds, and hence

Ψ ◦ Φ = ψ′ ◦ ıS→NU ′ ◦ ıNU→S ◦ φ
= ψ′ ◦ ıNU→NU ′ ◦ φ
' idX.

And hence Ψ ◦ Φ ' idX on homotopy level.
For Φ ◦Ψ ' idS , consider the diagram below, which is (61):

X
φ

}}
NU

ıNU→S ((

ıNU→NU′ // NU ′

ψ′
aa

S

ρ
gg

ıS→NU′

==

.

Then ıNU→S ◦ ρ ' idS holds from the condition, and from (62), φ ◦ ψ′ ◦ ıNU→NU ′ ' idNU
holds, and hence

Φ ◦Ψ = ıNU→S ◦ φ ◦ ψ′ ◦ ıS→NU ′
' ıNU→S ◦ φ ◦ ψ′ ◦ ıS→NU ′ ◦ ıNU→S ◦ ρ
= ıNU→S ◦ φ ◦ ψ′ ◦ ıNU→NU ′ ◦ ρ
' ıNU→S ◦ ρ
' idS .

And hence Φ ◦Ψ ' idS on homotopy level.
J

Hence for showing Theorem 19 and 20, the problem reduces to finding a subcomplex in
ČechX(X , r) that is homotopy equivalent to S = ČechRd(X , r) or S = Rips(X , r). To do this,
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for each σ = [x1 . . . xk] ∈ S, we choose bσ to be a point in a convex hull of {x1, . . . , xk}, and
we find yσ ∈ X to be a point close to πX(bσ) such that

[x1, . . . , xk] '
k∑
i=1

[x1 · · · x̂i · · ·xkyσ] in S. (63)

We use the notation [x1, . . . , xk] to emphasize that each simplex is considered with its
topology structure, and [x1 · · · x̂i · · ·xkyσ] means that the vertex xi is removed. To show
(63), we need several bounds for ‖xi − yσ‖ and ‖yς − yσ‖, which we collect in Claim 41.

B Claim 41. Let τ > 0, X ⊂ Rd be a subset with reach τX ≥ τ > 0, and X ⊂ Rd be a set of
points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . For each σ ⊂ X , let εσ ≥ 0
be satisfying dX(x) ≤ εσ for all x ∈ σ. Let δ > 0, and suppose X ⊂

⋃
x∈X BX(x, δ). For each

σ ⊂ X , let bσ be a point in the convex hull of σ, and let rσ := maxx∈σ ‖x− bσ‖. Then for
each σ ⊂ X , there exists yσ ∈ X that satisfy the followings:
(i) If rσ < τ , then

dX(bσ) ≤ τ −
√

(τ − εσ)2 − r2
σ.

(ii) If rσ ≤ τ − εσ, then

‖xi − πX(bσ)‖ ≤
√
r̃2
bσ
− εσ(2τ − εσ),

and

‖xi − yσ‖ <
√
r̃2
bσ
− εσ(2τ − εσ) + δ,

where

r̃2
bσ :=

2τ
(
r2
σ + εσ(2τ − εσ)

)
τ +

√
τ2 − (r2

σ + εσ(2τ − εσ))
.

(iii) If rσ < τ − εσ and suppose ς ⊂ σ , then

r̃2
bσ − εσ(2τ − εσ) ≤ r̃2

bσ − (2τ2 − r̃2
bσ )

 τ√
τ2 − r̃2

δ,b

− 1

+ δ2,

and

‖yς − yσ‖ <

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ,

where r̃2
bσ

is from (ii) and

r̃2
δ,b := min

{
δ2 + εσ(2τ − εσ), 1

2 r̃
′2
bσ

}
.

(iv) Suppose that for all ς with {x1, . . . , xj} ⊂ ς ⊂ σ, bς ∈
⋂
x∈ς BRd(x, rx). If rσ < τ − εσ

and suppose

δ+

√√√√√r2
σ − l̃2 + εσ(2τ − εσ)− ((τ − εσ)2 − r2

σ + l̃2 + (τ − εl̃)2)

 τ√
τ2 − r̃2

δ,c

− 1

 ≤ rmin,
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where

l̃ := 1
2

(
rmin − τ +

√
(τ − εσ)2 − r2

σ − δ
)
,

εl̃ := τ −
√

(τ − εσ)2 − r2
σ + l̃,

r̃2
δ,c := min

{
δ2 + εσ(2τ − εσ), 1

2(r2
σ − l̃2 + εσ(2τ − εσ) + εl̃(2τ − εl̃))

}
.

Then σ ∈ ČechRd(X , r) implies that

[x1 · · ·xjy[x1···xj ]y[x1···xj+1] · · · y[x1···xk]] ∈ ČechRd(X , r).

(v) If rσ < τ − εσ and suppose√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ ≤ 2rmin,

where r̃bσ is from (ii) and r̃δ,b is from (iii), then σ ∈ Rips(X , r) implies that

[x1 · · ·xjy[x1···xj ]y[x1···xj+1] · · · y[x1···xk]] ∈ Rips(X , r).

Proof of Claim 41. For choosing yσ ∈ X , we divide the problem into two cases. If
d(πX(bσ), σ) < δ, then choose yσ = arg minx∈σ ‖x− πX(bσ)‖. Otherwise, by using covering
condition, choose yσ ∈ X be satisfying ‖yσ − πX(bσ)‖ < δ.

(i)
From dX(xi) ≤ εσ < τ for i = 1, . . . , k, dX(bσ) ≤ rσ ≤ τ − εσ, and dX(bσ) < τ , applying

Lemma 36 gives

‖bσ − πX(bσ)‖ ≤ τ −

√√√√((τ − ε)2 −
k∑
i=1

λi ‖xi − bσ‖2
)

+

≤ τ −
√

(τ − εσ)2 − r2
σ.

(ii)
Note that ‖xi − bσ‖ ≤ rσ ≤ τ − εσ, so applying Lemma 34 gives

‖xi − πX(bσ)‖

≤

√√√√√√ 2τ
(
‖xi − bσ‖2 + εσ(2τ − εσ)

)
τ +

√
τ2 −

(
‖xi − bσ‖2 + εσ(2τ − εσ)

) − εσ(2τ − εσ).

≤
√

2τ (r2
σ + εσ(2τ − εσ))

τ +
√
τ2 − (r2

σ + εσ(2τ − εσ))
− εσ(2τ − εσ)

≤
√
r̃2
bσ
− εσ(2τ − εσ),

where

r̃2
bσ :=

2τ
(
r2
σ + εσ(2τ − εσ)

)
τ +

√
τ2 − (r2

σ + εσ(2τ − εσ))
.
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And hence

‖xi − yσ‖ ≤ ‖xi − πX(bσ)‖+ ‖πX(bσ)− yσ‖

<
√
r̃2
bσ
− εσ(2τ − εσ) + δ.

(iii)
Without loss of generality assume that ς = [x1 · · ·xj ] and σ = [x1 · · ·xk] with j ≤ k.

Then (ii) implies that for each i = 1, . . . , j ,

‖xi − πX(bσ)‖ ≤
√

2τ (r2
σ + εσ(2τ − εσ))

τ +
√
τ2 − (r2

σ + εσ(2τ − εσ))
− εσ(2τ − εσ).

We divide the problem into two cases. First, consider the case d(bς , ς) < δ. Then yς = xl for
some xl ∈ ς and

‖yς − πX(bσ)‖ = ‖xl − πX(bσ)‖ ≤
√

2τ (r2
σ + εσ(2τ − εσ))

τ +
√
τ2 − (r2

σ + εσ(2τ − εσ))
− εσ(2τ − εσ)

=
√
r̃2
bσ
− εσ(2τ − εσ),

where r̃2
bσ

= 2τ(r2
σ+εσ(2τ−εσ))

τ+
√
τ2−(r2

σ+εσ(2τ−εσ))
is from (ii). And hence for d(bς , ς) < δ case,

‖yς − yσ‖ ≤ ‖yς − πX(bσ)‖+ ‖πX(bσ)− yσ‖

<
√
r̃2
bσ
− εσ(2τ − εσ) + δ. (64)

Otherwise, d(bς , ς) ≥ δ, i.e. ‖xi − bς‖ ≥ δ for all 1 ≤ i ≤ j. Then

‖πX(bσ)− xi‖ <
√

2τ ((τ − εσ)2 + εσ(2τ − εσ))
τ +

√
τ2 − ((τ − εσ)2 + εσ(2τ − εσ))

− εσ(2τ − εσ)

=
√
τ2 + (τ − εσ)2.

So Lemma 37 is applicable and gives

‖πX(bσ)− πX(bς)‖ ≤

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

bς ,bσ

− 1

,
where

r̃′
2
bσ :=

k∑
i=1

λi

(
‖xi − πX(bσ)‖2 + εσ(2τ − εσ)

)
,

r̃′
2
bς ,bσ := min

{
k∑
i=1

λi

(
‖xi − bς‖2 + εσ(2τ − εσ)

)
,

1
2 r̃
′2
bσ

}
.

Then, RHS is an increasing function of ‖xi − πX(bσ)‖2 and a decreasing function of ‖xi − bς‖2,
and from ‖xi − bς‖ ≥ δ for all 1 ≤ i ≤ j , we have

‖πX(bς)− πX(bσ)‖ ≤

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

,
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where

r̃2
bσ =

2τ
(
r2
σ + εσ(2τ − εσ)

)
τ +

√
τ2 − (r2

σ + εσ(2τ − εσ))
,

r̃2
δ,b := min

{
δ2 + εσ(2τ − εσ), 1

2 r̃
2
bσ

}
.

And hence for d(bς , ς) ≥ δ case,

‖yς − yσ‖ ≤ ‖yς − πX(bς)‖+ ‖πX(bς)− πX(bσ)‖+ ‖πX(bσ)− yσ‖

<

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ. (65)

Hence (64) and (65) gives that for any case,

‖yς − yσ‖

< δ + max


√
r̃2
bσ
− εσ(2τ − εσ),

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ δ

 . (66)

Now, we show r̃2
bσ
− εσ(2τ − εσ) ≤ r̃2

bσ
− (2τ2− r̃2

bσ
)
(

τ√
τ2−r̃′2δ

− 1
)

+ δ2. We again divide

it into two cases. First, when 1
2 r̃

2
bσ
≤ δ2 + εσ(2τ − εσ), then r̃2

δ,b = 1
2 r̃

2
bσ

and therefore,

r̃2
bσ − (2τ2 − r̃2

bσ )

 τ√
τ2 − r̃2

δ,b

− 1

 = r̃2
bσ − (2τ2 − r̃2

bσ )

τ −
√
τ2 − 1

2 r̃
2
bσ√

τ2 − 1
2 r̃

2
bσ


= 2τ2 − 2τ

√
τ2 − 1

2 r̃
2
bσ

= 2τ2 −
√

4τ4 − 2τ2r̃2
bσ

≥ 2τ2 −
√

4τ4 − 2τ2r̃2
bσ

+ 1
4 r̃

4
bσ

= 1
2 r̃

2
bσ

≥ r̃2
bσ − (δ2 + εσ(2τ − εσ))

=
(
r̃2
bσ − εσ(2τ − εσ)

)
− δ2.

And hence for 1
2 r̃

2
bσ
≤ δ2 + εσ(2τ − εσ) case,

r̃2
bσ − εσ(2τ − εσ) ≤ r̃2

bσ − (2τ2 − r̃2
bσ )

 τ√
τ2 − r̃′2δ

− 1

+ δ2. (67)

Second, when δ2 + εσ(2τ − εσ) ≤ 1
2 r̃

2
bσ
, then r̃2

δ,b = δ2 + εσ(2τ − εσ), and therefore,

r̃2
bσ − (2τ2 − r̃2

bσ )

 τ√
τ2 − r̃2

δ,b

− 1

 = r̃2
bσ − (2τ2 − r̃2

bσ )

τ −
√
τ2 − r̃2

δ,b√
τ2 − r̃2

δ,b


= r̃2

bσ −
(2τ2 − r̃2

bσ
)r̃2
δ,b√

τ2 − r̃2
δ,b(τ +

√
τ2 − r̃2

δ,b)
.
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Then from r̃2
δ,b = δ2 + εσ(2τ − εσ) ≤ 1

2 r̃
2
bσ
, 2τ2−r̃2

bσ√
τ2−r̃2

δ,b
(τ+
√
τ2−r̃2

δ,b
)
is lower bounded as

2τ2 − r̃2
bσ√

τ2 − r̃2
δ,b(τ +

√
τ2 − r̃2

δ,b)
=

2τ2 − r̃2
bσ

τ2 − r̃2
δ,b + τ

√
τ2 − r̃2

δ,b

≤
2τ2 − r̃2

bσ

τ2 − r̃2
δ,b + (τ2 − r̃2

δ,b)

≤
2τ2 − r̃2

bσ

2τ2 − r̃2
bσ

= 1,

and hence

r̃2
bσ − (2τ2 − r̃2

bσ )

 τ√
τ2 − r̃2

δ,b

− 1

 = r̃2
bσ −

(2τ2 − r̃2
bσ

)r̃2
δ,b√

τ2 − r̃2
δ,b(τ +

√
τ2 − r̃2

δ,b)

≥ r̃2
bσ − r̃

2
δ,b

=
(
r̃2
bσ − εσ(2τ − εσ)

)
− δ2.

And hence for δ2 + εσ(2τ − εσ) ≤ 1
2 r̃

2
bσ

case,

r̃2
bσ − εσ(2τ − εσ) ≤ r̃2

bσ − (2τ2 − r̃2
bσ )

 τ√
τ2 − r̃′2δ

− 1

+ δ2. (68)

Hence from (67) and (68), for any case,

r̃2
bσ − εσ(2τ − εσ) ≤ r̃2

bσ − (2τ2 − r̃2
bσ )

 τ√
τ2 − r̃′2δ

− 1

+ δ2.

and applying this to (66) gives that

‖yς − yσ‖ <

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ.

(iv)
We need to find b̃ ∈ Rd and check that

∥∥xi − b̃∥∥ < rxi for i = 1, . . . , k and
∥∥yς − b̃∥∥ < ryς

for all ς with {x1, . . . , xj} ⊂ ς ⊂ σ = {x1, . . . , xk}. We let

l̃ := 1
2

(
rmin − τ +

√
(τ − εσ)2 − r2

σ − δ
)
,

and divide the problem into two cases.
First, if all ς with {x1, . . . , xj} ⊂ ς ⊂ σ satisfy that ‖bς − bσ‖ ≤ l̃, then we can set b̃ := bσ.

For this case, for i = 1, . . . , j,∥∥xi − b̃∥∥ = ‖xi − bσ‖ < rxi ,

and for any ς with {x1, . . . , xj} ⊂ ς ⊂ σ, (i) and the covering condition imply∥∥yς − b̃∥∥
≤ ‖yς − πX(bς)‖+ ‖πX(bς)− bς‖+ ‖bς − bσ‖

< δ +
(
τ −

√
(τ − εσ)2 − r2

σ

)
+ l̃

= rmin − l̃ ≤ rmin ≤ ryς .
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For the other case, let k̂ := max
{
j :
∥∥b[x1···xj ] − bσ

∥∥ > l̃
}
be the largest integer that∥∥b[x1···xj ] − bσ

∥∥ > l̃ , and let σ̂ := [x1 · · ·xk̂]. Let b̃ := l̃
‖bσ−bσ̂‖bσ̂ +

(
1− l̃

‖bσ−bσ̂‖

)
bσ, so that∥∥b̃− bσ∥∥ = l̃. We first show that

∥∥b̃− xi∥∥ < rxi for i = 1, . . . , k̂. Since ‖xi − bσ‖ < rxi and
‖xi − bσ̂‖ < rxi , and hence from Claim 35,

∥∥xi − b̃∥∥ ≤
√

l̃

‖bσ − bσ̂‖
‖xi − bσ̂‖2 +

(
1− l̃

‖bσ − bσ̂‖

)
‖xi − bσ‖2 < rxi . (69)

Next, we show that for all ς with σ̂ ( ς ⊂ σ,
∥∥yς − b̃∥∥ < ryς . Note that

∥∥b̃− bς∥∥ ≤∥∥b̃− bσ∥∥+ ‖bσ − bς‖ ≤ 2l̃, and then (i) and the covering condition imply∥∥yς − b̃∥∥
≤ ‖yς − πX(bς)‖+ ‖πX(bς)− bς‖+ ‖bς − bσ‖

< δ +
(
τ −

√
(τ − εσ)2 − r2

σ

)
+ 2l̃

= rmin ≤ ryς .

Finally, we show that for all ς ⊂ σ̂,
∥∥yς − b̃∥∥ < ryς . Note that rσ̂ ≤

√
r2
σ − ‖bσ − bσ̂‖

2, so

xi ∈ BRd(bσ, rσ) ∩ BRd(bσ̂, rσ̂) ⊂ BRd(b̃,
√
r2
σ − l̃2) holds. Hence for all i = 1, . . . , k̂,

∥∥b̃− xi∥∥ <√r2
σ − l̃2 ≤ rσ. (70)

We again divide it into two cases. First, consider the case d(bς , ς) < δ. Then yς = xl for
some xl ∈ ς, hence from (69),∥∥yς − b̃∥∥ =

∥∥xl − b̃∥∥ < rxl = ryς .

Otherwise, ‖xi − bς‖ ≥ δ for all xi ∈ ς. Then (i) implies

dX(b̃) ≤ dX(bσ) +
∥∥b̃− bσ∥∥

≤ τ −
√

(τ − εσ)2 − r2
σ + l̃.

And from (70), Lemma 37 is applicable and gives an upper bound for
∥∥πX(bς)− b̃

∥∥ as

∥∥πX(bς)− b̃
∥∥ ≤

√√√√√r̃2
b̃
− (τ2 − r̃2

b̃
+ (τ − εl̃)2)

 τ√
τ2 − r̃2

bς ,b̃

− 1

,
where

εl̃ := τ −
√

(τ − εσ)2 − r2
σ + l̃,

r̃2
b̃

:=
k∑
i=1

λi

(∥∥xi − b̃∥∥2 + εσ(2τ − εσ)
)
,

r̃2
bς ,b̃

:= min
{

k∑
i=1

λi

(
‖xi − bς‖2 + εσ(2τ − εσ)

)
,

1
2(r̃2

b̃
+ εl̃(2τ − εl̃))

}
.
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Then, RHS is an increasing function of
∥∥xi − b̃∥∥2 and decreasing function of ‖xi − bς‖2, so

applying (70) and from ‖xi − bς‖2 ≥ δ for all xi ∈ ς, we have∥∥πX(bς)− b̃
∥∥

≤

√√√√√r2
σ − l̃2 + εσ(2τ − εσ)− ((τ − εσ)2 − r2

σ + l̃2 + (τ − εl̃)2)

 τ√
τ2 − r̃2

δ,c

− 1

,
where

r̃2
δ,c := min

{
δ2 + εσ(2τ − εσ), 1

2(r2
σ − l̃2 + εσ(2τ − εσ) + εl̃(2τ − εl̃))

}
.

Then,∥∥yς − b̃∥∥
≤ ‖yς − πX(bς)‖+

∥∥πX(bς)− b̃
∥∥

< δ +

√√√√√r2
σ − l̃2 + εσ(2τ − εσ)− ((τ − εσ)2 − r2

σ + l̃2 + (τ − εl̃)2)

 τ√
τ2 − r̃2

δ,c

− 1


≤ rmin < ryς .

(v)
We need to check that ‖xi − yσ‖ < rxi + ryσ and ‖yς − yσ‖ < ryς + ryσ .
For ‖xi − yσ‖ < rxi + ryσ , note that (ii) (iii) and the condition on δ gives

‖x1 − yσ‖ <
√
r̃2
bσ
− εσ(2τ − εσ) + δ

≤

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

≤ 2rmin ≤ rxi + ry0 ,

where r̃bσ is from (ii) and r̃δ,b is from (iii).
For ‖yς − yσ‖ < ryς + ryσ , note that (iii) and the condition on δ gives

‖yς − yσ‖ <

√√√√√r̃2
bσ
− (2τ2 − r̃2

bσ
)

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

≤ 2rmin ≤ ryς + ry0 .

J

After repeating (63) several times, we get the homotopy equivalence as

[x1 · · ·xk] '
∑
ω∈Sk

[x1y[xω(1)xω(2)] · · · y[x1···xk]] in S, (71)

where Sk is the permutation group of size k. Since we are trying to map S = ČechRd(X , r)
or Rips(X , r) to into ČechX(X , r) which is consisting of smaller simplices, we want to each
simplex [x1y[xω(1)xω(2)] · · · y[x1···xk]] be of smaller size. We measure the size by Radr(σ) or
Rad(σ) as introduced in (58) and (59). We collect several bounds for Radr(σ) or Rad(σ) in
Claim 42.
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B Claim 42. Let τ > 0, X ⊂ Rd be a subset with reach τX ≥ τ > 0, and X ⊂ Rd be a set
of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X . Let ε ≥ 0 be satisfying
dX(x) ≤ ε for all x ∈ X . Let δ > 0, and suppose X ⊂

⋃
x∈X BX(x, δ).

(i)

Radr(σ) ≤ rmax

rmin
Rad(σ),

where rmin = min{rx : x ∈ X} and rmax = max{rx : x ∈ X}.
(ii) bcr and Radr satisfy the following: for each σ = {x1, . . . , xk} ⊂ X , yσ ∈ X can be chosen

so that if rσ := Radr(σ) < τ − εσ, then

Radr({x1y{x1x2} . . . y{x1···xk}})

≤

√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ,

where

r̃2
b :=

2τ
(
r2
σ + ε(2τ − ε)

)
τ +

√
τ2 − (r2

σ + ε(2τ − ε))
,

r̃2
δ,b := min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b

}
.

Further, if

δ+

√√√√√r2
σ − l̃2 + ε(2τ − ε)− ((τ − ε)2 − r2

σ + l̃2 + (τ − εl̃)2)

 τ√
τ2 − r̃2

δ,c

− 1

 ≤ rmin,

where

l̃ := 1
2

(
rmin − τ +

√
(τ − ε)2 − r2

σ − δ
)
,

εl̃ := τ −
√

(τ − ε)2 − r2
σ + l̃,

r̃2
δ,c := min

{
δ2 + ε(2τ − ε), 1

2(r2
σ − l̃2 + ε(2τ − ε) + εl̃(2τ − εl̃))

}
.

then σ ∈ ČechRd(X , r) implies that

{x1 · · ·xjy{x1···xj}y{x1···xj+1} · · · y{x1···xk}} ∈ ČechRd(X , r).

(iii) bc and Rad satisfy the following: for each σ = {x1, . . . , xk} ⊂ X , yσ ∈ X can be chosen
so that if rσ := Rad(σ) < τ − εσ, then

Rad({x1y{x1x2} . . . y{x1···xk}}) ≤

√
d

2(d+ 1)


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ,

where

r̃2
b :=

2τ
(
r2
σ + ε(2τ − ε)

)
τ +

√
τ2 − (r2

σ + ε(2τ − ε))
,

r̃2
δ,b := min

{
δ2 + ε(2τ − ε), 1

2 r̃
′2
b

}
.
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Further, if√√√√√r̃2
b − (2τ2 − r̃2

b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ ≤ 2rmin,

then σ ∈ Rips(X , r) implies that

[x1 · · ·xjy{x1···xj}y{x1···xj+1} · · · y{x1···xk}] ∈ Rips(X , r).

Proof of Claim 42. (i)
From bcr(σ) = arg miny∈Rd maxx∈σ ‖x−y‖rx

,

Radr(σ) = max
x∈σ
‖x− bcr(σ)‖ ≤ rmax max

x∈σ

‖x− bcr(σ)‖
rx

≤ rmax max
x∈σ

‖x− bc(σ)‖
rx

≤ rmax

rmin
max
x∈σ
‖x− bc(σ)‖

= rmax

rmin
Rad(σ).

Conversely, from bc(σ) = arg miny∈Rd maxx∈σ ‖x− y‖,

Rad(σ) = max
x∈σ
‖x− bc(σ)‖ ≤ max

x∈σ
‖x− bcr(σ)‖ = Radr(σ).

(ii)
For each σ ⊂ X , we set bσ := bcr(σ) and choose the corresponding yσ ∈ X according to

Claim 41. Note that Radr(σ) = maxx∈σ ‖x− bσ‖. Then Claim 41 (ii) implies that

‖xi − yσ‖ <
√
r̃2
b − εσ(2τ − εσ) + δ,

and Claim 41 (iii) implies that for any ς ⊂ σ,

‖yς − yσ‖ <

√√√√√r̃2
b − (2τ2 − r̃2

b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ.

Then from Claim 41 (iii),
√
r̃2
b − εσ(2τ − εσ) + δ ≤

√
r̃2
b − (2τ2 − r̃2

b )
(

τ√
τ2−r̃2

δ,b

− 1
)

+ 2δ,

and hence

{x1, y{x1x2}, . . . , y{x1···xk}} ∈ Rips

X , 1
2


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ


 .

And Lemma 16 implies that

{x1, y{x1x2}, . . . , y{x1···xk}}

∈ ČechRd

X ,√ d

2(d+ 1)


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ


 .
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And hence

Rad({x1, y{x1x2}, . . . , y{x1···xk}})

≤

√
d

2(d+ 1)


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 .

Then from (i),

Radr({x1, y{x1x2}, . . . , y{x1···xk}})

≤

√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 .

Further, Claim 41 (iv) implies that if

δ +

√√√√√r2
σ − l̃2 + ε(2τ − ε)− ((τ − ε)2 − r2

σ + l̃2 + (τ − εl̃)2)

 τ√
τ2 − r̃2

δ,c

− 1

 ≤ rmin,

then σ ∈ ČechRd(X , r) implies that bς = bcr(ς) ∈
⋂
x∈ς BRd(x, rx). And hence

{x1, . . . , xj , y{x1···xj}, y{x1···xj+1}, . . . , y{x1···xk}} ∈ ČechRd(X , r).

(iii)
For each σ ⊂ X , we set bσ := bc(σ) and choose the corresponding yσ ∈ X according to

Claim 41. Note that Rad(σ) = maxx∈σ ‖x− bσ‖. Then Claim 41 (ii) implies that

‖xi − yσ‖ <
√
r̃2
b − εσ(2τ − εσ) + δ,

and Claim 41 (iii) implies that for any ς ⊂ σ,

‖yς − yσ‖ <

√√√√√r̃2
b − (2τ2 − r̃2

b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ.

Then from Claim 41 (iii),
√
r̃2
b − εσ(2τ − εσ) + δ ≤

√
r̃2
b − (2τ2 − r̃2

b )
(

τ√
τ2−r̃2

δ,b

− 1
)

+ 2δ,

and hence

{x1, y{x1x2}, . . . , y{x1···xk}} ∈ Rips

X , 1
2


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ


 .

And Lemma 16 implies that

{x1, y{x1x2}, . . . , y{x1···xk}}

∈ ČechRd

X ,√ d

2(d+ 1)


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ


 .
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And hence

Rad({x1, y{x1x2}, . . . , y{x1···xk}})

≤

√
d

2(d+ 1)


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 .

Further, Claim 41 (v) implies that if√√√√√r̃2
b − (2τ2 − r̃2

b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ ≤ 2rmin,

then σ ∈ Rips(X , r) implies that

{x1, . . . , xj , y{x1···xj}, y{x1···xj+1}, . . . , y{x1···xk}} ∈ Rips(X , r).

J

For Theorem 19, Claim 41 and 42 imply that there exists a map ρ : ČechRd(X , r) →
ČechX(X , r) that ıČechX(X ,r)→ČechRd (X ,r) ◦ ρ : ČechRd(X , r)→ ČechRd(X , r) is homotopic to
the identity idČechRd (X ,r). Then from Lemma 17, the following diagram commutes:

X
φ

yy
ČechX(X , r)

ıČechX(X ,r)→ČechRd (X ,r) **

ıČechX(X ,r)→ČechX(X ,r′)// ČechX(X , r′)

ψ′
ee

S

ρgg

ıČechRd (X ,r)→ČechX(X ,r′)

99

.

Then Lemma 40 implies that X is homotopy equivalent to the ambient Čech complex
ČechRd(X , r). We restate Theorem 19 and formally write its proof below.

Theorem 19. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a closed
discrete set of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with
rmin := infx∈X {rx} > 0 and rmax := supx∈X {rx} < ∞, and let ε := sup{dX(x) : x ∈ X}.
Suppose X is covered by the union of balls centered at x ∈ X and radius δ as

X ⊂
⋃
x∈X

BR(x, δ).

Suppose that the maximum radius rmax is bounded as

rmax ≤ τ − ε.

Also, suppose δ satisfies the following condition:

δ +

√√√√r2
max − l̃2 + ε(2τ − ε)− ((τ − ε)2 − r2

max + l̃2 + (τ − εl̃)2)
(

τ√
τ2 − r̃δ,c

− 1
)

≤ rmin,√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ≤ r′′min,
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l̃ := 1
2

(
rmin − τ +

√
(τ − ε)2 − r2

max − δ
)
, εl̃ := τ −

√
(τ − ε)2 − r2

max + l̃,

r̃2
δ,c := min

{
δ2 + ε(2τ − ε), 1

2(r2
max − l̃2 + ε(2τ − ε) + εl̃(2τ − εl̃))

}
,

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

r̃2
b :=

2τ
(
(r′′min)2 + ε(2τ − ε)

)
τ +

√
τ2 − ((r′′min)2 + ε(2τ − ε))

, r̃2
δ,b := min

{
δ2 + ε(2β − ε), 1

2 r̃
2
b

}
.

Then X is homotopy equivalent to the ambient Čech complex ČechRd(X , r).

Proof of Theorem 19. For a simplex σ = [x1 · · ·xk] ∈ ČechRd(X , r), let rσ := Radr(σ),
and choose yσ ∈ X according to Claim 42. Then as long as rσ < τ − εσ, Claim 42
(ii) asserts that [x1 · · ·xky[x1···xk]] ∈ ČechRd(X , r) holds. Now, define the homotopy map
F1 : [x1 · · ·xk]× [0, 1]→ [x1 · · ·xky[x1···xk]] as

F1

(
k∑
i=1

λixi, t

)
=

k∑
i=1

(λi −minλi)xi + kminλi

(
tyσ + (1− t) 1

k

k∑
i=1

xi

)
.

Then F1 gives homotopy between ıσ→σ∗yσ and f1 : σ → σ ∗ yσ defined as

f1

(
k∑
i=1

λixi

)
=

k∑
i=1

(λi −minλi)xi + (kminλi)yσ,

giving homotopy equivalence as

[x1 · · ·xk] '
k∑
i=1

[x1 · · · x̂i · · ·xky[x1···xk]] in ČechRd(X , r).

And again, Claim 42 (ii) asserts that [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] ∈ ČechRd(X , r) holds.
Now, the homotopy map F2 : [x1 · · ·xk−1y[x1···xk]]× [0, 1] → [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]]
is defined as

F2

(
k−1∑
i=1

λixi + λky[x1···xk], t

)
= λky[x1···xk] +

k−1∑
i=1

(λi −minλi)xi

+ (k − 1) minλi

(
ty[x1···xk−1] + (1− t) 1

k − 1

k−1∑
i=1

xi

)
.

Then F2 gives homotopy between ı[x1···xk−1y[x1···xk]]→[x1···xk−1y[x1···xk−1]y[x1···xk]] and
f2 : [x1 · · ·xk−1y[x1···xk]]→ [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] defined as

f2

(
k−1∑
i=1

λixi + λky[x1···xk]

)
= λky[x1···xk] +

k−1∑
i=1

(λi −minλi)xi + (k− 1) minλiy[x1···xk−1],

giving the homotopy equivalence as

[x1 · · ·xk−1y[x1···xk]] '
k−1∑
i=1

[x1 · · · x̂i · · ·xk−1y[x1···xk−1]y[x1···xk]] in ČechRd(X , r).

By repeating this and concatenating the homotopy maps, we have the homotopy map Fσ :
σ×[0, 1]→ ČechRd(X , r) giving homotopy between ıσ→ČechRd (X ,r) and fσ : σ → ČechRd(X , r)
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with fσ(σ) =
∑
ω∈Sk [xω(1)y[xω(1)xω(2)] . . . y[x1···xk]], i.e. Fσ is giving homotopy equivalence

between [x1, . . . , xk] and
∑
ω∈Sk [xω(1)y[xω(1)xω(2)] . . . y[x1···xk]] in ČechRd(X , r).

Now, we extend fσ and Fσ to the entire ambient Čech complex ČechRd(X , r). Define
f : ČechRd(X , r)→ ČechRd(X , r) and F : ČechRd(X , r)× [0, 1]→ ČechRd(X , r) as f |σ = fσ
and F |σ×[0,1] = Fσ for each σ ∈ ČechRd(X , r). Then for σ, τ ∈ ČechRd(X , r), Fσ and Fτ
coincides on σ∩τ× [0, 1], so f and F are well defined. Also, from X being closed and discrete,
ČechRd(X , r) is locally finite. Hence for any compact set C ⊂ ČechRd(X , r), C intersects
with only finite number of simplices σ1, . . . , σk ∈ ČechRd(X , r), so F−1(C) =

⋃k
i=1 F

−1
σi (C)

is compact, and hence F is continuous. So F gives the homotopy between idČechRd (X ,r) and
f .

Now, applying Claim 42 (ii) gives that

Radr([xω(1)y[xω(1)xω(2)] · · · y[x1···xk]])

≤

√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ,

where

r̃2
b :=

2τ
(
r2
σ + ε(2τ − ε)

)
τ +

√
τ2 − (r2

σ + ε(2τ − ε))
,

r̃2
δ,b := min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b

}
.

Hence by repeating this sufficiently many times (say N), we can guarantee f (N)(ČechRd(X , r))
to be consisting of simplices with their radii (i.e. Rad(σ)) at most r̃σ, where r̃σ is the solution
of

f(t) =

√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b (t)− (2τ2 − r̃2
b (t))

 τ√
τ2 − r̃2

δ,b(t)
− 1

+ 2δ

− t = 0,

with r̃2
b (t) = 2τ(t2+ε(2τ−ε))

τ+
√
τ2−(t2+ε(2τ−ε))

and r̃2
δ,b(t) = min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b (t)

}
. Let

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

then f (r′′min) ≤ 0 implies that r̃σ ≤ r′′min. Hence satisfying f(r′′min) ≤ 0 implies that
f (N)(ČechRd(X , r)) ⊂ ČechRd (X , r′′min). And Lemma 17 implies that

f (N)(ČechRd(X , r)) ⊂ ČechRd (X , r′′min) ⊂ ČechX(X , rmin) ⊂ ČechX(X , r),

i.e. f (N) : ČechRd(X , r)→ ČechX(X , r). Then by construction, ıČechX(X ,r)→ČechRd (X ,r) ◦ f (N)

is homotopy equivalent to idČechRd (X ,r). Hence by applying Lemma 40, X and ČechRd(X , r)
are homotopy equivalent. J

For Theorem 20, Claim 41 and 42 imply that there exists a map ρ : Rips(X , r) →
ČechX(X , r) that ıČechX(X ,r)→Rips(X ,r) ◦ ρ : Rips(X , r) → Rips(X , r) is homotopic to the
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identity idRips(X ,r). Then from Corollary 18, the following diagram commutes:

X
φ

ww
ČechX(X , r)

ıČechX(X ,r)→Rips(X ,r) ))

ıČechX(X ,r)→ČechX(X ,r′′′) // ČechX(X , r′′′)

ψ′

gg

Rips(X , r)

ρii

ıRips(X ,r)→ČechX(X ,r′′′)

77

.

Then Lemma 40 implies that X is homotopy equivalent to the Vietoris-Rips complex
Rips(X , r). We restate Theorem 20 and formally write its proof below.

Theorem 20. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a closed
discrete set of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with
rmin := infx∈X {rx} > 0 and rmax := supx∈X {rx} < ∞, and let ε := sup{dX(x) : x ∈ X}.
Suppose X is covered by the union of balls centered at x ∈ X and radius δ as

X ⊂
⋃
x∈X

BR(x, δ).

Suppose that the maximum radius rmax is bounded as

rmax ≤
√
d+ 1

2d (τ − ε) .

Also, suppose δ satisfies the following condition:√√√√√r̃2
b (rmax)− (2τ2 − r̃2

b (rmax))

 τ√
τ2 − r̃2

δ,b(rmax)
− 1

+ 2δ ≤ 2rmin,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2τ2 − r̃2
b (r′′min))

 τ√
τ2 − r̃2

δ,b(r′′min)
− 1

+ 2δ

 ≤ r′′min,

where

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

r̃2
b (t) :=

2τ
(
t2 + ε(2τ − ε)

)
τ +

√
τ2 − (t2 + ε(2τ − ε))

, r̃2
δ,b(t) := min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b (t)

}
.

Then X is homotopy equivalent to the Vietoris-Rips complex Rips(X , r).

Proof of Theorem 20. For a simplex σ = [x1 · · ·xk] ∈ Rips(X , r), let rσ := Rad(σ), and
choose yσ ∈ X according to Claim 42. Then as long as rσ < τ − εσ, Claim 42 (iii) asserts that
[x1 · · ·xky[x1···xk]] ∈ Rips(X , r) holds. Now, define the homotopy map F1 : [x1 · · ·xk]×[0, 1]→
[x1 · · ·xky[x1···xk]] as

F1

(
k∑
i=1

λixi, t

)
=

k∑
i=1

(λi −minλi)xi + kminλi

(
tyσ + (1− t) 1

k

k∑
i=1

xi

)
.
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Then F1 gives homotopy between ıσ→σ∗yσ and f1 : σ → σ ∗ yσ defined as

f1

(
k∑
i=1

λixi

)
=

k∑
i=1

(λi −minλi)xi + (kminλi)yσ,

giving homotopy equivalence as

[x1 · · ·xk] '
k∑
i=1

[x1 · · · x̂i · · ·xky[x1···xk]] in Rips(X , r)

And again, Claim 42 (iii) asserts that [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] ∈ Rips(X , r) holds.
Now, the homotopy map F2 : [x1 · · ·xk−1y[x1···xk]]× [0, 1] → [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]]
is defined as

F2

(
k−1∑
i=1

λixi + λky[x1···xk], t

)
= λky[x1···xk] +

k−1∑
i=1

(λi −minλi)xi

+ (k − 1) minλi

(
ty[x1···xk−1] + (1− t) 1

k − 1

k−1∑
i=1

xi

)
.

Then F2 gives homotopy between ı[x1···xk−1y[x1···xk]]→[x1···xk−1y[x1···xk−1]y[x1···xk]] and
f2 : [x1 · · ·xk−1y[x1···xk]]→ [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] defined as

f2

(
k−1∑
i=1

λixi + λky[x1···xk]

)
= λky[x1···xk] +

k−1∑
i=1

(λi −minλi)xi + (k− 1) minλiy[x1···xk−1],

giving the homotopy equivalence as

[x1 · · ·xk−1y[x1···xk]] '
k−1∑
i=1

[x1 · · · x̂i · · ·xk−1y[x1···xk−1]y[x1···xk]] in Rips(X , r)

By repeating this and concatenating the homotopy maps, we have the homotopy map
Fσ : σ × [0, 1]→ Rips(X , r) giving homotopy between ıσ→Rips(X ,r) and fσ : σ → Rips(X , r)
with fσ(σ) =

∑
ω∈Sk [xω(1)y[xω(1)xω(2)] . . . y[x1···xk]], i.e. Fσ is giving homotopy equivalence

between [x1, . . . , xk] and
∑
ω∈Sk [xω(1)y[xω(1)xω(2)] . . . y[x1···xk]] in Rips(X , r).

Now, we extend fσ and Fσ to the entire Vietoris-Rips complex Rips(X , r). Define
f : Rips(X , r) → Rips(X , r) and F : Rips(X , r) × [0, 1] → Rips(X , r) as f |σ = fσ and
F |σ×[0,1] = Fσ for each σ ∈ Rips(X , r). Then for σ, τ ∈ Rips(X , r), Fσ and Fτ coincides on
σ ∩ τ × [0, 1], so f and F are well defined. Also, from X being closed and discrete, Rips(X , r)
is locally finite. Hence for any compact set C ⊂ Rips(X , r), C intersects with only finite
number of simplices σ1, . . . , σk ∈ Rips(X , r), so F−1(C) =

⋃k
i=1 F

−1
σi (C) is compact, and

hence F is continuous. So F gives the homotopy between idRips(X ,r) and f .
Now, applying Claim 42 (iii) gives that

Rad([xω(1)y[xω(1)xω(2)] · · · y[x1···xk]])

≤

√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2τ2 − r̃2
b )

 τ√
τ2 − r̃2

δ,b

− 1

+ 2δ

 ,
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where

r̃2
b :=

2τ
(
r2
σ + ε(2τ − ε)

)
τ +

√
τ2 − (r2

σ + ε(2τ − ε))
,

r̃2
δ,b := min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b

}
.

Hence by repeating this sufficiently many times (say N), we can guarantee f (N)(Rips(X , r))
to be consisting of simplices with their radii (i.e. Rad(σ)) at most r̃σ, where r̃σ is the solution
of

f(t) =

√
d

2(d+ 1)


√√√√√r̃2

b (t)− (2τ2 − r̃2
b (t))

 τ√
τ2 − r̃2

δ,b(t)
− 1

+ 2δ

− t = 0,

with r̃2
b (t) = 2τ(t2+ε(2τ−ε))

τ+
√
τ2−(t2+ε(2τ−ε))

and r̃2
δ,b(t) = min

{
δ2 + ε(2τ − ε), 1

2 r̃
2
b (t)

}
. Let

r′′min :=
√
τ2 − ε(2τ − ε)− (2τ2 − r2

min − ε(2τ − ε))2

4τ2 ,

then f (r′′min) ≤ 0 implies that r̃σ ≤ r′′min. Hence satisfying f (r′′min) ≤ 0 implies that
f (N)(Rips(X , r)) ⊂ ČechRd (X , r′′min). And Lemma 17 implies that

f (N)(Rips(X , r)) ⊂ ČechRd (X , r′′min) ⊂ ČechX(X , rmin) ⊂ ČechX(X , r),

i.e. f (N) : Rips(X , r) → ČechX(X , r). Then by construction, ıČechX(X ,r)→Rips(X ,r) ◦ f (N) is
homotopy equivalent to idRips(X ,r). Hence by applying Lemma 40, X and Rips(X , r) are
homotopy equivalent.

J

Now, Corollary 22 is from the combination of Corollary 15 and Theorem 19 and 20. We
restate Corollary 22 and formally write its proof below.

Corollary 22. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0 and let X ⊂ Rd be a
set of points. Let {rx > 0 : x ∈ X} be a set of radii indexed by x ∈ X with rmin := minx∈X {rx}
and rmax := maxx∈X {rx}. Let s, t, ε ≥ 0 with t

µ < s < τµ, and let Y := (((Xs){)t){ be the
double offset, with dY(x) ≤ ε for all x ∈ X . Suppose Y is covered by the union of balls
centered at x ∈ X and radius δ as

Y ⊂
⋃
x∈X

BR(x, δ).

(i) Suppose rmax ≤ t− ε, and δ satisfies the following condition:

δ +

√√√√r2
max − l̃2 + ε(2t− ε)− ((t− ε)2 − r2

max + l̃2 + (t− εl̃)2)
(

t√
t2 − r̃δ,c

− 1
)

≤ rmin,√
d

2(d+ 1)
rmax

rmin


√√√√√r̃2

b − (2t2 − r̃2
b )

 t√
t2 − r̃2

δ,b

− 1

+ 2δ

 ≤ r′′min,
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where

l̃ := 1
2

(
rmin − t+

√
(t− ε)2 − r2

max − δ
)
, εl̃ := t−

√
(t− ε)2 − r2

max + l̃,

r̃2
δ,c := min

{
δ2 + ε(2t− ε), 1

2(r2
max − l̃2 + ε(2t− ε) + εl̃(2t− εl̃))

}
,

r′′min :=
√
t2 − ε(2t− ε)− (2t2 − r2

min − ε(2t− ε))2

4t2 ,

r̃2
b :=

2t
(
(r′′min)2 + ε(2t− ε)

)
t+
√
t2 − ((r′′min)2 + ε(2t− ε))

, r̃2
δ,b := min

{
δ2 + ε(2t− ε), 1

2 r̃
2
b

}
.

Then X is homotopy equivalent to the ambient Čech complex ČechRd(X , r).
(ii) Suppose rmax ≤

√
d+1
2d (t− ε), and δ satisfies the following condition:

√√√√√r̃2
b (rmax)− (2t2 − r̃2

b (rmax))

 t√
t2 − r̃2

δ,b(rmax)
− 1

+ 2δ ≤ 2rmin,

√
d

2(d+ 1)


√√√√√r̃2

b (r′′min)− (2t2 − r̃2
b (r′′min))

 t√
t2 − r̃2

δ,b(r′′min)
− 1

+ 2δ

 ≤ r′′min,

where

r′′min :=
√
t2 − ε(2t− ε)− (2t2 − r2

min − ε(2t− ε))2

4t2 ,

r̃2
b (t) :=

2t
(
t2 + ε(2t− ε)

)
t+
√
t2 − (t2 + ε(2t− ε))

, r̃2
δ,b(t) := min

{
δ2 + ε(2t− ε), 1

2 r̃
2
b (t)

}
.

Then X is homotopy equivalent to the Vietoris-Rips complex Rips(X , r).

Proof of Corollary 22. Consider the double offset Y := (((Xs){)t){. Since X has a positive
µ-reach τµ, s ≤ τµ and t ≤ µs, Corollary 15 implies that the reach of Y is bounded by
τY ≥ t.

(i)
For the ambient Čech complex case, rx ≤ t − ε ≤ τY − ε holds, so Theorem 19 applies

under the appropriate condition of δ.
(ii)
For the Vietoris-Rips complex case, rx ≤

√
d+1
2d (t − ε) ≤

√
d+1
2d (τY − ε) as well, so

Theorem 20 applies under the appropriate condition of δ.
J

To prove the covering lemma 23, we first show the following upper bound on the covering
number holds.

B Claim 43. Suppose the distribution P satisfies the (a, b)-condition in (19). Then for all
ε < ε0, the covering number N (X, ‖·‖ , 2ε) is bounded as

N (X, ‖·‖ , 2ε) ≤ 1
a
ε−b.
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Proof of Claim 43. Let x1, . . . , xM be a maximal 2ε-packing of X, with M =M(X, ‖·‖ , 2ε).
Then BRd(xi, ε) and BRd(xj , ε) do not intersect for any i, j, and hence

M∑
i=1

P (BRd(xi, ε)) ≤ P (Rd) = 1. (72)

Then for all ε < ε0, the (a, b)-condition implies

P (BRd(xi, ε)) ≥ aεb,

hence applying this to (72) gives that

M(X, ‖·‖ , 2ε) ≤ 1
a
ε−b.

Then from the relationship between the covering number and the packing number,

N (X, ‖·‖ , 2ε) ≤M(X, ‖·‖ , 2ε) ≤ 1
a
ε−b.

J

Now, we restate Lemma 23 and formally write its proof below.
Lemma 23. Let {X1, . . . , Xn} be an i.i.d. sample from the distribution P and let

{rn = (rn,1, . . . , rn,n)}n∈N be a triangular array of positive numbers such that, for each n,

2
(

logn
an

)1/b
≤ min

i
rn,i ≤ 2ε0.

Then, the probability that the sample is an rn-covering of X is bounded as

P

(
X ⊂

n⋃
i=1

BRd(Xi, rn,i)
)
≥ 1− 1

2b logn.

Proof of Lemma 23. Now, to prove Lemma 23, set ε := 1
4 mini rn,i. Under the (a, b)-

condition, the previous claim 43 implies that there exists x1, . . . , xN with N ≤ a−1ε−b

satisfying

X ⊂
N⋃
j=1

BRd(xj , 2ε).

Let E be the event that all BRd(xj , 2ε) have intersections with {X1, . . . , Xn}, that is, for each
1 ≤ j ≤ N , there exists 1 ≤ i ≤ n withXi ∈ BRd(xj , 2ε). Then note that 4ε = mini rn,i ≤ rn,i,
and hence we have the following relations between balls:

BRd(xj , 2ε) ⊂ BRd(Xi, 4ε) ⊂ BRd(Xi, rn,i).

Therefore, under the event E, we have

X ⊂
N⋃
j=1

BRd(xj , 2ε) ⊂
n⋃
i=1

BRd(Xi, rn,i),
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which implies

P

(
X ⊂

n⋃
i=1

BRd(Xi, rn,i)
)
≥ P(E). (73)

Now, P (E) can be lower bounded as

P(E) = P

 N⋂
j=1

n⋃
j=1
{Xi ∈ BRd(xj , 2ε)}


= 1− P

 N⋃
j=1

n⋂
i=1
{Xi /∈ BRd(xj , 2ε)}


≥ 1−

N∑
j=1

P

(
n⋂
i=1
{Xi /∈ BRd(xj , 2ε)}

)

= 1−
N∑
j=1

n∏
i=1

(1− P (BRd(xj , 2ε))

≥ 1−
N∑
j=1

exp
(
−

n∑
i=1

P (BRd(xj , 2ε))
)
,

where the last line is from that 1− t ≤ exp(−t) for all t ∈ R. Now, from the covering number

bound N ≤ a−1ε−b with the condition, 2ε = 1
2 mini rn,i ≥

(
logn
an

)1/b
, we can further lower

bound P (E) as following:

P (E) ≥ 1−N exp
(
−an(2ε)b

)
≥ 1− a−1ε−b exp

(
−an(2ε)b

)
1− n

2b logn exp (− logn)

= 1− 1
2b logn,

which implies

P

(
X ⊂

n⋃
i=1

BRd(Xi, rn,i)
)
≥ 1− 1

2b logn,

as desired. J
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