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• Breast 

• 94% of cases are local or regional at diagnosis but 30% will relapse 
Pollard, N Eng J Med, 2016 

• Estimate the amount of residual distant disease at diagnosis in order to 
personalize the adjuvant (chemo)-therapy  

• Avoid unnecessary, heavy toxicities 

• Lung 

• 57% of cases are metastatic 

• Decide whether to use whole brain radiation therapy or just 
(stereotactic) surgery 

• Avoid cognitive impairment of the patient

Steeg, Nat. Rev. Cancer, 2016

• Metastases are the main cause of death (>90%) from solid cancers Lambert and Weinberg, Cell, 2017

Institut Bergonié, Bordeaux

Metastasis (µετά = beyond, στάσιζ = place)



Mechanistic model of metastatic dissemination and growth

Growth rates of primary and
secondary tumors gp and g

Dissemination rate 
d(Vp) = μVp

Size distribution of the metastases ρ(t,v)

Metastatic burden (total number of metastatic cells)

(Gompertz)
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Iwata et al., J Theor Biol, 2000
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T n1, ... , nk≠1, j
:= T n1, ... , nk≠1 + T̃ n1, ... , nk≠1, j
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Validation on animal data
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Nonlinear mixed-effects

statistical model for inter-

animal variability
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Benzekry et al. (Ebos), Cancer Res, 2016

⟹ same growth for PT and mets: αp = α, βp = β

Ebos lab
Roswell Park Cancer Institute

Benzekry et al. (Ebos), Cancer Res, 2016



Current work: implementing the mechanistic model 
into a statistical learning model

• Use the model for predictions of time-to-relapse (TTR)

SurgeryFirst cell

Cerebral 
Metastases

Primary 
Tumor 
(PT)

Dissemination law: d(Vp)=

PT growth law: gp 

Metastases growth law: g 

Pre-diagnosis Post-diagnosis

μ(Vp)γ

Current work: implementing the mechanistic model into a 
biostatistical model at the population scale

• The majority of mathematical modeling efforts are focused on (primary) tumor growth 

• However, metastasis is the main cause of death (>90%) from cancer Lambert and Weinberg, Cell, 2017 

• Existing models are based on a statistical, biologically agnostic, prediction of survival

Predictionvan de Vijver et al., A gene expression signature as a predictor of survival in breast cancer, N 
Eng J Med, 2002

 

GENE-EXPRESSION SIGNATURE AS A PREDICTOR OF SURVIVAL IN BREAST CANCER
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Figure 2. Kaplan–Meier Analysis of the Probability That Patients Would Remain Free of Distant Metastases and the Probability of
Overall Survival among All Patients (Panels A, and B, Respectively), Patients with Lymph-Node–Negative Disease (Panels C and D
[Facing Page], Respectively), and Patients with Lymph-Node–Positive Disease (Panels E and F, Respectively), According to Whether
They Had a Good-Prognosis or a Poor-Prognosis Signature.
The P values were calculated with use of the log-rank test.
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Clinical database 

biomarkers at diagnosis

Bergonié Institute, Bordeaux

BACKGROUND & OBJECTIVES

AN ELEMENTARY THEORY OF METASTATIC DYNAMICS: 

GROWTH + DISSEMINATION

A biologically-based mathematical model 

for prediction of metastatic relapse

G. MacGrogan3 J. ML Ebos1 S.Benzekry2M. Mastri1 C. Périer2

• A biologically-based mathematical model was able to describe preclinical and clinical data of 
metastatic development in breast, lung and kidney cancer

• Machine learning algorithms used here don’t account for censored data + limited to prediction of 
relapse event at a fixed horizon

• The biological model accounts for these and could give predictions of the metastatic state at 
diagnosis and future evolution in order to guide therapeutic intervention

• Predictive power is only modest so far but only the primary tumor size was considered here as a  
feature with only other source of inter-subject variability being the dissemination parameter μ

==> include more features and link parameter μ and others to clinical features and biomarkers in a    
biologically relevant way

• Metastasis is the cause of 90% of deaths from solid tumors Chaffer and Weinberg, Science 2011
• ~ 20-30% of breast cancer patients will relapse with distant metastases EBCTG, Lancet, 2005
• For breast cancer, the current factors influencing decision for adjuvant therapy are: tumor size, 

nodal involvement, molecular factors (hormonal receptors and HER2 status), histological type and 
grade.

Poisson process for the dissemination with rate 
d(Vp) = μVpγ

Growth rates of primary and secondary tumors
gp and g

Size distribution of the metastases ρ(t,v)
Iwata et al., J Theor Biol, 2000
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Population fits
(nonlinear mixed-effects)

CLINICAL DATA OF METASTATIC RELAPSE PROBABILITY

2648 breast cancer patients screened for 
20 years after primary tumor resection (no 
adjuvant therapy) 
Koscielny et al., Br J Cancer, 1984
 
Cancer inception time can be inferred from 
PT volume V1 at diagnosis time T1 
(Gompertz growth).
Lognormal distribution of metastatic 
parameter μ for inter-individual variability 
(2 degrees of freedom) 

Diameter of
primary tumor at

diagnosis (cm)

Proportion of
patients developing

metastasis (%)
Model fit

1 Æ D Æ 2.5 27.1 25.5

2.5 < D Æ 3.5 42.0 42.4

3.5 < D Æ 4.5 56.7 56.3

4.5 < D Æ 5.5 66.5 65.9

5.5 < D Æ 6.5 72.8 74.3

6.5 < D Æ 7.5 83.8 80.8

7.5 < D Æ 8.5 81.3 85.7
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PERSONALIZED SIMULATIONS FOR DIAGNOSIS AND PROGNOSIS OF BRAIN 

METASTASES IN LUNG CANCER

PREDICTIVE PERFORMANCES FOR 5-YEARS METASTATIC RELAPSE FROM BREAST

S. Benzekry, A. Tracz, M. Mastri, R. Corbelli, D. Barbolosi, J.M.L. Ebos , Modeling spontaneous metastasis following surgery: an in vivo-in silico approach. Cancer 
Research, 76(3), 4931-40, 2016
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PRECLINICAL DATA  AND POPULATION APPROACH
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Objective: establish a biologically-
based mathematical model for 

individualised prediction of 
metastasis
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Figure 6: Clinical application

Simulations of the 
natural history
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tumor size clinical 0.00165
tumor size histological 0.4
grade 0.358
histology 0.0041
TNM T 0.146
TNM N 0.599
nb invaded ganglions 0.619
menopausal status 0.000471
ER 0.543
PR 0.34
Ki67 3.09e-05
HER2 0.17
HER2 intensity 0.482
CK56 0.793
EGFR 0.016
VIM 0.226
ALDH1 0.674
CD24 0.894
CD44 0.397
E cadherin 0.207
TRIO 0.0646
BCL2 0.727
age at diagnosis 0.0599
diagnosis year 0.101
radio 0.276
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Features selection based on C
ox regression

AUROC Accuracy NPV PPV

Random forest 0.727 87 91.7 22.5

Logistic regression 0.772 90.1 91 25

Cox regression 0.728 87.4 91.1 16.7

Bio-based 0.641 89.7 91.3 31.2
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AUROC = Area Under the ROC curve, NPV = Negative Predictive Value
PPV = Positive Predictive Value
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BACKGROUND & OBJECTIVES

AN ELEMENTARY THEORY OF METASTATIC DYNAMICS: 

GROWTH + DISSEMINATION

A biologically-based mathematical model 

for prediction of metastatic relapse

G. MacGrogan3 J. ML Ebos1 S.Benzekry2M. Mastri1 C. Périer2

• A biologically-based mathematical model was able to describe preclinical and clinical data of 
metastatic development in breast, lung and kidney cancer

• Machine learning algorithms used here don’t account for censored data + limited to prediction of 
relapse event at a fixed horizon

• The biological model accounts for these and could give predictions of the metastatic state at 
diagnosis and future evolution in order to guide therapeutic intervention

• Predictive power is only modest so far but only the primary tumor size was considered here as a  
feature with only other source of inter-subject variability being the dissemination parameter μ

==> include more features and link parameter μ and others to clinical features and biomarkers in a    
biologically relevant way

• Metastasis is the cause of 90% of deaths from solid tumors Chaffer and Weinberg, Science 2011
• ~ 20-30% of breast cancer patients will relapse with distant metastases EBCTG, Lancet, 2005
• For breast cancer, the current factors influencing decision for adjuvant therapy are: tumor size, 

nodal involvement, molecular factors (hormonal receptors and HER2 status), histological type and 
grade.

Poisson process for the dissemination with rate 
d(Vp) = μVpγ

Growth rates of primary and secondary tumors
gp and g

Size distribution of the metastases ρ(t,v)
Iwata et al., J Theor Biol, 2000
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Population fits
(nonlinear mixed-effects)

CLINICAL DATA OF METASTATIC RELAPSE PROBABILITY

2648 breast cancer patients screened for 
20 years after primary tumor resection (no 
adjuvant therapy) 
Koscielny et al., Br J Cancer, 1984
 
Cancer inception time can be inferred from 
PT volume V1 at diagnosis time T1 
(Gompertz growth).
Lognormal distribution of metastatic 
parameter μ for inter-individual variability 
(2 degrees of freedom) 

Diameter of
primary tumor at

diagnosis (cm)

Proportion of
patients developing

metastasis (%)
Model fit

1 Æ D Æ 2.5 27.1 25.5

2.5 < D Æ 3.5 42.0 42.4

3.5 < D Æ 4.5 56.7 56.3

4.5 < D Æ 5.5 66.5 65.9

5.5 < D Æ 6.5 72.8 74.3

6.5 < D Æ 7.5 83.8 80.8

7.5 < D Æ 8.5 81.3 85.7
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PERSONALIZED SIMULATIONS FOR DIAGNOSIS AND PROGNOSIS OF BRAIN 

METASTASES IN LUNG CANCER

PREDICTIVE PERFORMANCES FOR 5-YEARS METASTATIC RELAPSE FROM BREAST

S. Benzekry, A. Tracz, M. Mastri, R. Corbelli, D. Barbolosi, J.M.L. Ebos , Modeling spontaneous metastasis following surgery: an in vivo-in silico approach. Cancer 
Research, 76(3), 4931-40, 2016

CONCLUSION AND FUTURE DIRECTIONS
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PRECLINICAL DATA  AND POPULATION APPROACH
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Figure 6: Clinical application

Simulations of the 
natural history

p

tumor size clinical 0.00165
tumor size histological 0.4
grade 0.358
histology 0.0041
TNM T 0.146
TNM N 0.599
nb invaded ganglions 0.619
menopausal status 0.000471
ER 0.543
PR 0.34
Ki67 3.09e-05
HER2 0.17
HER2 intensity 0.482
CK56 0.793
EGFR 0.016
VIM 0.226
ALDH1 0.674
CD24 0.894
CD44 0.397
E cadherin 0.207
TRIO 0.0646
BCL2 0.727
age at diagnosis 0.0599
diagnosis year 0.101
radio 0.276

1

Features selection based on C
ox regression

AUROC Accuracy NPV PPV

Random forest 0.727 87 91.7 22.5

Logistic regression 0.772 90.1 91 25

Cox regression 0.728 87.4 91.1 16.7

Bio-based 0.641 89.7 91.3 31.2

1

AUROC = Area Under the ROC curve, NPV = Negative Predictive Value
PPV = Positive Predictive Value
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BACKGROUND & OBJECTIVES

AN ELEMENTARY THEORY OF METASTATIC DYNAMICS: 

GROWTH + DISSEMINATION

A biologically-based mathematical model 

for prediction of metastatic relapse

G. MacGrogan3 J. ML Ebos1 S.Benzekry2M. Mastri1 C. Périer2

• A biologically-based mathematical model was able to describe preclinical and clinical data of 
metastatic development in breast, lung and kidney cancer

• Machine learning algorithms used here don’t account for censored data + limited to prediction of 
relapse event at a fixed horizon

• The biological model accounts for these and could give predictions of the metastatic state at 
diagnosis and future evolution in order to guide therapeutic intervention

• Predictive power is only modest so far but only the primary tumor size was considered here as a  
feature with only other source of inter-subject variability being the dissemination parameter μ

==> include more features and link parameter μ and others to clinical features and biomarkers in a    
biologically relevant way

• Metastasis is the cause of 90% of deaths from solid tumors Chaffer and Weinberg, Science 2011
• ~ 20-30% of breast cancer patients will relapse with distant metastases EBCTG, Lancet, 2005
• For breast cancer, the current factors influencing decision for adjuvant therapy are: tumor size, 

nodal involvement, molecular factors (hormonal receptors and HER2 status), histological type and 
grade.

Poisson process for the dissemination with rate 
d(Vp) = μVpγ

Growth rates of primary and secondary tumors
gp and g

Size distribution of the metastases ρ(t,v)
Iwata et al., J Theor Biol, 2000
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Population fits
(nonlinear mixed-effects)

CLINICAL DATA OF METASTATIC RELAPSE PROBABILITY

2648 breast cancer patients screened for 
20 years after primary tumor resection (no 
adjuvant therapy) 
Koscielny et al., Br J Cancer, 1984
 
Cancer inception time can be inferred from 
PT volume V1 at diagnosis time T1 
(Gompertz growth).
Lognormal distribution of metastatic 
parameter μ for inter-individual variability 
(2 degrees of freedom) 

Diameter of
primary tumor at

diagnosis (cm)

Proportion of
patients developing

metastasis (%)
Model fit

1 Æ D Æ 2.5 27.1 25.5

2.5 < D Æ 3.5 42.0 42.4

3.5 < D Æ 4.5 56.7 56.3

4.5 < D Æ 5.5 66.5 65.9

5.5 < D Æ 6.5 72.8 74.3

6.5 < D Æ 7.5 83.8 80.8

7.5 < D Æ 8.5 81.3 85.7
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PERSONALIZED SIMULATIONS FOR DIAGNOSIS AND PROGNOSIS OF BRAIN 

METASTASES IN LUNG CANCER

PREDICTIVE PERFORMANCES FOR 5-YEARS METASTATIC RELAPSE FROM BREAST

S. Benzekry, A. Tracz, M. Mastri, R. Corbelli, D. Barbolosi, J.M.L. Ebos , Modeling spontaneous metastasis following surgery: an in vivo-in silico approach. Cancer 
Research, 76(3), 4931-40, 2016

CONCLUSION AND FUTURE DIRECTIONS
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Figure 6: Clinical application

Simulations of the 
natural history

p

tumor size clinical 0.00165
tumor size histological 0.4
grade 0.358
histology 0.0041
TNM T 0.146
TNM N 0.599
nb invaded ganglions 0.619
menopausal status 0.000471
ER 0.543
PR 0.34
Ki67 3.09e-05
HER2 0.17
HER2 intensity 0.482
CK56 0.793
EGFR 0.016
VIM 0.226
ALDH1 0.674
CD24 0.894
CD44 0.397
E cadherin 0.207
TRIO 0.0646
BCL2 0.727
age at diagnosis 0.0599
diagnosis year 0.101
radio 0.276

1

Features selection based on C
ox regression

AUROC Accuracy NPV PPV

Random forest 0.727 87 91.7 22.5

Logistic regression 0.772 90.1 91 25

Cox regression 0.728 87.4 91.1 16.7

Bio-based 0.641 89.7 91.3 31.2

1

AUROC = Area Under the ROC curve, NPV = Negative Predictive Value
PPV = Positive Predictive Value
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• Implement clinical variables and biomarkers as biologically meaningful covariates
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Current work: implementing the mechanistic model into a 
biostatistical model at the population scale

• The majority of mathematical modeling efforts are focused on (primary) tumor growth 

• However, metastasis is the main cause of death (>90%) from cancer Lambert and Weinberg, Cell, 2017 

• Existing models are based on a statistical, biologically agnostic, prediction of survival

Predictionvan de Vijver et al., A gene expression signature as a predictor of survival in breast cancer, N 
Eng J Med, 2002
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Figure 2. Kaplan–Meier Analysis of the Probability That Patients Would Remain Free of Distant Metastases and the Probability of
Overall Survival among All Patients (Panels A, and B, Respectively), Patients with Lymph-Node–Negative Disease (Panels C and D
[Facing Page], Respectively), and Patients with Lymph-Node–Positive Disease (Panels E and F, Respectively), According to Whether
They Had a Good-Prognosis or a Poor-Prognosis Signature.
The P values were calculated with use of the log-rank test.
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Table 1: Parameter estimates of the 
mechanistic model. 
Abbreviation: r.s.e., relative standard error

Table 2: Parameter estimates of the final model 
with covariates. 

parameters were obtained by 



Data of a NSCLC patient with brain mets
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Figure 3: Data of primary tumor and brain metastases in a patient with non-small cell

lung cancer
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The model with dormancy could describe best the data
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Figure 1: Observed mets growth and the theoretical one with pre-calibrated growth pa-
rameters and with parameters from our best fit.

smaller. Thus, visually, fit with parameters from the best fit is better, but quantitatively,
the worsening of the fit for the biggest met increases RSS value almost 6-fold.

At fig. 3-4 theoretical sized for all the mets are plotted.

Conclusion

Performing fit of mets dissemination parameters we used fixed pre-calibrated values on
mets growth parameters. This estimation was based only on the sizes of all mets with
time. Pre-calibrated parameters show quite good agreement with data (fig. 1 left). At
the same time, when we let both dissemination and growth parameters free, we obtained
much better fit of the cumulative distribution function, but we also got di↵erent values
of ↵0 and �. Thus, we plotted theoretical growth of all mets with the corresponding
growth parameters (fig. 1 right). After visual comparison of two results we can conclude
that in general, growth law with parameter values taken from the “best fit” matches data
quite good and sometimes (quantitatively in cases of ten mets) better than law with pre-
calibrated values. Nevertheless, the value of RSS for the growth law with parameters from
the “best fit” is almost 6-fold higher. Thus, improvement of the fit for the smaller mets is
negligible in comparison to the worsening of the fit for the biggest met.

2

Bilous et al. (Benzekry), biorXiv, 2018

Model Patient 1 Patient 2
Base 5.51 2.53

Secondary 5.43 2.3
Delay 5.23 1.53

Dormancy 4.93 1.71
Di↵. growth 4.95 1.79

1

Objective function

Dormancy estimated to 133 days ± 4.2%





2 Combination bevacizumab - 
chemotherapy



• Bevacizumab = anti-VEGF monoclonal antibody ⇒ anti-angiogenic action (first 

approved in 2004) 

• Only proved clinical efficacy when combined (concomitantly) with cytotoxics

Vascular normalization: a time window  for 
improved pharmacokinetics?
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also known as anti-vascular therapy, could starve a tumor by
choking off its blood supply. Once a unique marker for all
tumor vessels (new as well as established) is identified, sev-
eral available ‘smart’ strategies can be used to destroy these
vessels20,21. Progress has been made towards identifying these
markers22,23, but their uniqueness and consistency have yet
to be demonstrated. If these markers are present in normal
vessels, the vessels might be damaged by the therapy. If
these markers are present only on some tumor vessels and
not others, the tumors without markers might relapse.
Perhaps anti-angiogenic approaches, used in conjuction
with anti-vascular agents, can prevent post-therapy relapse.

Is there a role, then, for the passive targeting of tumor vas-
culature? Chemotherapy and radiation therapy may serve
this function by killing cancer cells that compress tumor
vessels, thereby increasing blood flow24. Like a fraction of
cancer cells in a tumor, a fraction of endothelial cells in
tumor vessels proliferates rapidly. It seems reasonable that
these rapidly proliferating cells (endothelial cells, circulat-
ing endothelial precursors and cancer cells) will respond to
chemo- and radiation therapy. The endothelial cells are con-
sidered genetically stable and might not develop drug 
resistance—one rationale underlying low-dose chronic
chemotherapy. Chemotherapy may also target cancer cells
that are in the process of invading the vessel lumen and
being shed into the circulation. But, in general, chronic low-
dose chemotherapy alone has not led to long-term cure of
drug-resistant tumors2,3. Is this because tumor cells develop
mutations that allow them to survive in hypoxic environ-
ments5? Or is it because the epigenetic changes in endothe-
lial cells (such as enzyme induction or upregulation of a
receptor) lead to ‘resistance’? Or because the tumor exhausts
its supply of proliferating endothelial cells and the remain-
ing quiescent endothelial cells do not respond to cytotoxic
therapies alone? In the latter case, cure might require com-
bining cytotoxic therapies with anti-angiogenic therapy.
Anti-angiogenic therapy might make endothelial cells more
sensitive to cytotoxic therapies and/or vice versa. Anti-an-
giogenic therapy might also increase the efficiency of the
tumor vasculature, increasing the delivery of drugs or oxy-
gen6,13,14. Though not explicitly acknowledged, there is a
danger that the increased availability of nutrients might fa-
cilitate tumor growth and contribute to the delayed regres-

sion often observed after anti-angiogenic therapy.
The decision of whether and when to stop pruning the

tumor vasculature depends on the objective of the anti-an-
giogenic therapy. If the goal is to deprive the tumor of its
blood supply, therapy must continue until the vasculature
no longer functions. If the goal is to improve vascular effi-
ciency, treatments must be fine-tuned accordingly. The del-
icate balance between too many and too few endothelial
and perivascular cells warrants careful attention to the
scheduling and dosing of combination therapies. Optimal
scheduling may take advantage of a window of opportunity
created by anti-angiogenic therapy wherein cytotoxic agents
will have maximal access to cancer cells. This hypothesis is
supported by the successful outcome from the combination
of TNP-470 with cytotoxic therapies2,6. On the other hand,
suboptimal scheduling may lead to antagonism between cy-
totoxic and anti-angiogenic therapies. This has happened in
cases where TNP-470 was combined with radiation therapy25

or chemotherapy26.
A major challenge in anti-angiogenesis clinical trials is the

optimization of dose and schedule for combination therapy
for individual patients. Although serial tumor biopsies can
provide the necessary information, they are difficult to ob-
tain. Therefore, imaging technologies and surrogate markers
that permit specific phenotypic changes to be quantified
during anti-angiogenic therapy (such as vessel diameter,
vessel tortuosity, vessel density, vascular permeability, par-
tial pressure of oxygen or interstitial pressure) are urgently
needed. Concerted efforts are underway to adapt magnetic
resonance imaging, computerized tomography, positron
emission tomography, ultrasound and various optical tech-
niques. As well as providing a global measure of the vascular
phenotype, these techniques need to map the functional
heterogeneities in a tumor. Similarly, surrogate markers of
angiogenesis in blood would not only facilitate dosing and
dose scheduling but also identify high-risk individuals who
would benefit from preventive anti-angiogenic therapy27. In
the meantime, interstitial fluid pressure, which is relatively
easy to measure with minimally invasive and inexpensive
technology8,24, may serve as an indicator of the normality of
a tumor’s vascular physiology. And, indeed, decreased inter-
stitial fluid pressure has recently been shown to be a good
prognostic factor in cervical cancer patients28.

The original rationale for combination therapy was to de-
stroy two separate cell populations: endothelial cells and
cancer cells. Since these two populations are interdepen-
dent, destroying the vasculature reduces the opportunity to

Fig. 1 Schematic of changes in tumor vasculature during the course of
anti-angiogenic therapy. a, Normal vasculature, composed of mature ves-
sels and maintained by the perfect balance of pro- and anti-angiogenic
molecules, might not change during the course of anti-angiogenic ther-
apy. b, Abnormal tumor vasculature, composed largely of immature ves-
sels with increased permeability, vessel diameter, vessel length, vessel
density, tortuosity and interstitial fluid pressure, compromises the delivery
of therapeutics and nutrients. c, Judiciously applied direct or indirect anti-
angiogenic therapies might prune immature vessels, leading to more nor-
malized tumor vasculature. This network should be more efficient for the
delivery of therapeutics and nutrients. d, Rapid pruning of, or coagulation
in, tumor vasculature might reduce the vasculature to the point that it is
inadequate to support tumor growth and might lead to tumor dormancy.
This is the ultimate goal of anti-angiogenic/anti-vascular therapy.
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also known as anti-vascular therapy, could starve a tumor by
choking off its blood supply. Once a unique marker for all
tumor vessels (new as well as established) is identified, sev-
eral available ‘smart’ strategies can be used to destroy these
vessels20,21. Progress has been made towards identifying these
markers22,23, but their uniqueness and consistency have yet
to be demonstrated. If these markers are present in normal
vessels, the vessels might be damaged by the therapy. If
these markers are present only on some tumor vessels and
not others, the tumors without markers might relapse.
Perhaps anti-angiogenic approaches, used in conjuction
with anti-vascular agents, can prevent post-therapy relapse.

Is there a role, then, for the passive targeting of tumor vas-
culature? Chemotherapy and radiation therapy may serve
this function by killing cancer cells that compress tumor
vessels, thereby increasing blood flow24. Like a fraction of
cancer cells in a tumor, a fraction of endothelial cells in
tumor vessels proliferates rapidly. It seems reasonable that
these rapidly proliferating cells (endothelial cells, circulat-
ing endothelial precursors and cancer cells) will respond to
chemo- and radiation therapy. The endothelial cells are con-
sidered genetically stable and might not develop drug 
resistance—one rationale underlying low-dose chronic
chemotherapy. Chemotherapy may also target cancer cells
that are in the process of invading the vessel lumen and
being shed into the circulation. But, in general, chronic low-
dose chemotherapy alone has not led to long-term cure of
drug-resistant tumors2,3. Is this because tumor cells develop
mutations that allow them to survive in hypoxic environ-
ments5? Or is it because the epigenetic changes in endothe-
lial cells (such as enzyme induction or upregulation of a
receptor) lead to ‘resistance’? Or because the tumor exhausts
its supply of proliferating endothelial cells and the remain-
ing quiescent endothelial cells do not respond to cytotoxic
therapies alone? In the latter case, cure might require com-
bining cytotoxic therapies with anti-angiogenic therapy.
Anti-angiogenic therapy might make endothelial cells more
sensitive to cytotoxic therapies and/or vice versa. Anti-an-
giogenic therapy might also increase the efficiency of the
tumor vasculature, increasing the delivery of drugs or oxy-
gen6,13,14. Though not explicitly acknowledged, there is a
danger that the increased availability of nutrients might fa-
cilitate tumor growth and contribute to the delayed regres-

sion often observed after anti-angiogenic therapy.
The decision of whether and when to stop pruning the

tumor vasculature depends on the objective of the anti-an-
giogenic therapy. If the goal is to deprive the tumor of its
blood supply, therapy must continue until the vasculature
no longer functions. If the goal is to improve vascular effi-
ciency, treatments must be fine-tuned accordingly. The del-
icate balance between too many and too few endothelial
and perivascular cells warrants careful attention to the
scheduling and dosing of combination therapies. Optimal
scheduling may take advantage of a window of opportunity
created by anti-angiogenic therapy wherein cytotoxic agents
will have maximal access to cancer cells. This hypothesis is
supported by the successful outcome from the combination
of TNP-470 with cytotoxic therapies2,6. On the other hand,
suboptimal scheduling may lead to antagonism between cy-
totoxic and anti-angiogenic therapies. This has happened in
cases where TNP-470 was combined with radiation therapy25

or chemotherapy26.
A major challenge in anti-angiogenesis clinical trials is the

optimization of dose and schedule for combination therapy
for individual patients. Although serial tumor biopsies can
provide the necessary information, they are difficult to ob-
tain. Therefore, imaging technologies and surrogate markers
that permit specific phenotypic changes to be quantified
during anti-angiogenic therapy (such as vessel diameter,
vessel tortuosity, vessel density, vascular permeability, par-
tial pressure of oxygen or interstitial pressure) are urgently
needed. Concerted efforts are underway to adapt magnetic
resonance imaging, computerized tomography, positron
emission tomography, ultrasound and various optical tech-
niques. As well as providing a global measure of the vascular
phenotype, these techniques need to map the functional
heterogeneities in a tumor. Similarly, surrogate markers of
angiogenesis in blood would not only facilitate dosing and
dose scheduling but also identify high-risk individuals who
would benefit from preventive anti-angiogenic therapy27. In
the meantime, interstitial fluid pressure, which is relatively
easy to measure with minimally invasive and inexpensive
technology8,24, may serve as an indicator of the normality of
a tumor’s vascular physiology. And, indeed, decreased inter-
stitial fluid pressure has recently been shown to be a good
prognostic factor in cervical cancer patients28.

The original rationale for combination therapy was to de-
stroy two separate cell populations: endothelial cells and
cancer cells. Since these two populations are interdepen-
dent, destroying the vasculature reduces the opportunity to

Fig. 1 Schematic of changes in tumor vasculature during the course of
anti-angiogenic therapy. a, Normal vasculature, composed of mature ves-
sels and maintained by the perfect balance of pro- and anti-angiogenic
molecules, might not change during the course of anti-angiogenic ther-
apy. b, Abnormal tumor vasculature, composed largely of immature ves-
sels with increased permeability, vessel diameter, vessel length, vessel
density, tortuosity and interstitial fluid pressure, compromises the delivery
of therapeutics and nutrients. c, Judiciously applied direct or indirect anti-
angiogenic therapies might prune immature vessels, leading to more nor-
malized tumor vasculature. This network should be more efficient for the
delivery of therapeutics and nutrients. d, Rapid pruning of, or coagulation
in, tumor vasculature might reduce the vasculature to the point that it is
inadequate to support tumor growth and might lead to tumor dormancy.
This is the ultimate goal of anti-angiogenic/anti-vascular therapy.

a b

c d

©
20

01
 N

at
ur

e 
Pu

bl
is

hi
ng

 G
ro

up
  h

ttp
://

m
ed

ic
in

e.
na

tu
re

.c
om

© 2001 Nature Publishing Group  http://medicine.nature.com

988 NATURE MEDICINE • VOLUME 7 • NUMBER 9 • SEPTEMBER 2001

also known as anti-vascular therapy, could starve a tumor by
choking off its blood supply. Once a unique marker for all
tumor vessels (new as well as established) is identified, sev-
eral available ‘smart’ strategies can be used to destroy these
vessels20,21. Progress has been made towards identifying these
markers22,23, but their uniqueness and consistency have yet
to be demonstrated. If these markers are present in normal
vessels, the vessels might be damaged by the therapy. If
these markers are present only on some tumor vessels and
not others, the tumors without markers might relapse.
Perhaps anti-angiogenic approaches, used in conjuction
with anti-vascular agents, can prevent post-therapy relapse.

Is there a role, then, for the passive targeting of tumor vas-
culature? Chemotherapy and radiation therapy may serve
this function by killing cancer cells that compress tumor
vessels, thereby increasing blood flow24. Like a fraction of
cancer cells in a tumor, a fraction of endothelial cells in
tumor vessels proliferates rapidly. It seems reasonable that
these rapidly proliferating cells (endothelial cells, circulat-
ing endothelial precursors and cancer cells) will respond to
chemo- and radiation therapy. The endothelial cells are con-
sidered genetically stable and might not develop drug 
resistance—one rationale underlying low-dose chronic
chemotherapy. Chemotherapy may also target cancer cells
that are in the process of invading the vessel lumen and
being shed into the circulation. But, in general, chronic low-
dose chemotherapy alone has not led to long-term cure of
drug-resistant tumors2,3. Is this because tumor cells develop
mutations that allow them to survive in hypoxic environ-
ments5? Or is it because the epigenetic changes in endothe-
lial cells (such as enzyme induction or upregulation of a
receptor) lead to ‘resistance’? Or because the tumor exhausts
its supply of proliferating endothelial cells and the remain-
ing quiescent endothelial cells do not respond to cytotoxic
therapies alone? In the latter case, cure might require com-
bining cytotoxic therapies with anti-angiogenic therapy.
Anti-angiogenic therapy might make endothelial cells more
sensitive to cytotoxic therapies and/or vice versa. Anti-an-
giogenic therapy might also increase the efficiency of the
tumor vasculature, increasing the delivery of drugs or oxy-
gen6,13,14. Though not explicitly acknowledged, there is a
danger that the increased availability of nutrients might fa-
cilitate tumor growth and contribute to the delayed regres-

sion often observed after anti-angiogenic therapy.
The decision of whether and when to stop pruning the

tumor vasculature depends on the objective of the anti-an-
giogenic therapy. If the goal is to deprive the tumor of its
blood supply, therapy must continue until the vasculature
no longer functions. If the goal is to improve vascular effi-
ciency, treatments must be fine-tuned accordingly. The del-
icate balance between too many and too few endothelial
and perivascular cells warrants careful attention to the
scheduling and dosing of combination therapies. Optimal
scheduling may take advantage of a window of opportunity
created by anti-angiogenic therapy wherein cytotoxic agents
will have maximal access to cancer cells. This hypothesis is
supported by the successful outcome from the combination
of TNP-470 with cytotoxic therapies2,6. On the other hand,
suboptimal scheduling may lead to antagonism between cy-
totoxic and anti-angiogenic therapies. This has happened in
cases where TNP-470 was combined with radiation therapy25

or chemotherapy26.
A major challenge in anti-angiogenesis clinical trials is the

optimization of dose and schedule for combination therapy
for individual patients. Although serial tumor biopsies can
provide the necessary information, they are difficult to ob-
tain. Therefore, imaging technologies and surrogate markers
that permit specific phenotypic changes to be quantified
during anti-angiogenic therapy (such as vessel diameter,
vessel tortuosity, vessel density, vascular permeability, par-
tial pressure of oxygen or interstitial pressure) are urgently
needed. Concerted efforts are underway to adapt magnetic
resonance imaging, computerized tomography, positron
emission tomography, ultrasound and various optical tech-
niques. As well as providing a global measure of the vascular
phenotype, these techniques need to map the functional
heterogeneities in a tumor. Similarly, surrogate markers of
angiogenesis in blood would not only facilitate dosing and
dose scheduling but also identify high-risk individuals who
would benefit from preventive anti-angiogenic therapy27. In
the meantime, interstitial fluid pressure, which is relatively
easy to measure with minimally invasive and inexpensive
technology8,24, may serve as an indicator of the normality of
a tumor’s vascular physiology. And, indeed, decreased inter-
stitial fluid pressure has recently been shown to be a good
prognostic factor in cervical cancer patients28.

The original rationale for combination therapy was to de-
stroy two separate cell populations: endothelial cells and
cancer cells. Since these two populations are interdepen-
dent, destroying the vasculature reduces the opportunity to

Fig. 1 Schematic of changes in tumor vasculature during the course of
anti-angiogenic therapy. a, Normal vasculature, composed of mature ves-
sels and maintained by the perfect balance of pro- and anti-angiogenic
molecules, might not change during the course of anti-angiogenic ther-
apy. b, Abnormal tumor vasculature, composed largely of immature ves-
sels with increased permeability, vessel diameter, vessel length, vessel
density, tortuosity and interstitial fluid pressure, compromises the delivery
of therapeutics and nutrients. c, Judiciously applied direct or indirect anti-
angiogenic therapies might prune immature vessels, leading to more nor-
malized tumor vasculature. This network should be more efficient for the
delivery of therapeutics and nutrients. d, Rapid pruning of, or coagulation
in, tumor vasculature might reduce the vasculature to the point that it is
inadequate to support tumor growth and might lead to tumor dormancy.
This is the ultimate goal of anti-angiogenic/anti-vascular therapy.
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also known as anti-vascular therapy, could starve a tumor by
choking off its blood supply. Once a unique marker for all
tumor vessels (new as well as established) is identified, sev-
eral available ‘smart’ strategies can be used to destroy these
vessels20,21. Progress has been made towards identifying these
markers22,23, but their uniqueness and consistency have yet
to be demonstrated. If these markers are present in normal
vessels, the vessels might be damaged by the therapy. If
these markers are present only on some tumor vessels and
not others, the tumors without markers might relapse.
Perhaps anti-angiogenic approaches, used in conjuction
with anti-vascular agents, can prevent post-therapy relapse.

Is there a role, then, for the passive targeting of tumor vas-
culature? Chemotherapy and radiation therapy may serve
this function by killing cancer cells that compress tumor
vessels, thereby increasing blood flow24. Like a fraction of
cancer cells in a tumor, a fraction of endothelial cells in
tumor vessels proliferates rapidly. It seems reasonable that
these rapidly proliferating cells (endothelial cells, circulat-
ing endothelial precursors and cancer cells) will respond to
chemo- and radiation therapy. The endothelial cells are con-
sidered genetically stable and might not develop drug 
resistance—one rationale underlying low-dose chronic
chemotherapy. Chemotherapy may also target cancer cells
that are in the process of invading the vessel lumen and
being shed into the circulation. But, in general, chronic low-
dose chemotherapy alone has not led to long-term cure of
drug-resistant tumors2,3. Is this because tumor cells develop
mutations that allow them to survive in hypoxic environ-
ments5? Or is it because the epigenetic changes in endothe-
lial cells (such as enzyme induction or upregulation of a
receptor) lead to ‘resistance’? Or because the tumor exhausts
its supply of proliferating endothelial cells and the remain-
ing quiescent endothelial cells do not respond to cytotoxic
therapies alone? In the latter case, cure might require com-
bining cytotoxic therapies with anti-angiogenic therapy.
Anti-angiogenic therapy might make endothelial cells more
sensitive to cytotoxic therapies and/or vice versa. Anti-an-
giogenic therapy might also increase the efficiency of the
tumor vasculature, increasing the delivery of drugs or oxy-
gen6,13,14. Though not explicitly acknowledged, there is a
danger that the increased availability of nutrients might fa-
cilitate tumor growth and contribute to the delayed regres-

sion often observed after anti-angiogenic therapy.
The decision of whether and when to stop pruning the

tumor vasculature depends on the objective of the anti-an-
giogenic therapy. If the goal is to deprive the tumor of its
blood supply, therapy must continue until the vasculature
no longer functions. If the goal is to improve vascular effi-
ciency, treatments must be fine-tuned accordingly. The del-
icate balance between too many and too few endothelial
and perivascular cells warrants careful attention to the
scheduling and dosing of combination therapies. Optimal
scheduling may take advantage of a window of opportunity
created by anti-angiogenic therapy wherein cytotoxic agents
will have maximal access to cancer cells. This hypothesis is
supported by the successful outcome from the combination
of TNP-470 with cytotoxic therapies2,6. On the other hand,
suboptimal scheduling may lead to antagonism between cy-
totoxic and anti-angiogenic therapies. This has happened in
cases where TNP-470 was combined with radiation therapy25

or chemotherapy26.
A major challenge in anti-angiogenesis clinical trials is the

optimization of dose and schedule for combination therapy
for individual patients. Although serial tumor biopsies can
provide the necessary information, they are difficult to ob-
tain. Therefore, imaging technologies and surrogate markers
that permit specific phenotypic changes to be quantified
during anti-angiogenic therapy (such as vessel diameter,
vessel tortuosity, vessel density, vascular permeability, par-
tial pressure of oxygen or interstitial pressure) are urgently
needed. Concerted efforts are underway to adapt magnetic
resonance imaging, computerized tomography, positron
emission tomography, ultrasound and various optical tech-
niques. As well as providing a global measure of the vascular
phenotype, these techniques need to map the functional
heterogeneities in a tumor. Similarly, surrogate markers of
angiogenesis in blood would not only facilitate dosing and
dose scheduling but also identify high-risk individuals who
would benefit from preventive anti-angiogenic therapy27. In
the meantime, interstitial fluid pressure, which is relatively
easy to measure with minimally invasive and inexpensive
technology8,24, may serve as an indicator of the normality of
a tumor’s vascular physiology. And, indeed, decreased inter-
stitial fluid pressure has recently been shown to be a good
prognostic factor in cervical cancer patients28.

The original rationale for combination therapy was to de-
stroy two separate cell populations: endothelial cells and
cancer cells. Since these two populations are interdepen-
dent, destroying the vasculature reduces the opportunity to

Fig. 1 Schematic of changes in tumor vasculature during the course of
anti-angiogenic therapy. a, Normal vasculature, composed of mature ves-
sels and maintained by the perfect balance of pro- and anti-angiogenic
molecules, might not change during the course of anti-angiogenic ther-
apy. b, Abnormal tumor vasculature, composed largely of immature ves-
sels with increased permeability, vessel diameter, vessel length, vessel
density, tortuosity and interstitial fluid pressure, compromises the delivery
of therapeutics and nutrients. c, Judiciously applied direct or indirect anti-
angiogenic therapies might prune immature vessels, leading to more nor-
malized tumor vasculature. This network should be more efficient for the
delivery of therapeutics and nutrients. d, Rapid pruning of, or coagulation
in, tumor vasculature might reduce the vasculature to the point that it is
inadequate to support tumor growth and might lead to tumor dormancy.
This is the ultimate goal of anti-angiogenic/anti-vascular therapy.
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Therapeutic question 

What is the optimal time gap between administration of bevacizumab and cytotoxic 

chemotherapy? How to capture inter-individual variability for designing personalized 
therapies?

• Possible explanation: transient normalization of the otherwise abnormal 

(leaky, tortuous)  vascular architecture 



Lung cancer model

Hypothesis: sequential use of bevacizumab associated with chemotherapy would 
achieve better efficacy and modeling support could help to define the optimal time-

window
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• (H4) In the absence of data monitoring the state of the tumor vasculature, the 

antiangiogenic effect of bevacizumab is not explicitly modeled. 

(H5) Beside its antiangiogenic activity, bevacizumab increases the drugs delivery by 

improving the vasculature quality � (32). The dynamics of this improvement is 

assumed to follow the bevacizumab concentration, delayed by a time shift � for the 

normalization to occur. The magnitude of the improvement is controlled by a parameter 

�.The above assumptions are translated into the following system of nonlinear ordinary 

differential equations: 

��
�� = � − � ln �

�7
� − ���� � � = 0 = �E

� � = 	1 + �� � − �
��)
�� = ���� − ��) �) � = 0 = 0
��G
�� = � �) − �G 	 �G � = 0 = 0
��H
�� = � �G − �H �H � = 0 = 0
� = � + �) + �G + �H	

 

The initial size �E was set to 7.04 x 106 photons/second considering that 80 000 cells 

were injected (experiment-1) and a previously established conversion ratio of �7 =	1 

cell » 88 photons/second (33). 

Statistical	model	and	parameters	estimation	

For description of the inter-animal variability we used the nonlinear mixed-effects 

statistical framework (34). It consists in assuming a distribution of the parameters within 

the animal population, taken here to be lognormal for each parameter. Importantly, 

these were the same for all treatment groups. The structural model above depends on 

6 parameters (�, �, �, �, �, �).	 After an initial sensitivity analysis showing that not all of 

these parameters were identifiable from our data set, we reduced this to the 4 
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Model fits: individual + population level (NLME)
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Figure 9 – Fit of the BEVALUNG data using the TestModelV4 and population mixed-e�ects
statistical modeling for inter-animal variability.. In these fits, the data C/B was not used
(computations were tool long). 12
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Figure 9 – Fit of the BEVALUNG data using the TestModelV4 and population mixed-e�ects
statistical modeling for inter-animal variability.. In these fits, the data C/B was not used
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Figure 9 – Fit of the BEVALUNG data using the TestModelV4 and population mixed-e�ects
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Figure 9 – Fit of the BEVALUNG data using the TestModelV4 and population mixed-e�ects
statistical modeling for inter-animal variability.. In these fits, the data C/B was not used
(computations were tool long). 12

rank test showed a significant difference between all groups
(P< 0.0001). Further log-rank tests showed that each treat-
ment group was significantly different than the control arm
(P< 0.001). Moreover, the sequential administration in the
“beva then chemo 4 days” arm had greater survival median
and was significantly different than concomitant in the
“beva1 chemo” (P5 0.0485) and reversed in the “chemo
then beva 4 days” arms (P5 0.0496). Conversely, no signif-
icant difference was observed between the “beva1 chemo”
and the “chemo then beva 4 days” arms (P5 0.631).

Mathematical modeling predicted an optimal time delay
of 3 days between the administration of bevacizumab
and pemetrexed1 cisplatin
The selected model is a modified version of the Gompertz
model with a delay in the treatment effects32 and inclusion of
a dynamic variable Q accounting for the vasculature quality
and, thus, the normalization effect. See the Materials and
Methods section for a detailed description of the model equa-
tion, data fit, and parameters’ estimation method. Population
analysis yielded the median parameter and interanimal vari-
ability estimates reported in Table 1 with good relative stan-
dard errors. Goodness-of-fit was assessed by visual
predictive check plots (Figure 3a-d), which demonstrated a

good agreement between the model simulations and the
experimental data (see residual analysis in Supplementary
Figure S7). Individual simulations also demonstrated the
ability of our model to reproduce tumor growth dynamics for
each mouse (Supplementary Figure S8).
The model with parameters calibrated on the experimen-

tal data allowed us to perform simulations varying the time
lag between the administrations of bevacizumab and the
pemetrexed-cisplatin doublet. The criterion for quantification
of efficacy was the area under the tumor growth curve.
Delays ranging from 1–10 days were tested. Simulation
results showed that a 2.8-days delay between bevacizumab
and chemotherapy achieved greater reduction in tumor
sizes, with a difference of 76.8% in tumor size as compared
with concomitant scheduling (Figure 4a-c). Our quantifica-
tion of the normalization dynamics also predicted that a
delay of 8 days would perform substantially worse, with a
difference of only 54.3% compared with concomitant admin-
istration (Figure 4c). Quantification of the interanimal vari-
ability of the model parameters using our population
approach allowed to simulate the resulting interanimal vari-
ability of the optimal interdrug administration gap. The opti-
mal gap ranged from 0–10 days with median of 2.8 days
and standard deviation of 1.84 days (Figure 4d).
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Figure 3 Visual predictive check for experiment one population analysis. (a–d) Visual predictive check plots. Circles: experimental
data. Stars with broken lines: median data. Solid lines: tumor growth simulated curves using median parameter values, dashed lines:
95% intervals for interanimal variability, generated from the simulation of 1,000 virtual animals with parameters distributed according to
the distribution estimated by the mixed-effects fit. Beva, bevacizumab; Chemo, chemotherapy.
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rank test showed a significant difference between all groups
(P< 0.0001). Further log-rank tests showed that each treat-
ment group was significantly different than the control arm
(P< 0.001). Moreover, the sequential administration in the
“beva then chemo 4 days” arm had greater survival median
and was significantly different than concomitant in the
“beva1 chemo” (P5 0.0485) and reversed in the “chemo
then beva 4 days” arms (P5 0.0496). Conversely, no signif-
icant difference was observed between the “beva1 chemo”
and the “chemo then beva 4 days” arms (P5 0.631).
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model with a delay in the treatment effects32 and inclusion of
a dynamic variable Q accounting for the vasculature quality
and, thus, the normalization effect. See the Materials and
Methods section for a detailed description of the model equa-
tion, data fit, and parameters’ estimation method. Population
analysis yielded the median parameter and interanimal vari-
ability estimates reported in Table 1 with good relative stan-
dard errors. Goodness-of-fit was assessed by visual
predictive check plots (Figure 3a-d), which demonstrated a

good agreement between the model simulations and the
experimental data (see residual analysis in Supplementary
Figure S7). Individual simulations also demonstrated the
ability of our model to reproduce tumor growth dynamics for
each mouse (Supplementary Figure S8).
The model with parameters calibrated on the experimen-

tal data allowed us to perform simulations varying the time
lag between the administrations of bevacizumab and the
pemetrexed-cisplatin doublet. The criterion for quantification
of efficacy was the area under the tumor growth curve.
Delays ranging from 1–10 days were tested. Simulation
results showed that a 2.8-days delay between bevacizumab
and chemotherapy achieved greater reduction in tumor
sizes, with a difference of 76.8% in tumor size as compared
with concomitant scheduling (Figure 4a-c). Our quantifica-
tion of the normalization dynamics also predicted that a
delay of 8 days would perform substantially worse, with a
difference of only 54.3% compared with concomitant admin-
istration (Figure 4c). Quantification of the interanimal vari-
ability of the model parameters using our population
approach allowed to simulate the resulting interanimal vari-
ability of the optimal interdrug administration gap. The opti-
mal gap ranged from 0–10 days with median of 2.8 days
and standard deviation of 1.84 days (Figure 4d).
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rank test showed a significant difference between all groups
(P< 0.0001). Further log-rank tests showed that each treat-
ment group was significantly different than the control arm
(P< 0.001). Moreover, the sequential administration in the
“beva then chemo 4 days” arm had greater survival median
and was significantly different than concomitant in the
“beva1 chemo” (P5 0.0485) and reversed in the “chemo
then beva 4 days” arms (P5 0.0496). Conversely, no signif-
icant difference was observed between the “beva1 chemo”
and the “chemo then beva 4 days” arms (P5 0.631).

Mathematical modeling predicted an optimal time delay
of 3 days between the administration of bevacizumab
and pemetrexed1 cisplatin
The selected model is a modified version of the Gompertz
model with a delay in the treatment effects32 and inclusion of
a dynamic variable Q accounting for the vasculature quality
and, thus, the normalization effect. See the Materials and
Methods section for a detailed description of the model equa-
tion, data fit, and parameters’ estimation method. Population
analysis yielded the median parameter and interanimal vari-
ability estimates reported in Table 1 with good relative stan-
dard errors. Goodness-of-fit was assessed by visual
predictive check plots (Figure 3a-d), which demonstrated a

good agreement between the model simulations and the
experimental data (see residual analysis in Supplementary
Figure S7). Individual simulations also demonstrated the
ability of our model to reproduce tumor growth dynamics for
each mouse (Supplementary Figure S8).
The model with parameters calibrated on the experimen-

tal data allowed us to perform simulations varying the time
lag between the administrations of bevacizumab and the
pemetrexed-cisplatin doublet. The criterion for quantification
of efficacy was the area under the tumor growth curve.
Delays ranging from 1–10 days were tested. Simulation
results showed that a 2.8-days delay between bevacizumab
and chemotherapy achieved greater reduction in tumor
sizes, with a difference of 76.8% in tumor size as compared
with concomitant scheduling (Figure 4a-c). Our quantifica-
tion of the normalization dynamics also predicted that a
delay of 8 days would perform substantially worse, with a
difference of only 54.3% compared with concomitant admin-
istration (Figure 4c). Quantification of the interanimal vari-
ability of the model parameters using our population
approach allowed to simulate the resulting interanimal vari-
ability of the optimal interdrug administration gap. The opti-
mal gap ranged from 0–10 days with median of 2.8 days
and standard deviation of 1.84 days (Figure 4d).
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rank test showed a significant difference between all groups
(P< 0.0001). Further log-rank tests showed that each treat-
ment group was significantly different than the control arm
(P< 0.001). Moreover, the sequential administration in the
“beva then chemo 4 days” arm had greater survival median
and was significantly different than concomitant in the
“beva1 chemo” (P5 0.0485) and reversed in the “chemo
then beva 4 days” arms (P5 0.0496). Conversely, no signif-
icant difference was observed between the “beva1 chemo”
and the “chemo then beva 4 days” arms (P5 0.631).

Mathematical modeling predicted an optimal time delay
of 3 days between the administration of bevacizumab
and pemetrexed1 cisplatin
The selected model is a modified version of the Gompertz
model with a delay in the treatment effects32 and inclusion of
a dynamic variable Q accounting for the vasculature quality
and, thus, the normalization effect. See the Materials and
Methods section for a detailed description of the model equa-
tion, data fit, and parameters’ estimation method. Population
analysis yielded the median parameter and interanimal vari-
ability estimates reported in Table 1 with good relative stan-
dard errors. Goodness-of-fit was assessed by visual
predictive check plots (Figure 3a-d), which demonstrated a

good agreement between the model simulations and the
experimental data (see residual analysis in Supplementary
Figure S7). Individual simulations also demonstrated the
ability of our model to reproduce tumor growth dynamics for
each mouse (Supplementary Figure S8).
The model with parameters calibrated on the experimen-

tal data allowed us to perform simulations varying the time
lag between the administrations of bevacizumab and the
pemetrexed-cisplatin doublet. The criterion for quantification
of efficacy was the area under the tumor growth curve.
Delays ranging from 1–10 days were tested. Simulation
results showed that a 2.8-days delay between bevacizumab
and chemotherapy achieved greater reduction in tumor
sizes, with a difference of 76.8% in tumor size as compared
with concomitant scheduling (Figure 4a-c). Our quantifica-
tion of the normalization dynamics also predicted that a
delay of 8 days would perform substantially worse, with a
difference of only 54.3% compared with concomitant admin-
istration (Figure 4c). Quantification of the interanimal vari-
ability of the model parameters using our population
approach allowed to simulate the resulting interanimal vari-
ability of the optimal interdrug administration gap. The opti-
mal gap ranged from 0–10 days with median of 2.8 days
and standard deviation of 1.84 days (Figure 4d).
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data. Stars with broken lines: median data. Solid lines: tumor growth simulated curves using median parameter values, dashed lines:
95% intervals for interanimal variability, generated from the simulation of 1,000 virtual animals with parameters distributed according to
the distribution estimated by the mixed-effects fit. Beva, bevacizumab; Chemo, chemotherapy.
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Prediction of the optimal delay

⇒ to be tested experimentally
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⇒ personalized scheduling
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