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1 Dept. of Computer Science, Sapienza University of Rome
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Abstract. Controlling the propagation of information in social networks
is a problem of growing importance: On one hand, users wish to freely
communicate and interact with their peers. On the other hand, the in-
formation they spread can bring to harmful consequences if it falls in the
wrong hands. There is therefore a trade-off between utility, i.e., reach-
ing as many intended nodes as possible, and privacy, i.e., avoiding the
unintended ones. The problem has attracted the interest of the research
community, and some models have already been proposed to study how
information propagate and to devise policies satisfying the intended pri-
vacy and utility requirements. In this paper we adapt the basic framework
of Backes et al. to include more realistic features, that in practice influ-
ence the way in which information is passed around. More specifically, we
consider: (a) the topic of the shared information, and (b) the time spent
by users to forward information among them. For both features, we show
a way to reduce our model to the basic one, thus allowing us to extend to
our scenario the methods provided in the seminal paper. Furthermore, we
propose an enhanced formulation of the utility/privacy policies, to max-
imize the expected number of reached users among the intended ones,
while minimizing this number among the unintended ones, and we show
how to adapt the basic techniques to these enhanced policies.

Keywords: Diffusion Networks · Privacy/Utility · Submodular Func-
tions.

1 Introduction

In the last decade there has been a tremendous increase in the world-wide dif-
fusion of social networks, leading to a situation in which a large part of the
population is highly connected to other people. A consequence of such high con-
nectivity is that, once a user shares a piece of information, it may spread very
quickly. The implications of this phenomenon have attracted the attention of
many researchers, interested in studying their potentials and their risks. The
involvement of the scientific community with this topic has already produced a
large body of literature; see, for instance, [4, 6, 16, 21, 22], just to cite a few.

In general, diffusion [14] is a process by which information, viruses, gossips
and any other behaviors spread over networks. Here, we follow a natural and



v2

[.3 .2 .7]

%%

v6

v1

[.5 .2 .3]

99

[.5 .4 .2]

%%

v4

[.3 .1 .6]

99

[.3 .2 .5]

%%
v3

[.3 .5 .4]

OO

[.2 .6 .4]

99

[.3 .1 .9] // v5

[.2 .5 .6]

OO

v7

[.8 .3 .1]

OO

Fig. 1. A Topic vector diffusion network, in which we use topic vectors with three
components (science, movies, society)

common approach to modeling the net as a graph where nodes represent the
users and edges are labeled by the likelihood of transmission along that edge.

One of the strengths, but also the main potential hazard, of social networks
relies on the speed by which information can be diffused: once a piece of infor-
mation becomes viral, there is no way to control it. This means that it can reach
users that it was not meant to reach. If the information is a sensitive one, users
naturally have an interest in controlling this phenomenon. In [1], this problem
is addressed by defining two types of propagation policies that reconcile privacy
(i.e., protecting the information from those who should not receive it) and utility
(i.e., sharing the information with those who should receive it). In the framework
of [1], utility-restricted privacy policies minimize the risk, i.e., the expected num-
ber of malicious users that receive the information, while satisfying a constraint
on the utility, i.e., a lower bound on the number of friends the user wants to
reach. Dually, privacy-restricted utility policies maximize the number of friends
with whom the information is shared, while respecting an upper bound on the
number of malicious nodes reached by the information spread. The authors of
[1] prove that both these problems are NP-hard, and propose algorithms for
approximating the solution.

Being one of the first framework to study the trade-off between privacy and
utility, the model proposed in [1] is quite basic. One limitation is that the like-
lihood that governs the transmission along an edge is a constant, fixed in time
and irrespective of any other features. We argue that this is not a realistic as-
sumption, and we propose to enrich the framework so to be able to model the
situations described in the following two scenarios.

First, imagine that you are a scientific researcher spending some time on a
social network. Suddenly, you see a news about the proof of the century, stating
that P = NP. Whom do you wish to share such an information with? Probably
with a colleague or someone interested in the subject. To support this kind of
scenario, following [7], we consider social networks in which a user may choose
the peers to whom to send a piece of information based on the topic of that
information. To model such a situation, we label the edges of the net by topic
vectors, defined as vectors in which each component represents the probability of
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Fig. 2. A Time diffusion network with sampled times for traversing the edge

a user to send an information of the corresponding topic (or tag) to the user at
the other end of the edge. Furthermore, a piece of information is usually related
to several topics, not just one. To model this latter aspect, we also tag a message
with a probability distribution (topic distribution) over the topics, representing
the weight of each topic in the message. To obtain the probability that a node
vi sends a message to another node vj we then consider the scalar product of
the topic vector of the edge (vi, vj) and the topic distribution of the message.

As an example, assume that there are three topics, science, movies, and
society. Figure 1 represents a net whose edges are labeled with instances of these
kinds of topic vectors. For example, if v3 receives a message about a new movie
of a director he likes, the probability that it will forward it to v2 (rather than
not) is 0.5, while the probability of forwarding it to v4 is 0.6 and to v5 is 0.1,
representing the fact that v2 and v3 are much more interested in the kind of
movies that v3 likes than v5 is. Note that the sum of these probabilities is not
1, because these are independent events. Further, consider the P=NP message,
and assume that its topic distribution is (0.9, 0, 0.1). Since since the edge (v7, v6)
has topic vector (0.8, 0.3, 0.1), the probability that v7 sends the message to v6 is
0.9× 0.8 + 0× 0.3 + 0.1× 0.1 = 0.73. Note that, being the convex combination
of probabilities, the result of such scalar product is always a probability.

Second, imagine that you are a night owl; at midnight, you see a funny photo
and you want to share it with one of your friends. However, he is a sleepyhead
and sleeps all night; thus, he will be able to forward such a photo only the next
morning. If we are tracking the diffusion process until a few hours forward, there
will be no further diffusion of the photo from your friend. On the other hand, if
you had sent the photo during the day, he may have seen and forwarded it soon
afterwards. This scenario can be modeled by labeling each edge (vi, vj) with a
probability density function over time δij , representing the probability that the
information takes a certain time t for traveling from vi to vj . For instance, if vi
is the night owl and vj the sleepyhead, then, it is likely that δij will be a big
amount of time, but there is still some probability that the information arrives
at vi when they are both awake, in which case the transmission time will be
shorter. Each edge may have a different density function: for instance, if vi has
another friend vz who is a night owl as well, then the moment in which vz sees the
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Fig. 3. A General diffusion network in which green nodes are friends and red nodes
are malicious.

information sent by vi will be likely to be closer to the one in which vi forwards
the information; hence, the amount of time for the transmission from vi to vz
will be small. By sampling the time for each edge we obtain a snapshot of the
net, which will have the same structure as a standard net. Figure 2 represents
an instance of such a net.

Another limitation of the standard framework is in the way the trade-off
problem is formulated: for maximizing privacy and utility, the corresponding
problems try to minimize the number of malicious nodes infected up to time t
(given a bound on the number of friends initially sharing the information), or to
maximize the number of friends initially sharing the information (given a bound
on the number of malicious nodes infected up to time t). We argue that utility
would be better expressed in terms of the friends reached by the information
up to time t, instead of the initial friends only. Furthermore, privacy and utility
would be more symmetric, in that both of them would be expressed in terms of
nodes reached at time t.

As an example, consider Figure 3 and suppose we want to monitor the dif-
fusion up to time t = 1. Consider first the maximum utility problem under the
constraint of reaching (at time t = 1) one malicious node at most. In the stan-
dard framework there are two solutions for the set of initial nodes: either {v1} or
{v5}. They are considered equivalent because we only consider further infection
of the malicious nodes (and in both cases, in 1 time unit just one malicious node
gets infected). In contrast, we argue that {v1} is a better solution, because if
we start with {v1} then in 1 time unit the information will reach also the friend
node v3, while no further friends will be reached if we start with {v5}.

Consider now the maximum privacy problem. Assume that we want to min-
imize the number of malicious nodes infected up to time t = 1 under the con-
straint of having at least two friend sharing the information. The solution of the
problem in [1] is any subset formed by two friend nodes. Any such subset, in
fact, leads to infect two malicious nodes at time t = 1. In contrast, we argue
that the optimal solution would be the (smaller) initial set {v1}. In fact this
solution would respect the constraint if, as we propose, we did count also the
friends infected at time t = 1, and would minimize the malicious nodes infected
in the same time unit.



1.1 Related Work

There is a huge literature on information propagation in social networks, but
most of the papers focus on maximizing the spread of information in the whole
network. See for instance [5, 9, 11, 15, 19]. To make such works closer to real life
situations, some papers revisit them on either the influence problem or the net-
work model. For example, in [2, 3, 20], the problem is modified by considering
the scenario where a company wants to use viral marketing to introduce a new
product into a market when a competing product is simultaneously being in-
troduced. Referring to A and B as the two technologies of interest, they denote
with IA (IB) the initial set of users adopting technology A (B). Hence, they try
to maximize the expected number of consumers that will adopt technology A,
given IA and IB , under the assumption that consumers will use only one of the
two products and will influence their friends on the product to use. In [2], the
authors consider the problem of limiting the spread of misinformation in social
networks. Considering the setting described before (with the two competitive
companies), they refer to one of the two companies as the “bad” company and
to the other one as the “good” company.

In the papers mentioned so far, authors always assume that all the selected
top influential nodes propagate influence as expected. However, some of the
selected nodes could not work well in practice, leading to influence loss. Thus,
the objective of [24] is to find the set K of the most influential nodes with which
initially the information should be shared, given a threshold on influence loss
due to a failure of a subset of nodes R ⊆ K. This problem, as all the previous
ones, are proven to be NP-hard; furthermore, all of [2, 3, 20, 24] assume that the
diffusion process is timeless.

A different research line consists in making the underlying network model
closer to reality, instead of modify the problem itself. For example, topic of in-
formation is handled in [7], where the authors infer what we call topic vector.
Always considering the information item, the model in [23] endows each node
with an influence vector (how authoritative they are on each topic) and a re-
ceptivity vector (how susceptible they are on each topic). While for diffusion
network there exists a good amount literature about the role of users’ interests
[7, 23, 25, 26], the same is not true for the role of the time with respect to user
habits.

An orthogonal research line is represented by works like [7, 10], aiming at
inferring transmission likelihoods: given the observed infection times of nodes,
they infer the edges of the global diffusion network and estimate the transmission
rates of each edge that best explain the observed data. This leads to an interest-
ing problem that can be solved with convex optimization techniques. Note that,
as in [1], we are not dealing with this aspect, since we assume that the inference
has already happened and we have an accurate estimate of the transmission
likelihoods (whatever they are) for the whole network.

1.2 Contribution

The contribution of our paper is the following:



– We extend the basic graph diffusion model proposed in [1] by considering
a more sophisticate labeling of the edges. This allows to take into account,
for the propagation of information, (a) the topics and (b) the probabilistic
nature of the transmission rates.

– We reformulate the optimization goals of [1] by considering a notion of utility
which takes into account the friend nodes reached up a certain time t, rather
than the initial set only. We argue that this notion is more natural, besides
being more in line with that of privacy (the infected malicious nodes are
counted up to time t as well).

– We prove that the resulting optimization problems are NP-hard.
– We modify and adapt to our framework the techniques proposed in [1] to

approximate the solution in polynomial time.

1.3 Paper Organization

This paper is organized as follows. In Section 2, we recall the basic notions and
results from [1]. Then, in Section 3, we present the two enhanced models, one
where information transmission is ruled by the topic of conversation, the other
one based on the transmission time. In Section 4, we then modify the basic defi-
nitions of utility-restricted privacy policies and privacy-restricted utility policies,
and show that all the theory developed by [1] with the original definitions can
be smoothly adapted to these new (and more realistic) definitions. Finally, in
Section 5, we conclude the paper, by also drawing lines for future research.

2 Background

In this section we recall the basic notions from [1], which will be used in the rest
of the paper.

2.1 Submodular Functions

Definition 1 (Submodular function [8]). A function f : 2V → R is submod-
ular if, for all S, T ⊆ V , it holds that f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ).

Defining f(j|S) := f(S ∪ {j}) − f(S) as the profit (or cost) of j ∈ V in the
context of S ⊆ V , then f is submodular iff f(j|S) ≥ f(j|T ), for all S ⊆ T
and j 6∈ T . The function f is monotone iff f(j|S) ≥ 0, for all S ⊆ V and
j 6∈ S. Moreover, f is normalized if f(∅) = 0. Given a submodular function f, the
curvature κf of f is

κf := minj∈V
f(j|V \ {j})

f({j})
Optimizing submodular functions is a difficult task, but we can get around the

problem by choosing a proper surrogate function for f and optimize it; the surro-
gate functions usually are upper or lower bounds. For example, the majorization-
minimization algorithms begin with an arbitrary solution Y to the optimization



problem and then optimize a modular approximation formed via the current
solution Y . Let X be the new solution (under construction); if we now let

mgY (X) = f(Y ) + gY (X)− gY (Y ) mhY (X) = f(Y ) + hY (X)− hY (Y )

where gY and hY are defined as in [13], an upper bound for minimization and a
lower bound for maximization can be:

mgY ≥ f(X) mhY ≤ f(X)

Both these bounds are tight at the current solution, i.e. mgY (Y ) = mhY (Y ) =
f(Y ).

2.2 Diffusion Networks

Definition 2 (General Diffusion Network). A general diffusion network is
a tuple N = (V, γ), where V = {vi}i=1...n is the set of nodes and γ = (γij)i,j=1...n

is the transmission matrix of the network (with γij ≥ 0, for all i, j).

Thus, V and γ define a directed graph where each γij > 0 represents an
edge between nodes vi and vj along which the information can potentially flow,
together with the flow likelihood. Let us now consider a general diffusion network
N in which F ⊆ V is the set of friendly nodes and M ⊆ V is the set of malicious
nodes, with F ∩M = ∅. The idea is to maximize the number of friends and
minimizing the number of enemies reached by an information in a certain time
window.

Definition 3 (Utility-restricted Privacy Policy). A utility-restricted pri-
vacy policy Π is a 4-tuple Π = (F,M, k, t) where F is the set of friend nodes, M
is the set of malicious nodes, k is the number of nodes the information should
be shared to, and t is the period of time in which the policy should be valid.

Definition 4 (Privacy-restricted Utility Policy). A privacy-restricted util-
ity policy Υ is a 4-tuple Υ = (F,M, τ, t) where F is the set of friend nodes, M
is the set of malicious nodes, τ is the expected number of nodes in M receiving
the information during the diffusion process, and t is the period of time in which
the policy should be valid.

Both the policies are focused on bounding the risk that a malicious node gets
infected by time t, given that F ′ ⊆ F is initially infected.

Definition 5 (Risk). Let N be a diffusion network. The risk ρN (F ′,M, t)
caused by F ′ ⊆ V with respect to M ⊆ V within time t is given by

ρN (F ′,M, t) =
∑
mi∈M

Pr[ti ≤ t|F ′]

Here, Pr[ti ≤ t|F ′] is the likelihood that the infection time ti of malicious node
mi is at most t, given that F ′ is infected at time t = 0.



To make notation lighter, we shall usually omit the subscript N from ρN ,
when clear from the context. To maximally satisfy a utility-restricted privacy
policy and a privacy-restricted utility policy, the following two problems are
defined.

Definition 6 (Maximum k-privacy – MP). Given a utility-restricted pri-
vacy policy Π = (F,M, k, t) and a general diffusion network N , the maximum
k-privacy problem (MP, for short) is given by

minimize
F ′⊆F

ρ(F ′,M, t)

subject to |F ′| ≥ k
(1)

Definition 7 (Maximum τ-utility – MU). Given a privacy-restricted utility
policy Γ = (F,M, τ, t) and a general diffusion network N , the maximum τ -utility
problem (MU, for short) is given by

maximize
F ′⊆F

|F ′|

subject to ρ(F ′,M, t) ≤ τ
(2)

Both problems are NP-hard. However, they can be approximated and the
approximation algorithms rely on the submodularity of the risk function: by
showing that ρ is a submodular monotone function with a non-zero curvature, it
is possible to derive an efficient constant factor approximation, where the approx-
imation factor depends on the structure of the underlying network N . Recall that

the curvature κρ(F,M,t) of ρ(F,M, t) is given by κρ(F,M,t) := minv∈F
ρ(v|F\{v},M,t)
ρ({v},M,t)

where ρ(v|F \ {v},M, t) := ρ(F,M, t)− ρ(F \ {v},M, t).

Theorem 1. There is an efficient algorithm A that approximates maximum k-
privacy to a factor 1

κρ
. That is, let F ′ be the output of A and F ∗ be the optimal

solution; then,

ρ(F ′,M, t) ≤ 1

κρ
ρ(F ∗,M, t)

Algorithm 1 Maximum τ -Utility

Require: Instance F , M , τ of maximum τ -utility
Ensure: satisfyingMU(F,M, τ)

for n ∈ [|F |, . . . , 1] do
τ ′ ← minF ′⊆F ρ(F ′,M, t) s.t. |F ′| = n
if τ ′ ≤ τ then

return n
return 0

Starting from the approximation algorithm for maximum k-privacy, maxi-
mum τ -utility can be approximated through Algorithm 1.



Theorem 2. Let n∗ be the optimal solution to an instance of maximum τ -
utility, and let n be the output of Algorithm 1 for the same instance, using a
1
κρ

-approximation for maximum k-privacy. Then n ≥ κρn∗.

3 Enhanced Models

In this section, we provide two different models which modify the notion of
general diffusion network by using different transmission matrices. In particular,
in the first model, called topic vector diffusion network, we bind the likelihood
of transmitting an information to the topic of that information; in the second
one, called time diffusion network, we bind the likelihood to the amount of time
an information takes for been transmitted. As in [1], we are not interested in
the inference of transmission likelihoods, as the aim of the following two models
is the reduction to the general model for which the two kinds of policies are
defined.

3.1 Topic Vector Diffusion Network

We first consider a social network where edges are labeled by topic vectors, that
are vectors in which each component represents the probability of a user to send
an information of the corresponding topic (or tag) to another user.

Definition 8 (Topic Vector Diffusion Network). A topic vector diffusion
network is a tuple NTV = (V,A, k), where V = {vi}i=1...n is the set of nodes
in the network, k is the number of topics and A = (α1α1α1, . . . ,αnαnαn) is s.t. αiαiαi is the
matrix of dimension n × k giving the topic vector that rules the transmission
rates from node vi to all the other nodes in the network. That is,

αiαiαi :=

α
1
i1 . . . α

k
i1

...
...

α1
in . . . α

k
in

 .

where every αijαijαij = (α1
ij . . . α

k
ij) is called topic vector and each αlij (for l = 1 . . . k)

is the probability that user i sends an information of topic l to user j.

Notice that a topic vector is not required to be a probability distribution and
that, for every i, j and l, the probability of not sending an information of topic l
from i to j is 1−αlij . Together, V and A define a weighted directed graph where
each αijαijαij (i.e. each row of αiαiαi having non zero components) represents an edge
between vi and vj with weight αijαijαij . For example, consider the network NTV in
Figure 4(a), with V = {v1, v2, v3}, k = 2 and

α1α1α1 =

 0 0
0.6 0.5
0.4 0.9

 , α2α2α2 =

0.5 0.5
0 0

0.3 0.8

 , α3α3α3 =

0.5 0.6
0.7 0.6
0 0


User v1 will send to v2 an information about topic 1 with probability 0.6 and an
information about topic 2 with probability 0.5.
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Fig. 4. From a topic vector diffusion network to the mmm-diffusion network. (a) A topic
vector diffusion network. (b) The associated (0.9 0.1)-Diffusion network

Definition 9 (Information Item). An information item (or meme) is a k-
dimensional probability vector, in which each component is the weight of a topic
relating to the subject of the information. That is, mmm := (m1 . . .mk) such that
m1 + . . .+mk = 1.

For instance, consider vectors consisting of two components, science and
society. The information item associated to a tweet on a scientific paper should
be mmm = (0.9 0.1).

Remark 1. A topic vector is different from a meme since it is not a probability
vector (indeed, each component of a topic vector is itself a probability).

Definition 10 (Probability of Infection Information Item). Let NTV be
a topic vector diffusion network, i, j ∈ V and mmm the input meme. Then, the
probability that i sends mmm to j is given by:

βijmmm = αijαijαijmmm
> (3)

Notice that, since each component of αijαijαij is a probability and mmm is a proba-
bility vector, we obtain:

0 = 000mmm> ≤ αijαijαijmmm> ≤ 111mmm> = 1

Definition 11 (mmm-Diffusion Network). An mmm-diffusion network is a tuple
Nm = (V, βmmm), where V = {vi}i=1...n is the set of nodes and βmmm = (βijmmm)i,j=1...n

is the transmission matrix of the network that forwards mmm (with βijmmm ≥ 0).

Given a topic vector diffusion network and an information item, we can derive
the associated mmm-diffusion network by determining the probability of infection
between each node with respect to the information item (i.e the transmission ma-
trix βmmm). Resuming the example before, with mmm = (0.9 0.1) representing the in-
formation item of a scientific paper, consider the topic diffusion network in Figure
4(b), in which we suppose the topic vectors have the same tag as mmm (science and
society). By Definition 10, we have, e.g., that β32mmm = (0.7 0.6)(0.9 0.1)> = 0.69



and β31mmm = (0.5 0.6)(0.9 0.1)> = 0.51; hence, the probability that v3 forwardsmmm
to v2 is greater than the probability of forwarding to v1, since mmm is more focused
on science than on society.

Even if the mmm-diffusion network seems similar to the general diffusion net-
work, it still has an important difference: it depends on the information item.
Thus, consider a sample of messages M = {mmm1, . . . ,mmmh} and their associated
mmml-diffusion networks derived from the same topic vector diffusion network. Let
us concentrate on two nodes i, j in V and define the independent events Eijl = {i
sends mmml to j}; clearly, Pr(Eijl) = βijmmml . We can define a random variable Xij

counting the number of information items in M sent from i to j. Thus, we can
compute the probability that i sends 0, 1, . . . , h information items to j as follows:

Pr(Xij = 0) =

h∏
l=1

(1− βijmmml)

...

Pr(Xij = d) =
∑

{l1,...,ld}⊆{1,.. .,h}
βijmmml1 .. .βijmmmld

 ∏
l′∈{1,.. .,h}\{l1,...,ld}

(1− βijmmml′ )


...

Pr(Xij = h) =

h∏
l=1

βijmmml

The derivation of the general diffusion network from a set of mmml-diffusion
networks (obtained from the same topic vector diffusion network) is given by
first computing for each i, j ∈ V

E[Xij ] =

h∑
d=1

dPr (Xij = d),

Then, by starting from these expected values, we can recover a general diffusion
network, by still considering V as set of nodes and by setting γij = E[Xij ], for
every i, j.

3.2 Time Diffusion Network

We now consider a diffusion network in which each edge (vi, vj) is equipped
with a probability density function describing, for any given time interval (pro-
viding the time spent by the information in traveling along it), the probability
of transmitting along that edge.

Definition 12 (Time transmission function). A time transmission function
f(δ) is a density over time.



Definition 13 (Time diffusion network). A time diffusion network is a tuple
NT = (V, ζ), where V = {vi}i=1...n is the set of nodes in the network and
ζ = (fij(δij))i,j=1...n, with fij(·) a time transmission function and δij a time
interval (for every i and j), is the transmission matrix of the network.

In contrast with the discrete-time model (which associates each edge with
a fixed infection probability), this model associates each edge with a probabil-
ity density function. Moreover, instead of considering parametric transmission
functions such as exponential distribution, Pareto distribution or Rayleigh distri-
bution, we consider the non-parametric ones because in real word scenarios the
waiting times obey to different distributions. So, for example, if two nodes are
usually logged simultaneously (hence, their respective delay in transmission is
small), the time function will assign high probabilities to short intervals and neg-
ligible probabilities to long ones; the situation is dual for users that are usually
logged in different moments of the day.

Now suppose that some external agent gives in input to some nodes of the
network a certain information at time t = 0. Each of these nodes try to forward
this information to their neighbors; clearly, this entails a certain amount of time.

Definition 14 (Transmission time). Given two neighbor nodes i and j of
a time diffusion network, the transmission time δij is the amount of time the
information requires for going from i to j during a diffusion process.

Starting from a time diffusion network NT , we can compute the random
transmission times associated to each edge on the network by drawing them
from the corresponding transmission functions. Consider now a diffusion process
over a time diffusion network NT and suppose that the initial set of infected
nodes is F ′.

Definition 15 (Infection time of a node [11]). The infection time of v ∈ V
is given by:

tv = gv({δij}(i,j)∈NT |F
′) := minq∈Qv(F ′)

∑
(i,j)∈q

δij

where F ′ is the set of nodes infected at time t = 0 and Qv(F
′) is the set of the

directed paths from F ′ to v.

For preserving Theorems 1 and 2 also in this setting, we must first prove
submodularity of the risk function on time diffusion networks. For this purpose,
let us slightly modify Definition 5.

Definition 16 (Risk). Let NT = (V, ζ) be a time diffusion network. The risk
ρNT (F ′,M, t) caused by F ′ ⊆ V with respect to M ⊆ V within time t is given by

ρ(F ′,M, t) =
∑
mi∈M

Pr[ti ≤ t|F ′]

Here, Pr[ti ≤ t|F ′] = Pr[gv({δij}(i,j)∈NT |F ′) ≤ t] is the likelihood that the infec-
tion time ti of malicious node mi is at most t, given that F ′ is infected at time
t = 0.



Theorem 3. Given a time diffusion network NT = (V, ζ) , a set of friend nodes
F ⊆ V , a set of malicious nodes M ⊆ V and a time window t, the risk function
ρNT (F,M, t) is monotonically nondecreasing and submodular in F .

Proof. By definition, all nodes in F are infected at time t = 0. The infection
time of a given node in the network only depends on the transmission times
drawn from the transmission functions. Thus, given a sample {δij}(i,j)∈NT , we
define r{δij}(F,M, t) as the number of nodes in M that can be reached from the
nodes in F at time less than or equal to t for {δij}; and R{δij}(f,M, t) as the set
of nodes in M that can be reached from the node f at time less than or equal
to t for {δij}.

(i) r{δij}(F,M, t) is monotonically nondecreasing in F , for any sample {δij}.
Indeed, r{δij}(F,M, t) = | ∪f∈F R{δij}(f,M, t)| and so, for any n 6∈ V \ (F ∪
M), r{δij}(F,M, t) ≤ r{δij}(F ∪ {n},M, t).

(ii) r{δij}(F,M, t) is submodular in F for a given sample {δij}. Let
R{δij}(f |B,M, t) defined as the set of nodes in M that can be reached
from node f in a time shorter than t, but cannot be reached from any
node in the set of nodes B ⊆ V for {δij}. For any B ⊆ B′ it holds that
|R{δij}(f |B,M, t)| ≥ |R{δij}(f |B′,M, t)|. Consider now two sets of nodes
B ⊆ B′(⊆ V ) and a node b 6∈ B′:

r{δij}(B ∪ {b},M, t)− r{δij}(B,M, t)

= |R{δij}(b|B,M, t)|
≥ |R{δij}(b|B

′,M, t)|
= r{δij}(B

′ ∪ {b},M, t)− r{δij}(B
′,M, t)

If we average over the probability space of possible transmission times,

ρNT (F,M, t) = E{δij}∈NT [r{δij}(F,M, t)]

is also monotonically nondecreasing and submodular. ut

Given a time diffusion network, if the risk function has a nonzero curvature,
then the results of [1] hold also for this model. Let Sij(δij) be the survival
function, expressing the probability of vj not being infected by node vi. Formally,

Sij(δij) := 1−
∫ δij
0

fij(δ
′)dδ′.

Theorem 4. Let NT = (V, ζ) be a time diffusion network, for which Sij(δij) > 0
until time t for all vi, vj ∈ V . Then κρ(F,M,t) > 0.

Proof. The infection time of a given node in the network only depends on the
transmission times drawn from the transmission functions. Thus, given a sample
{δij}(i,j)∈NT , we first remove all vi ∈ F s.t. ρNT ({vi},M, t) = 0, since they can
be safely infected at time t = 0. Now pick an arbitrary v ∈ F , thus there exists
a dipath P from v to some vm ∈M . Since by hypothesis the survival function is
nonzero until time t for all pairs of nodes on the path, then

∏
(i,j)∈P Sij(δij) > 0.



This fact, together with Equations (2) and (6) of [11], entails that the likelihood
of infection of every node on this path is decreased if this path is removed.
Moreover, this implies ρNT (F,M, t)−ρNT (F \{v},M, t) > 0. Thus, by definition
of curvature, we obtain ρNT (v|F \ {v},M, t) > 0 and therefore κρNT (F,M,t) > 0.

ut

4 Policy Enhancements

Let us consider a general diffusion network N = (V, ζ), with fixed and disjoint
sets of friend nodes F and of malicious nodes M . Starting from the propagation
policies given for the basic framework in Section 2, we give a new definition for
when an initial infection F ′ ⊆ F within a network satisfies a utility-restricted
privacy policy or a privacy-restricted utility policy. To this aim, we first introduce
the notion of gain.

Definition 17 (Gain). The gain π(F ′, F, t) caused by F ′ ⊆ F within time t is
given by

π(F ′, F, t) =
∑
fi∈F

Pr[ti ≤ t|F ′]

Here, Pr[ti ≤ t|F ′] is the likelihood that the infection time ti of a friend node fi
is at most t, given that F ′ is infected at time t = 0.

Hence, the gain function is similar to the risk function but, instead of deter-
mining the expected number of infected nodes in M , it gives us the expected
number of infected nodes in F . Clearly, since our gain function π(F ′,M, t) de-
rives from the risk function ρ(F ′,M, t), computing π(F ′,M, t) is also #P -hard.
We follow the approach in [1] for the risk function, assuming to have an oracle
that exactly computes the gain function for a given initial infection F ′.

Definition 18 (Satisfy a Utility-restricted Privacy Policy). An initial
infection F ′ satisfies a utility-restricted privacy policy Π = (F,M, k, t) in a
general diffusion network N if F ′ ⊆ F and π(F ′,M, t) ≥ k. A set F ′ maximally
satisfies Π in N if there is no other set F ′′ ⊆ F with π(F ′′, F, t) ≥ k and
ρ(F ′′,M, t) < ρ(F ′,M, t).

Definition 19 (Satisfy a Privacy-restricted Utility Policy). An initial
infection F ′ satisfies an extended privacy-restricted utility policy Υ = (F,M, τ, t)
in a general diffusion network N if F ′ ⊆ F and ρ(F ′,M, t) ≤ τ . A set F ′

maximally satisfies Υ in N if there is no other set F ′′ ⊆ F with ρ(F ′′,M, t) ≤ τ
and π(F ′′, F, t) > π(F ′, F, t).

For finding an initial infection meeting Definitions 18 and 19, we define the
following problems.



Definition 20 (Extended Maximum k-Privacy - EMP). Given a utility-
restricted privacy policy Π = (F,M, k, t) and a general diffusion network N , the
extended maximum k-privacy problem (EMP, for short) is given by

minimize
F ′⊆F

ρ(F ′,M, t)

subject to π(F ′, F, t) ≥ k

Definition 21 (Extended Maximum τ-Utility – EMU). Given a privacy-
restricted utility policy Υ = (F,M, τ, t) and a general diffusion network N , the
extended maximum τ -utility problem (EMU, for short) is given by

maximize
F ′⊆F

π(F ′, F, t)

subject to ρ(F ′,M, t) ≤ τ

Clearly, if F ′ is an optimal solution to the EMP problem with respect to Υ , then
F ′ maximally satisfies Υ and if F ′ is an optimal solution to the EMU problem
with respect to Π, then F ′ maximally satisfies Π.

Unfortunately, EMP and EMU problems are NP-hard; this can be proved by
reducing MP and MU to them.

Theorem 5. Extended maximum k-privacy and extended maximum τ -utility are
NP-hard.

Proof. We just show the reduction of MU to EMU since the other one is sym-
metric. Let φ be an instance of the MU problem, we can construct an instance
of the EMU problem ω by setting the time parameter of the gain function to
t = 0. Hence, F ′ is the seed set of φ, respecting the risk constraint, iff F ′ is the
maximum set of initially infected nodes always respecting the risk constraint.
As the EM problem is NP-hard [1], also EMU is NP-hard. ut

Remark 2. As the gain function is different from the risk function only for the
set in which the propagation of the information is monitored, the same proof for
the submodularity of ρ in [1] can be adopted to show the submodularity of π.

Following the work in [1, 12], we can solve EMP and EMU problems by
choosing surrogate functions for both π and ρ. In particular, EMP and EMU
problems can be solved by slightly modifying the algorithms in [1]. Recalling
Section 2.1, a strategy for optimizing submodular function is based on choosing
a surrogate function and optimize it. In Algorithm 2, the surrogate function of
the risk function is defined as in [1]. Thus, given a candidate solution Y ⊆ F ,
the modular approximation of the risk function ρ is given by

mgY (X) = ρ(Y ) + gY (X)− gY (Y )

where

gY (X) =
∑
v∈X

gY (v) and gY (v) =

{
ρ(v|F \ {v}), if v ∈ Y
ρ(v|Y ), otherwise.



At each iteration, Algorithm 2 finds the new set that minimizes the upper bound
of the risk function. Clearly, since this set minimizes the upper bound of the risk
function, it also minimizes the risk function.1

Algorithm 2 Extended Maximum k-Privacy

Require: Instance F , M , k of extended maximum k-privacy
Ensure: satisfyingEMP(F,M, k)
C ← {X ⊆ F | π(X,F, t) = k}
Select a random candidate solution X1 ∈ C
t← 0
repeat
t← t+ 1
Xt+1 ← argminX∈CmgXt

(X)

until Xt+1 = Xt

return Xt

To conclude, notice that Algorithm 1 can be easily adapted for handling
the new definition of Maximum τ -utility: it suffices to replace “|F ′| = n” with
“π(F ′, F, t) = n” in the calculation of τ ′. For completeness, we report it as
Algorithm 3.

Algorithm 3 Extended Maximum τ -Utility

Require: Instance F , M , τ of extended maximum τ -utility
Ensure: satisfyingEMU(F,M, τ)

for n ∈ [|F |, . . . , 1] do
τ ′ ← minF ′⊆F ρ(F ′,M, t) s.t. π(F ′, F, t) = n
if τ ′ ≤ τ then

return n
return 0

5 Conclusion

In this paper, we proposed some enhancements of the basic model in [1] for con-
trolling utility and privacy in social networks. In particular, we added topics of
conversation and time of the infection within the transmission likelihood. Fur-
thermore, we modified the basic definitions of policy satisfaction, to make them
closer to the intuitive meaning of such policies. Then, we extended the methods
and results of [1] to our setting. We have demonstrated the applicability of our

1 This methodology can be seen as the gradient descent method for minimizing contin-
uous differentiable functions: we start from a random point y and we iteratively move
in the direction of the steepest descent, as defined by the negative of the gradient.



enhanced framework on various situations. Arguably these are toy examples, but
reflecting, nonetheless, aspects of real-life social networks.

In the future, we are planning to extend this work and try to cope with the
problems in Definitions 20 and 21, e.g. by finding a trade-off between the risk
and the gain functions through multiobjctive optimization [17, 18]. Clearly, one
of the main problems could be the submodular nature of our objective functions.
Orthogonally, we would like to set up a few experiments on real-life data, in order
to empirically validate our results.
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