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Mean field BSDEs and global dynamic risk measures

Rui Chen ∗ Roxana Dumitrescu † Andreea Minca ‡ Agnès Sulem §

September 1, 2019

Abstract

We study Mean-field BSDEs with jumps and a generalized mean-field operator that

can capture higher order interactions such as those occurring on an inhomogeneous

random graph. We provide comparison and strict comparison results. Based on these,

we interpret the BSDE solution as a global dynamic risk measure that can account

for the intensity of system interactions and therefore incorporate systemic risk. Using

Fenchel-Legendre transforms, we establish a dual representation for the risk measure,

and in particular we exhibit its dependence on the mean-field operator.

1 Introduction

We consider a Mean-field BSDE (X,Z, `) ∈ S2×H2×H2
ν satisfying the generalized dynamics{

−dXt = f(t, ω, F (t,Xt(·)), Xt, Zt, `t(·))dt− ZtdWt −
∫
E
`t(e)Ñ(dt, de);

XT = ξ.
(1.1)

where F is an B([0, T ])×B(L2) measurable operator from [0, T ]× L2 to R. This dynamics

is referred to Mean-field BSDE of first type.

An alternative specification for Mean-Field BSDEs, currently referred to as Mean-field

BSDE of second type, was introduced in [4] [5] as a process (X,Z, `) ∈ S2×H2×H2
ν satisfying{

−dXt = E′ [f(t, ω,X ′t, Z
′
t, `
′
t(·), Xt, Zt, `t(·))] dt− ZtdWt −

∫
E
`t(e)Ñ(dt, de);

XT = ξ,
(1.2)
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where

E′f(t, ω,X ′t, Z
′
t, `
′
t(·), Xt, Zt, `t(·)) =

∫
Ω

f(t, ω,Xt(ω
′), Zt(ω

′), `t(·)(ω′), Xt(ω), Zt(ω), `t(·)(ω))dP(ω′).

The case with jumps for the Mean-field BSDE of second type is studied in [16]. The

solution of the Mean-field BSDE of second type (1.2) is related to the solution (XN , ZN , `N)

of the backward equation

 −dXN
t = 1

N

∑N
j=1

[
f(t, ω,Xj,N

t , Zj,N
t , `j,Nt (·), XN

t , Z
N
t , `

N
t (·))

]
dt− ZN

t dWt −
∫
E
`Nt (e)Ñ(dt, de);

XN
T = ξ,

(1.3)

where the i.i.d. sequence (Xj,N , Zj,N , `j,N), 1 ≤ j ≤ N , are following the same law as

(XN , ZN , `N). The convergence is shown in [4] for the Brownian motion case. Namely, they

show (X,Z, `) to be the uniform limit of the solution (XN , ZN , `N) when N →∞.

In contrast, the first type of Mean-Field BSDE was introduced only recently by [1] with

the specific form for the operator F as expectation: F (t,X) = E[ϕ(t,X)]. In this simple

case the first type Mean-Field BSDE can be seen as a limit of the coupled system{
−dX i,N

t = f(t, ω, 1
N

∑N
j=1 ϕ(Xj,N

t ), X i,N
t , Zi,N

t , `i,Nt (·))dt− Zi,N
t dWt −

∫
E
`i,Nt (e)Ñ(dt, de);

X i,N
T = ξ.

However, the operator F in the first type of mean field BSDEs (1.1) does not need to be

limited to the linear or interactions of order one and can incorporate interactions of higher

order.

For example, order two interactions can be captured by the following operator

F (t,X) = E [κ(X,X ′)] ,

where κ is a kernel that captures the intensity of interactions, and X ′ is an independent

variable with the same distribution as X, and this distribution can be parametrized by

time t. In section 2.2, we provide an example where this operator represents the average

intensity of interactions of processes living on the nodes of the inhomogeneous random

graph introduced in [3]. For a finite graph of size N the inhomogeneous random graph

model posits that interactions between node i and j occur according to a Poisson process

of intensity κ(X i,N
t , Xj,N

t )/N , depending on the nodes’ states X i,N
t and Xj,N

t . The average

intensity of interactions in the system is given by

1

N2

∑
i,j

κ(X i,N
t , Xj,N

t ). (1.4)

The convergence of the finite systems is beyond the scope of this paper. Here we directly

introduce the first-type Mean-Field BSDE with generalized operator F as a model of dy-

namics for a typical node in a large system. The mean field operator is general enough to
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accommodate several models of interactions. The case of an inhomogeneous random graph

serves as an example of interactions of interest in systemic risk. Existing mean field models

of systemic risk, e.g., [6, 12, 13, 10], rely on a drift depending on the average state of the

system. We suggest here that the states of the system define an intensity of interaction (or

the existence of a link) among nodes. In addition to the average state of the system, the

average intensity of interactions is critical in the driver.

Contributions. We provide results and properties for the (First-type) Mean-field BSDE

with general Mean-field operators and the corresponding reflected Mean-field BSDE.

Under Lipschitz conditions, we show the existence/uniqueness and (strict) comparison

results. While in [1], the authors considered Mean-field BSDEs of first type, they rely on

the special case F (t,X) = E[ϕ(t,X)]. This specification models first order interactions in

a hypothetical large scale system. In contrast, here we allow for more general Mean-field

operators, includes those modeling higher order interactions. We introduce global dynamic

risk measures induced by the mean-field BSDE. When the mean field operator captures the

average intensity of network interactions, the interpretation is that of a dynamic systemic

risk measure.

A regulator can choose a level −η for the acceptable capital or liquidity at a horizon T .

Before time T and in order to become acceptable at the time horizon, the capital (liquidity)

of the individual bank may have inflows/outflows from via the mean field term: the mean

field operator can capture the intensity of such inflows or outflows. To be more precise : Let

T > 0 be a time horizon and f be a Lipschitz driver. Then the risk measure is defined as

ρt(η, T ) := −Xt(η), 0 ≤ t ≤ T, (1.5)

where Xt(η) denotes the solution of mean-field the BSDE (2.11) with driver f , mean-field

operator F and terminal condition η ∈ L2(FT ). We provide properties for the global dy-

namic risk measures such as monotonicity, consistency, cash sub-additivity, convexity under

appropriate hypotheses. The cash-subadditivity is an interesting property in the mean field

case: under appropriate conditions, the mean field acts as a stabilizer and the liquidity needs

are addressed to some extent at the system level. Our main result is a technical dual repre-

sentation for the systemic risk measure. This is the expectation under a worst-case discount

factor and the worst case probability measure of the final acceptable capital level −η plus

a penalty function. The dependence on the mean field operator (or its Fenchel-Legendre

transform) in the worst-case elements and penalty is explicit, and distinguishes our results

on past literature on classical dynamic risk measures. In this sense, our paper bridges the

literature on dynamic risk measures and the literature on systemic risk measures. In the

latter, [2, 11] for example, consider the case where capital is injected into the individual

banks so that the loss aggregated at the level of the system becomes acceptable. In these

works, the aggregation function allows for a wide variety of specifications, and in particular

for a network (random or not) of interactions. These are powerful static approaches, which

allow for different capital injections to the different banks. Complementary, we provide a
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dynamic approach that is applicable to a “representative” bank, and it is this bank’s dy-

namics that is impacted by the system according to the mean field operator. Finally, we

study the connection of Mean-field reflected BSDE to the optimal stopping problem for the

dynamic global risk measure.

2 Mean-field BSDEs

2.1 Notation and definitions

Let (Ω,F,P ) be a probability space. Let W be a one-dimensional Brownian motion. Let

E := R∗ := R \ {0} and B(E) be its Borelian filtration. Suppose that it is equipped with a

σ-finite positive measure ν and let N(dt, de) be a Poisson random measure with compensator

ν(de)dt. Let Ñ(dt, de) be its compensated process. Let IF = {Ft, t ≥ 0} be the completed

natural filtration associated with W and N .

Notation. Let P be the predictable σ-algebra on [0, T ]× Ω.

For each T > 0, we use the following notation: L2 is the set of random variables ξ which

are FT -measurable and square integrable; IH2 is the set of real-valued predictable processes

φ such that ‖φ‖2
IH2 := E

[∫ T
0
φ2
tdt
]
< ∞; S2 denotes the set of real-valued RCLL adapted

processes φ such that ‖φ‖2
S2 := E(sup0≤t≤T |φt|2) < ∞; A2 (resp. A1) is the set of real-

valued non decreasing RCLL predictable processes A with A0 = 0 and E(A2
T ) < ∞ (resp.

E(AT ) <∞). We also introduce the following spaces:

• L2
ν is the set of Borelian functions ` : E→ R such that

∫
E
|`(e)|2ν(de) < +∞.

The set L2
ν is a Hilbert space equipped with the scalar product

〈`, `′〉ν :=
∫
E
l(e)`′(e)ν(de) for all `, `′ ∈ L2

ν×L2
ν , and the norm ‖`‖2

ν :=
∫
E
|`(e)|2ν(de).

• IH2
ν is the set of all mappings ` : [0, T ] × Ω × E → R that are P ⊗ B(E)/B(R)

measurable and satisfy ‖`‖2
IH2
ν

:= E
[∫ T

0
‖`t‖2

ν dt
]
< ∞, where `t(ω, e) = `(t, ω, e) for

all (t, ω, e) ∈ [0, T ]× Ω× E.

Moreover, T0 is the set of stopping times τ such that τ ∈ [0, T ] a.s. and for each S in

T0, we denote by TS the set of stopping times τ such that S ≤ τ ≤ T a.s.

Definition 2.1 ([18] Definition 2.1) A progressive process (φt) is said to be left-upper semi-

continuous (l.u.s.c.) along stopping times if for all τ ∈ T0 and for each non decreasing

sequence of stopping times (τn) such that τn ↑ τ a.s. ,

φτ ≥ lim sup
n→∞

φτn a.s. (2.6)

Definition 2.2 (Driver, Lipschitz driver) A function f is said to be a driver if

4
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• f : Ω× [0, T ]×R×R2 × L2
ν → R

(ω, t, y′, y, z, `(·)) 7→ f(ω, t, y′, y, z, `(·)) is P ⊗ B(R2)⊗ B(L2
ν)− measurable,

• f(., 0, 0, 0, 0, 0) ∈ IH2.

A driver f is called a Lipschitz driver if moreover there exists a constant C ≥ 0 such that

dP ⊗ dt-a.s. , for each (y′1, y1, z1, `1), (y′2, y2, z2, `2),

|f(ω, t, y′1, y1, z1, `1)− f(ω, t, y′2, y2, z2, `2)| (2.7)

≤ C(|y′1 − y′2|+ |y1 − y2|+ |z1 − z2|+ ‖`1 − `2‖ν). (2.8)

We now introduce a mean-field operator F in the general form. As we will see below, the

canonic example is the expectation or the expected intensity of state dependent interactions.

Definition 2.3 An operator F on L2 is said to be a mean-field operator if

• F : [0, T ]× L2 → R

(t,X) 7→ F (t,X) is B([0, T ])× B(L2)− measurable,

• For each t ∈ [0, T ], F (t, 0) < +∞.

A Mean-field operator F is called a Lipschitz Mean-field operator if there exists a constant

C ≥ 0, such that for each (X1, X2) ∈ L2 × L2,

|F (t,X1)− F (t,X2)| ≤ C‖X1 −X2‖L2 (2.9)

Remark 2.4 An example is F (t,X) := E[φ(t,X)] for X ∈ L2 , where

φ : [0, T ]×R 7→ R, (t, x) 7→ φ(t, x)

is a Lipschitz function such that φ(t,X) ∈ L2.

2.2 Mean field operator induced by inhomogeneous random graphs

We now consider the baseline example motivating the mean field operator modeling higher

order interactions. This is based on the inhomogeneous graph model of [3].

Inhomogeneous random graph. We consider a sequence of N points (X i,N)i=1,N in a

separable metric space that we here assume R equipped with a Borel probability measure µ.

We assume that the empirical measure 1
N

∑N
i=1 δXi,N converges in probability to a measure

µ as N → ∞, with µ(R) = 1.1 We define a kernel κ as a measurable function on R ×R.

Given the sequence (X i,N)i=1,N we define GN as the random graph where an edge between

nodes i and j exists with probability

pij := min(1, κ(X i,N , Xj,N)/N) (2.10)

1This means that for any µ-continuity set A we have that #{i, Xi,N ∈ A}/N p→ µ(A).

5

Electronic copy available at: https://ssrn.com/abstract=3446360 



independently of everything else. Then the expected number of edges in the graph is given

by

e(GN) := E
∑

i,j∈1,N

min(1, κ(X i,N , Xj,N)/N)

and the average connectivity is

λ̄N :=
1

N
E
∑

i,j∈1,N

min(1, κ(X i,N , Xj,N)/N).

Following [3], we say that a kernel κ is graphical if the following conditions hold:

(i) κ is continuous on R×R;

(ii) κ ∈ L1(R×R);

(iii) λ̄N −→
∫
R×R κ(s, s′)µ(ds)µ(ds′), as N →∞.

The two first conditions are natural technical conditions. The natural interpretation of

κ is that it measures the density of edges, so the integral should be the average number of

edges. Thus the third condition states that the graph has about the right number of edges.

Mean field operator. We now introduce a dynamic version of the inhomogeneous ran-

dom graph model. We now let (X i,N
t )i=1,N,t∈[0,T ] ∈ S2, and as before we assume convergence

of the unidimensional empirical distributions: for all t ∈ [0, T ], 1
N

∑N
i=1 δXi,N

t
converges in

probability to a measure µt as N → ∞. Over time, nodes i and j interact according to a

Poisson process of intensity κ(X i,N
t , Xj,N

t )/N (see [3][remark 2.4]). The last condition for a

graphical kernel becomes

(iii’) 1
N
E
∑

i,j∈1,N κ(X i,N
t , Xj,N

t )/N −→
∫
R×R κ(s, s′)µt(ds)µt(ds

′), as N →∞, for all t ∈ T ,

which can be interpreted as the average intensity of interactions converges to a limit as the

size of the graph tends to infinity.

We can now interpret the second order mean field operator in the context of an inho-

mogeneous random graph as the average intensity of interactions in the network. Unlike

classical mean-field models in which nodes’ states depend on the average state of all other

nodes, here what matters is the average intensity of interactions. If nodes do not interact

with each other, there is little structural reason why the nodes’ states depend on others.

This suggests the following operator

F (t,X) =

∫
R×R

κ(s, s′)µt,X(ds)µt,X(ds′),

where µt,X is a distribution of X and is parametrized by t. We check that this operator

satisfies Definition 2.3 and it is Lipschitz if the kernel κ is Lipschitz: there exists a constant

C > 0 such that for each x, y, x′, y′, |κ(x, y)− κ(x′, y′)| ≤ C(|x− x′|+ |y − y′|).
We now introduce the BSDEs with jumps, whose driver depends on the mean-field op-

erator F defined above.
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Definition 2.5 (Mean-field BSDEs) A solution of a Mean-field BSDE with jumps with

terminal time T , terminal condition ξ and driver f and operator F consists of a triple of

processes (X,Z, l) ∈ S2 × IH2 × IH2
ν satisfying

− dXt = f(t, ω, F (t,Xt(·)), Xt, Zt, `t(·))dt− ZtdWt −
∫
E

`t(e)Ñ(dt, de); (2.11)

XT = ξ.

where X is a RCLL optional process, and Z (resp. k) is an R-valued predictable process

defined on Ω × [0, T ] (resp. Ω × [0, T ] × R∗) such that the stochastic integral with respect

to W (resp. Ñ) is well defined. We denote by (X(ξ, T ), Z(ξ, T ), l(ξ, T )) the solution of the

Mean-field BSDE associated with terminal time T and (ξ, f).

We now give existence and uniqueness results.

Theorem 2.6 (Existence and Uniqueness Mean-field BSDE)

Let f be a Lipschitz driver and F a Lipschitz Mean-field operator. The Mean-field BSDE

(2.11) admits a unique solution (X,Z, `(.)) ∈ S2 × IH2 × IH2
ν .

We note that an existence and uniqueness result statement was proven in [1] only for

the case of a linear mean field operator, and in particular it does not allow for second order

interactions. By using a priori estimates based on the Lipschitz property of both f and F ,

we establish the contraction property and the convergence of the Picard iterative sequence.

Proof. Let (Xn
s , Z

n
s , `

n
s ) be the solution of the following iterating BSDE with jumps

Xn
t = ξ+

∫ T

t

f(s, F (s,Xn−1
s (·)), Xn

s , Z
n
s , `

n
s )ds−

∫ T

t

Zn
s dBs−

∫ T

t

∫
E

`nt (e)Ñ(dt, de), (2.12)

for n ≥ 1 and t ∈ [0, 1] and where for n = 0 we set (X0
s , Z

0
s , `

0
s) = (0, 0, 0).

The existence and the uniqueness in each iteration is established by the classical results, see

[20], and we denote by Φ the resulting map (Xn, Zn, `n) = Φ(Xn−1, Zn−1, `n−1).2

We now show that Φ is a contraction on IH2×IH2×IH2
ν (which implies that (Xn, Zn, `n)n≥0

is a Cauchy sequence). Let X̄n
t = Xn

t −Xn−1
t ; Z̄n

t = Zn
t − Zn−1

t ; ¯̀n
t = `nt − `n−1

t . For β > 0

we consider the norm ‖ · ‖β, defined as ‖φ‖β := E
[∫ T

0
eβsφ2

sds
]
. By applying Ito’s formula

to eβs|Xn
s −Xn−1

s |2, n ≥ 1, we have analogously to the Proposition A.4 [17]

eβt(X̄n
t )2 + β

∫ T

t

eβs(X̄n
s )2ds+

∫ T

t

eβs(Z̄n
s )2ds+

∫ T

t

eβs‖¯̀ns‖2
νds

= 2

∫ T

t

eβsX̄n
s [f(s, F (s,Xn−1

s (·)), Xn
s , Z

n
s , l

n
s )− f(s, F (s,Xn−2

s (·)), Xn−1
s , Zn−1

s , ln−1
s )]ds

− 2

∫ T

t

eβsX̄n
s Z̄

n
s dWs −

∫ T

t

eβs
∫
R∗

(2X̄n
s−

¯̀n
s (u) + ¯̀n

s (u)2)Ñ(ds, de).

2Note that in our current setting the map Φ does not depend on its last two arguments, but it would

if we had a mean field term of the form F (s,Xn−1
s (·), Zn−1(·), `n−1(·)). Existence and uniqueness results

would go through in this case.
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Taking the conditional expectation given Ft ( local martingales are martingales sinceXn
· , X

n−1
· ∈

S2) we get

eβt(X̄n
t )2 + Et

[
β

∫ T

t

eβs(X̄n
s )2ds+

∫ T

t

eβs[(Z̄n
s )2 + ‖¯̀ns‖2

ν ]ds

]
= 2Et

[∫ T

t

eβsX̄n
s [f(s, F (s,Xn−1

s (·)), Xn
s , Z

n
s , l

n
s )− f(s, F (s,Xn−2

s (·)), Xn−1
s , Zn−1

s , ln−1
s )]ds

]
.

Moreover,

|f(s, F (s,Xn−1
s (·)), Xn

s , Z
n
s , l

n
s )− f(s, F (s,Xn−2

s (·)), Xn−1
s , Zn−1

s , `n−1
s )|

≤ C0[|F (s,Xn−1
s )− F (s,Xn−2

s )|+ |X̄n
s |+ |Z̄n

s |+ ‖¯̀ns‖ν ]

≤ C[‖X̄n−1
s ‖2 + |X̄n

s |+ |Z̄n
s |+ ‖¯̀ns‖ν ] = C[(E|X̄n−1

s |2)
1
2 + |X̄n

s |+ |Z̄n
s |+ ‖¯̀ns‖ν ].

Now, for all real numbers x, z, l and ε > 0

2x(Cx + Cz + Cl) ≤ x2

ε2
+ ε2(Cx + Cz + Cl)2 ≤ x2

ε2
+ 3ε2(C2x2 + C2z2 + C2`2) and

E[2X̄n
s (E|X̄n−1

s |2)
1
2 ] ≤ E[ 1

η2 |X̄n
s |2 + η2E|X̄n−1

s |2] = 1
η2E|X̄n

s |2 + η2E|X̄n−1
s |2

Thus we obtain that

eβt(X̄n
t )2 + Et

[
β

∫ T

t

eβs(X̄n
s )2ds+

∫ T

t

eβs[(Z̄n
s )2 + ‖¯̀ns‖2

ν ]ds

]
≤ Et

[
(
C

η2
+

1

ε2
)

∫ T

t

eβs(X̄n
s )2ds+ Cη2

∫ T

t

eβs(X̄n−1
s )2ds+ 3C2ε2

∫ T

t

eβs[(X̄n
s )2 + (Z̄n

s )2 + ‖¯̀ns‖2
ν ]ds

]
.

(2.13)

By choosing η = ε, and β and ε such that β− C+1
ε2
− 3Cε2 ≥ 2Cε2 and 1− 3C2ε2 ≥ 2Cε2

we obtain the contraction inequality:

‖X̄n‖2
β + ‖Z̄n‖2

β + ‖¯̀n‖2
ν,β ≤

1

2
(‖X̄n−1‖2

β + ‖Z̄n−1‖2
β + ‖¯̀n−1‖2

ν,β) (2.14)

Therefore the map φ is a contraction with respect to the norm ‖ · ‖β, with β > 0. By

the Banach fixed point theorem, the map Φ has a unique fixed point, (X,Z, `). Now taking

the limit in (2.12), we see that (X,Z, `) is the unique solution of (2.11). �

2.3 Comparison Results

In this section, in order to compare the first components of the solutions of two mean-field

BSDEs, we need additional monotonicity assumptions due to the presence of jumps and of

the mean-field operator.

Assumption 2.1 Assume that dP⊗dt-a.s for each (x′, x, z, `1, `2) ∈ R3×(L2
ν)

2, there exists

a function θx
′,x,z,`1,`2
· ∈ L2

ν such that

f(t, x′, x, z, `1)− f(t, x′, x, z, `2) ≥ 〈θx
′,x,z,`1,`2
t , `1 − `2〉ν ,

8

Electronic copy available at: https://ssrn.com/abstract=3446360 



with

θx
′,x,z,`1,`2
t : [0, T ]× Ω× R3 × (L2

ν)
2 → L2

ν ; (t, ω, x′, x, z, `1, `2) 7→ θx
′,x,z,`1,`2
t (ω, .)

P ⊗ B(R3) ⊗ B((L2
ν)

2)-measurable, bounded, and satisfying dP ⊗ dt ⊗ dν(u)-a.s. , for each

(x′, x, z, `1, `2) ∈ R3 × (L2
ν)

2,

θx
′,x,z,`1,`2
t (u) ≥ −1 and |θx

′,x,z,`1,`2
t (u)| ≤ ψ(u), (2.15)

where ψ ∈ L2
ν.

Theorem 2.7 (Comparison Theorem for Mean-field BSDEs) Let fi = fi(ω, t, x
′, x, z, l),

i = 1, 2, be two Lipschitz drivers, and one of them satisfy Assumption 2.1. Furthermore, we

assume:

• One of the drivers is non-decreasing in x′;

F be a Lipschitz operator on L2 and satisfying the following property:

• F is nondecreasing in X in the following sense: let X1, X2 ∈ L2, if X1 ≤ X2 a.s., then

for each t ∈ [0, T ], F (t,X1) ≤ F (t,X2).

Let ξ1, ξ2 ∈ L2 and denote by (X1, Z1, `1) and (X2, Z2, `2) the solution of the Mean-field

BSDE with jumps (2.11) associated with (ξ1, f1) and (ξ2, f2). Then suppose that

• ξ1 ≥ ξ2, a.s.

• f1(ω, t, x′, x, z, `(·)) ≥ f2(ω, t, x′, x, z, `(·)),a.s.

for all (x′, x, z, `(·)) ∈ R2 × L2
ν ×R2 × L2

ν

Then we have X1
t ≥ X2

t , ∀t ∈ [0, T ] a.s.

Proof. For i = 1, 2, let (X i,n
s , Zi,n

s , li,ns ) be the solution of the following iterating BSDE

with jumps

X i,n
s = ξi +

∫ T

t

fi(s, F (s,X i,n−1
s (·)), X i,n

s , Zi,n
s , li,ns )ds−

∫ T

t

Zi,n
s dBs −

∫ T

t

∫
E

`t(e)Ñ(dt, de)

(2.16)

For n ≥ 1 and t ∈ [0, 1]. For n = 0, we set (X i,0
s , Zi,0

s , l
i,0
s ) = (0, 0, 0).

Without loss of generality, we assume that f1 satisfies Assumption 2.1, while f2 is nonde-

creasing in x′.

Now we define

f̃n1 (s, x, z, l) = f1(s, F (s,X1,n−1
s (·)), x, z, l), (2.17)

f̃n2 (s, x, z, l) = f2(s, F (s,X2,n−1
s (·)), x, z, l) (2.18)
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Then obviously we have f̃ 1
1 ≤ f̃ 1

2 and f̃ 1
1 satisfy the monotone assumption in Theorem 4.2

[17]. Thus by the classic comparison theorem for BSDE with jumps (Theorem 4.2 in [17]),

we have

X1,1
s ≤ X2,1

s a.s., s ∈ [0, T ]. (2.19)

Now since f2 is nondecreasing in x′, we have

f̃ 2
1 (s, x, z, l) = f1(s, F (s,X1,1

s (·)), x, z, l) (2.20)

≤ f2(s, F (s,X1,1
s (·)), x, z, l) (2.21)

≤ f2(s, F (s,X2,1
s (·)), x, z, l) = f̃ 2

2 (s, x, z, l) (2.22)

where the last inequality follows from (2.19) and f2 and F are non decreasing. Using again

the comparison results for classic BSDEs with jumps, we get

X1,2
s ≤ X2,2

s a.s., s ∈ [0, T ].

By the same argument above, we iteratively obtain that

X1,n
s ≤ X2,n

s a.s., s ∈ [0, T ], n ≥ 1. (2.23)

Using the proof of the existence and uniqueness result, we have that for i = 1, 2, (X i,n, Zi,n, li,n)n≥0

converges to the respective solution with drivers (fi)i=1,2, call these X i, Zi, li. We have that

X1
t ≤ X2

t , t ∈ [0, T ] a.s. follows directly from the fact that X1,n
t ≤ X2,n

t , t ∈ [0, T ] a.s. �

Remark 2.8 We can weaken the non-decreasing property of F , and consider it in the dis-

tribution sense. Let D1(x) = P(X1 ≤ x) and D2(x) = P(X2 ≤ x). Then we call F non

decreasing in x, if D1(x) ≥ D2(x) implies F (t,X1) ≥ F (t,X2).

Take the example of Remark 2.4, when F (X) = E(φ(t,X)), for X ∈ L2, F is non

decreasing if φ is C1 and non increasing. Assuming that D1 and D2 are sufficiently smooth,

this can be verified by direct computation : F (t,X1)−F (t,X2) = E(φ(t,X1))−E(φ(t,X2)) =∫
φ(t, x)d(D1 −D2)(x) =

∫
∂φ
∂x

(t, x)(D2 −D1)(x)dx =
∫

∂φ
∂x

(t, x)[D2(x)−D1(x)]dx.

In the example of an operator given by an inhomogeneous random graph of Section 2.2,

we make the assumption that the kernel κ is (D1 × D1 and D2 × D2 - almost everywhere)

differentiable and
∂2

∂x∂y
κ(x, y) > 0. (2.24)

In this case F (t,X1) =
∫
κ(x, y)dD1(x)dD1(y) =

∫
R×R

∂2

∂x∂y
κ(x, y)D1(x)D1(y)dxdy and

the non-decreasing property of F follows from (2.24).

This condition, along the Lipschitz condition, are satisfied if one uses a truncated Gaus-

sian kernel of coefficient σ κ(x, y) =

e
−(x−y)2

2σ2 if |x− y| < σ,

0 otherwise

We also notice that X1 ≤ X2 a.s. implies that D1(x) ≥ D2(x).
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Remark 2.9 Symmetrically, if we assume one of the drivers is non-increasing in x′ and F

is an non-increasing operator, the arguments in Theorem 2.7 still hold.

We now provide a strict comparison theorem, which states that under a strict inequality

on the map θ, two solutions of the BSDEs are equal at all times, if they are equal at the

initial time.

Theorem 2.10 (Strict comparison for Mean-field BSDEs) Suppose the assumptions

of Theorem 2.7 hold. Moreover we assume one of the drivers satisfies Assumption 2.1 with

strict inequality θx
′,x,z,`1,`2

t (u) > −1 dt⊗dP - a.s. If X1
t0

= X2
t0

a.s. for some t0 ∈ [0, T ], then

X1. = X2. a.s. on [t0, T ].

Proof. Let X̄s = X1
s − X2

s ; Z̄s = Z1
s − Z2

s ; ¯̀
s(u) = `1

s(u) − `2
s(u). Suppose that f2 is

nondecreasing in x′. Furthermore, we assume that Assumption 2.1 with strict inequality

holds for f1. Then

−dXs = hsds− Z̄sdWs −
∫
E

¯̀
s(e)Ñ(ds, de). X̄T = ξ1 − ξ2.

where hs := f1(s, F (s,X1
s (·)), X1

s , Z
1
s , `

1
s(·))− f2(s, F (s,X2

s (·)), X2
s , Z

2
s , `

2
s(·)).

Let φ(s) := f1(s, F (s,X1
s (·)), X2

s , Z
2
s , `

2
s)− f2(s, F (s,X2

s (·)), X2
s , Z

2
s , `

2
s).

Note that we have hs = φs + f1(s, F (s,X1
s (·)), X1

s , Z
1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

2
s , `

2
s).

We can write f1(s, F (s,X1
s (·)), X1

s , Z
1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

2
s , `

2
s) =

f1(s, F (s,X1
s (·)), X1

s , Z
1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

1
s , l

1
s) + f1(s, F (s,X1

s (·)), X2
s , Z

1
s , l

1
s)

− f1(s, F (s,X1
s (·)), X2

s , Z
2
s , l

1
s) + f1(s, F (s,X1

s (·)), X2
s , Z

2
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

2
s , `

2
s).

Then from the Assumption 2.1 on f1, there exist bounded processes δ and β on Ω̄× [0, T ],

such that

f1(s, F (s,X1
s (·)), X1

s , Z
1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

2
s , `

2
s) ≥ δsX̄s + βsZ̄s + 〈θs, ¯̀

s〉ν

with

δs :=
f1(s, F (s,X1

s (·)), X1
s , Z

1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

1
s , l

1
s)

X̄s

βs :=
f1(s, F (s,X1

s (·)), X2
s , Z

1
s , l

1
s)− f1(s, F (s,X1

s (·)), X2
s , Z

2
s , l

1
s)

Z̄s

and θs is as in Assumption 2.1.

Thus we have hs ≥ φs + δsX̄s + βsZ̄s + 〈θs, ¯̀
s〉ν . For each t ∈ [0, T ], let (Γt,s)s∈[t,T ] be the

unique solution of the forward SDE

dΓt,s = Γt,s−
[
δsds+ βsdWs +

∫
E

θs(e)Ñ(dt, de)
]
; Γt,t = 1.

By the comparison results with respect to a linear BSDE (see lemma 4.1 in [17]) we can

derive that

X̄t0 ≥ E
[
Γt0,tX̄t +

∫ t

t0

Γt0,sφ(s)ds|Ft0
]
, t0 ≤ t ≤ T.
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Due to the Theorem 2.7, we have X̄t = X1
t −X2

t ≥ 0 and the nondecreasing property of F ,

we can write

f1(s, F (s,X1
s (·)), X2

s , Z
2
s , `

2
s) ≥ f2(s, F (s,X1

s (·)), X2
s , Z

2
s , `

2
s) ≥ f2(s, F (s,X2

s (·)), X2
s , Z

2
s , `

2
s)

by the assumption on f1 and f2. Then we can conclude the proof by pointing out the fact

that

φ(s) = f1(s, F (s,X1
s (·)), X2

s , Z
2
s , `

2
s)− f2(s, F (s,X2

s (·)), X2
s , Z

2
s , `

2
s) ≥ 0

and that if θs(u) > −1dP ⊗ ds⊗ dν(u)-a.s., then Γt,s > 0 a.s. from Corollary 3.5 in [17]. �

Remark 2.11 In fact we can weaken the assumption by assuming the strict inequality θx
′,x,z,`1,`2

t (u) >

−1 holds only through the solutions, that is θ
F (t,X1

t ),X2
t ,Z

2
t ,`

1
t ,`

2
t

t (u) > −1 dt ⊗ dP - a.s. In the

symmetric case when f2 is Lipshitz and nondecreasing in x′, we get the results by assuming

θ
F (t,X2

t ),X2
t ,Z

2
t ,`

1
t ,`

2
t

t (u) > −1 dt⊗ dP - a.s.

3 Global dynamic risk measures

3.1 Definition and properties

Let T > 0 be a time horizon and f be a Lipschitz driver. Set

ρt(η, T ) := −Xt(η), 0 ≤ t ≤ T, (3.25)

where Xt(η) denotes the solution of mean-field the BSDE (2.11) with driver f , mean-field

operator F and terminal condition η ∈ L2(FT ).

If η represents a financial position at time T , then ρt(η, T ) is interpreted as the risk of η

at time t. Note also that, in insurance, the functional −ρ = X can represent a risk premium.

The functional ρ : (η, T ) 7→ ρ·(η, T ) represents a global dynamic risk measure induced by

the mean-field BSDE with driver f and mean-field operator F .

When the dependence on the time horizon T is clear from the context, we drop it from

the notation and write ρt(η) for ρt(η, T ).

We now provide properties of these global dynamic risk measures, which follow from

the comparison results in the previous section. We work under the Assumption 2.1, which

guarantees the monotonicity of the risk measure in the jumps. Contrary to the standard non

mean- field case, the risk of a zero position may not be zero when the mean-field operator

F is introduced. The first three properties are standard, and their proofs follow as in [17],

by plugging in the comparison or uniqueness results specific for mean-field BSDEs.

1. Continuity. Let {θα, α ∈ R} be a family of stopping times converging a.s. to a stopping

time θ as α tends to α0. Let {ξα, α ∈ R} be a family of random variables such that

E[ess supα(ξα)2] < ∞, and for each α, ξα is Fθα measurable. Suppose also that ξα

converges a.s. to a Fθα measurable random variable ξ as α tends to α0. Then for
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each stopping time S, the random variable ρS(ξα) → ρS(ξ) a.s. and the processes

ρ(ξα)→ ρS(ξ) in S2 when α→ α0. This property follows as in the technical proofs of

[17, appendix], in which the a priori estimates for MFBSDEs are trivially extended to

account for the mean field contribution.

2. Monotonicity. ρ is nonincreasing with respect to ξ. i.e. for each ξ1, ξ2 ∈ L2. If ξ1 ≥ ξ2

a.s., then ρt(ξ
1) ≤ ρt(ξ

2), 0 ≤ t ≤ T a.s.

Proof. This is the direct consequence of the comparison results of mean-field BSDEs

(see Theorem 2.7) �

3. Consistency. By the flow property, ρ is consistent: more precisely, let S a stopping

time, then for each time t smaller than S, the risk-measure associated with position

ξ and maturity T coincides with the risk-measure associated with maturity S and

position −ρS(ξ, T ) = XS(ξ, T ), that is

∀t ≤ S, ρt(ξ, T ) = ρt(−ρS(ξ, T ), S) a.s.

The flow property is the consequence of the uniqueness result of the mean-field BSDEs

4. Cash sub-additivity. Suppose f is non-decreasing in both x′ and x, while F is non-

decreasing operator. Then for any m > 0, we have ρt(ξ +m) ≤ ρt(ξ) +m.

Proof. It is straightforward that Xt +m satisfying:

−d(Xt +m) = f(t, F (t,Xt), Xt, Zt, `t)dt− ZtdWt −
∫
E

`t(e)Ñ(dt, de);XT = ξ +m.

Thus, by the assumption, we have

−d(Xt+m) ≤ f(t, F (t,Xt+m), Xt+m,Zt, `t)dt−ZtdWt−
∫
E

`t(e)Ñ(dt, de);XT = ξ+m.

let (X̄, Z̄, l̄) be a solution of the Mean-field BSDE

−dX̄t = f(t, F (t, X̄t), X̄t, Z̄t, ¯̀
t)dt− Z̄tdWt −

∫
E

¯̀
t(e)Ñ(dt, de); X̄T = ξ +m.

Then by the (extended) comparison results, we have Xt +m ≤ X̄t, which gives ρt(ξ +

m) ≤ ρt(ξ) +m. �

5. Convexity. If f is concave with respect to (x′, x, z, l). We furthermore assume f

nondecreasing in x′ and F is nondreasing concave operator in x, then the dynamic

risk-measure ρ is convex, that is for any λ ∈ [0, 1], ξ1, ξ2 ∈ L2

ρ(λξ1 + (1− λ)ξ2) ≤ λρ(ξ1) + (1− λ)ρ(ξ2).
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Proof. For i = 1, 2, let (X i, Zi, li) be a solution of the mean-field BSDE (2.11)

associated to terminal time T , driver f , Mean-field operator F and terminal condition

ξi. Set ξ̂ := λξ1 + (1 − λ)ξ2, X̂ := λX1 + (1 − λ)X2, Ẑ := λZ1 + (1 − λ)Z2,

l̂ := λ`1 + (1− λ)`2. We have

−dX̂t = [λf(t, F (t,Xt(·)), Xt, Zt, `t(·)) + (1− λ)f(t, F (t,Xt(·)), Xt, Zt, `t(·))]dt−

ẐtdWt −
∫
E

l̂t(e)Ñ(dt, de);

X̂T = ξ̂.

By the assumption on f , and F , we have

λf(t, F (t,X1
t ), X1

t , Z
1
t , `

1
t ) + (1− λ)f(t, F (t,X2

t ), X2
t , Z

2
t , `

2
t )

≤ f(t, λF (t,X1
t ) + (1− λ)F (t,X2

t ), λX1
t + (1− λ)X2

t , λZ
1
t + (1− λ)Z2

t , λ`
1
t + (1− λ)`2

t )

≤ f(t, F (t, λX1
t + (1− λ)X2

t ), λX1
t + (1− λ)X2

t , λZ
1
t + (1− λ)Z2

t , λ`
1
t + (1− λ)`2

t )

= f(t, F (t, X̂t), X̂t, Ẑt, l̂t)

Thus

−dX̂t ≤ f(t, F (t, X̂t), X̂t, Ẑt, l̂t)dt− ẐtdWt −
∫
E

l̂t(e)Ñ(dt, de); X̂T = ξ̂.

let (X̄, Z̄, l̄) be a solution of the mean-field BSDE (2.11) associated to terminal time

T , driver f , mean-field operator F and terminal condition ξ̂. i.e.

−dX̄t = f(t, F (t, X̄t), X̄t, Z̄t, ¯̀
t)dt− Z̄tdWt −

∫
E

¯̀
t(e)Ñ(dt, de); X̄T = ξ̂.

by (extended) comparison results Th.2.7, we obtain X̂t ≤ X̄t which gives the results.

�

Suppose furthermore in Assumption 2.1 we have θx
′,x,z,`1,`2

t (u) > −1.

6. No Arbitrage. For each ξ1, ξ2 ∈ L2, if ξ1 ≥ ξ2 a.s. and if ρt(ξ
1) = ρt(ξ

2) a.s. on an

event A ∈ Ft. then ξ1 = ξ2 a.s. on A.

This is the directly consequence of strict comparison results (Theorem 2.10).

In the classical case without the mean field term and when the drift term is independent of

the current position, the risk measure is cash additive. We have the Translation invariance

(cash additivity) property: If f does not depend on x′ and x, then the associated risk-

measure satisfies the following translation invariance property:

ρt(ξ + ξ′, T ) = ρt(ξ, T )− ξ′, for any ξ ∈ L2(FT ) and ξ′ ∈ L2(FT )

With the mean field, it is understood that cash is transferred via the mean field term.

When f is non-decreasing in the mean field term, then the mean field is acting as a stabilizer.
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This means that individually, a bank needs less capital to reach the same final position as

without the stabilizing effect.

In systemic risk models where the mean field has a stabilizing effect [6, 12, 13, 10], the

function f captures interbank lending: banks with high liquidity position lend to banks with

low liquidity position, where high and low is given with respect to the average liquidity in

the system. Here, we do not consider formally a model of interbank lending, but our risk

processes behave similarly. In addition, when f is convex we give a dual representation of

the risk measures.

Interpretation as systemic risk measure .

We may regard (2.11) as a limit as n 7→ ∞ of the following system:

− dX i,N
t = f(t, ω,

1

N

N∑
j=1

Xj,N
t (·), X i,N

t , Zi,N
t , `i,Nt (·))dt− Zi,N

t dWt −
∫
E

`i,Nt (e)Ñ(dt, de);

(3.26)

X i,N
T = ξ.

As discussed before, the more interesting case is when the mean field term represents the

average intensity of interactions in the system, and the interactions of any two nodes are

state-dependent and captured by a kernel κ. The mean field term then is

1

N2
E
∑

i,j∈1,N

κ(X i,N
t , Xj,N

t ).

Here −X i,N
t represents the liquidity or capital reserve of bank i. In a system framework,

its evolution depends on the capital of the other banks. The first case where the mean field

term is the average capital in the system captures a situation where a joint liquidity fund is

used to stabilize banks, for example a central clearinghouse.

For the second case, where banks have state dependent interactions, we can set for

example κ(x, y) = φ(x − y), where φ is the gaussian kernel. This means that we have a

tiered structure where banks with similar capital interact, while there is little interaction for

banks of dissimilar size. This yields a core-periphery structure, shown to be quite realistic

[7].

Finally, for a system with these stylized dependence structures, a regulator is choosing a

level −ξ for the acceptable capital or liquidity at a horizon T (ξ is then the financial position

at time T ). Before time T and in order to become acceptable at the time horizon, the capital

(liquidity) of the individual bank may have inflows/outflows from via the mean field term.

3.2 Dual representation of convex global risk measures

We now provide a representation for global dynamic risk measures induced by concave

mean-field BSDEs in terms of the value of a stochastic control problem. In this case, the
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risk measure is convex. This dual representation is given via a control problem over a set of

probability measures which are absolutely continuous with respect to P .

Let f be a Lipschitz driver and F be an Lipschitz operator. For each (ω, t), we denote

by f ∗ the Fenchel-Legendre transform of f , defined for each (β, q, α1, α2) ∈ R3×L2
ν and F ∗

the Fenchel-Legendre transform of F , defined for each δ ∈ L2, that is,

f ∗(ω, t, q, β, α1, α2) = sup
(x′,x,z,l)∈R3×L2

ν

[f(ω, t, x′, x, z, l)− qx′ − βx− α1z − 〈α2, l〉ν ]

F ∗(t, δ) = sup
X∈L2

[F (t,X)− 〈X, δ〉L2 ]

For each predictable processes αt = (α1
t , α

2
t (·)), let Qα be the probability absolutely

continuous with respect to P which admits ΓαT as density with respect to P on FT , where

Zα is the solution of

dΓαt = Γαt−
(
α1
tdWt +

∫
R∗
α2
t (u)dÑ(dt, du)

)
; Γα0 = 1. (3.27)

Now we define the control set consisting of probability measures in terms of their densi-

ties. Let AT be the set of predictable processes αs = (α1
s, α

2
s) such that

•
∫ T

0
(α1

s)
2ds+

∫ T
0
‖α2

s‖2
νds is bounded

• α2
s(u) > −1 ν(du)− a.s.

We have from Proposition 3.1 and 3.2 [17] that for all α· ∈ AT , Γαt > 0, 0 ≤ t ≤ T a.s. and

(Γαt )0≤t≤T ∈ S2.

And let ĀT be the set of processes (γt, βt, qt, α
1
t , α

2
t ) where (βt, qt, α

1
t , α

2
t ) are predictable and

γt is progressively measurable, such that

• (f ∗(ω, t, qt, βt, α
1
t , α

2
t ))t∈[0,T ] belongs to IH2

• αt = (α1
t , α

2
t (·))t∈[0,T ] belongs to AT .

• 0 ≤ qt ≤ C, ∀t ∈ [0, T ], dP a.s.

• The processes (Γαt e
−

∫ t
0 γsds)t∈[0,T ] belongs to IH2.

In the sequel, we assume that f is nondecreasing with respect to x′ and satisfies Assump-

tion 2.1 with strict inequality θt(u) > −1 dt⊗ dP - a.s.

3.2.1 Technical lemmas

We begin by the following technical lemma on part of the bounds of the control set which

appear in the definition of the Fenchel transform of f .
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Lemma 3.1 For each (s, ω), Ds(ω) is the non empty set of (q̄, β̄, ᾱ1, ᾱ2) ∈ R3 × L2
ν such

that f ∗(ω, s, q̄, β̄, ᾱ1, ᾱ2) < +∞. Then Ds(ω) is included in the set Usatisfying the following

properties:

• q ≥ 0 and is bounded by C.

• β and α1 are bounded by C.

• α2(u) > −1 and |α2(u)| ≤ C ν(du)− a.s.

where C is the Lipschitz constant of f .

Proof. Let us suppose that q < 0, we will show that this assumption leads to contradiction.

By the definition of f ∗ we have

f ∗(t, q, β, α1, α2) ≥ f(t, x′, 0, 0, 0)− x′q,

which holds for each x′. This holds in particular for xn := n, n ∈ N. We thus get

f ∗(t, q, β, α1, α2) ≥ f(t, n, 0, 0, 0)− nq ≥ f(t, 0, 0, 0, 0)− nq

where the last inequality follows by the non-decreasingness of the map f with respect to x′.

By letting n→ +∞ in the above inequality, we get limn→+∞ f(t, 0, 0, 0, 0)−qn = +∞, since

q < 0. This implies that f ∗(t, q, β, α1, α2) < +∞ which provides the expected contradiction,

We thus have proved that q ≥ 0. The fact that q, β and α are included in the bounded

domain [−C,C] is due to the uniform Lipschitz property of f . Finally, for the properties of

(α1, α2), we apply the similar proof as in Lemma 5.4 [17]. Suppose by contradiction that

ν({u ∈ R∗, α2(u) ≤ −1}) > 0.

Since f satisfies Assumption 2.1, the following inequality holds for each l ∈ L2
ν .

f(ω, t, 0, l) ≥ f(ω, t, 0, 0) + 〈θ0,l,0
t (ω), l〉ν .

Again by the definition of f ∗ we have

f ∗(ω, t, α1, α2) ≥ f(ω, t, 0, l)− 〈α2, l〉ν ≥ f(ω, t, 0, 0) + 〈θ0,l,0
t (ω)− α2, l〉ν .

This holds in particular for l := n1{α2≤−1} where n ∈ N. We thus derive

f ∗(ω, t, α1, α2) ≥ f(ω, t, 0, 0) + n

∫
{α2≤−1}

(
θ0,l,0
t (ω, u)− α2(u)

)
ν(du)

Since by assumption, θ0,l,0
t (ω, u) > −1, thus θ0,l,0

t (ω, u) − α2(u) > 0 on {α2 ≤ −1}. By

letting n tend to +∞ in this inequality, we get f ∗(ω, t, α1, α2) = +∞, which provides the

expected contradiction. We thus have proven that α2 > −1 ν-a.s. By similar arguments,

one can show that α1 is bounded by C and |α2(u)| ≤ C ν(du)−a.s., which ends the proof.

�

The following technical lemma is used in the proof of the dual representation Theorem

3.1. It provides part of the bounds of the control set which appear in the definition of the

Fenchel transform of F .
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Lemma 3.2 Assume that operator F is nondecreasing in the sense of Theorem 2.7. Then

for each t ∈ [0, T ], the non empty set of {δ ∈ L2|F ∗(t, δ) < +∞} is included in the set

satisfying the following properties:

• δ ≥ 0 dP a.s. and ‖δ‖L2 ≤ C, where C is the Lipschitz constant of F .

Proof. Suppose δ ≥ 0 dP a.s. is not true. We denote A = {ω ∈ Ω|δ(ω) < 0} Then

P (A) > 0. By the definition of F ∗, we have for each X ∈ L2

F ∗(t, δ) ≥ F (t,X)− 〈X, δ〉L2 = F (t,X)− EP [Xδ].

This holds in particular for Xn(ω) := −nδ1A(ω) where n ∈ N. This gives Xn ≥ 0 dP a.s.

and thus by the nondecreasing properties of F , we obtain

F ∗(t, δ) ≥ F (t,Xn)− EP [Xnδ] ≥ F (t, 0)− EP [Xnδ] = F (t, 0) + n

∫
A

|δ(ω)|2dP (ω)

By letting n → +∞ in the above inequality, we get F ∗(δ) = +∞, which gives the contra-

diction to the assumption. Thus P (A) = 0 which implies δ ≥ 0 dP a.s. The boundedness

of δ is a direct results of the Lipschitz property of F . �

The following technical lemma establishes the existence of the solution of a particular

mean-field SDE.

Lemma 3.3 Suppose (α1
s, α

2
s(·))s≥t belongs to AT , (Us)s≥t are bounded in L2 and (hs)s≥t

are bounded almost surely. Then the following SDE admits a solution (Vs)s≥t ∈ S

dVs = Vs[α
1
sdWs +

∫
R∗
α2
s(u)dÑ(ds, de)] + UsE[Vshs]ds, t ≤ s ≤ T

Vt = 1. (3.28)

Proof. We define inductively the sequence (V n) of the processes by setting V 0 ≡ V0 and

for n ≥ 1

V n
u = Vt +

∫ u

t

V n−1
s dMs +

∫ u

t

UsE[V n−1
s hs]ds,

where dMs = α1
sdWs +

∫
R∗
α2
s(e)dÑ(ds, de). Because any two real numbers h and k satisfy

(h+ k)2 ≤ 2(h2 + k2), we have

E
[

sup
t≤s≤u

|V n+1
s − V n

s |2
]
≤ 2E

[
sup
t≤s≤u

(∫ s

t

(V n
r − V n−1

r )dMr

)2

+ sup
t≤s≤u

(∫ s

t

UrE[V n
r − V n−1

r ]dr

)2
]
.

(3.29)

By Doob and Cauchy-Schwarz inequality, it follows that
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E
[

sup
t≤s≤u

|V n+1
s − V n

s |2
]
≤ 8E

[(∫ u

t

(V n
s − V n−1

s )dMs

)2
]

+ 2TE
[∫ u

t

|UsE[V n
s − V n−1

s ]|2ds
]

≤ 8E
[∫ u

t

(V n
s − V n−1

s )2d[M,M ]s

]
+ 2T

[∫ u

t

E|Us|2|E[V n
s − V n−1

s ]|2ds
]
.

(3.30)

Since d[M,M ]s = (α1
s)

2ds+
∫
R∗

(α2
s(e))

2dÑ(ds, de) +
∫
R∗

(α2
s(e))

2ν(de)ds and by assump-

tion, (α1
s, α

2
s(·))s≥t belongs to AT , (Us)s≥0 is bounded in L2, we obtain there exists a constant

K such that

E
[

sup
t≤s≤u

|V n+1
s − V n

s |2
]
≤ 2K(4 + T )E

[∫ u

t

|V n
s − V n−1

s |2ds
]

≤ 2K(4 + T )E
[∫ u

t

sup
t≤s≤u

|V n
s − V n−1

s |2ds
]
. (3.31)

We set C = 2K(4+T ) and let D := E
[
supt≤s≤T |V 1

s − V 0
s |2
]
. It then follows from the above

computation that for each t ≤ u ≤ T and n,

E
[

sup
t≤s≤u

|V n
s − V n−1

s |2
]
≤ DCnT n

n!

consequently
∞∑
n=1

∥∥∥∥ sup
t≤s≤u

|V n
s − V n−1

s |
∥∥∥∥

2

<∞

Thus it gives the series
∑∞

n=1 supt≤s≤u |V n
s − V n−1

s | converges a.s. and as a result, V n

converges a.s. uniformly on every bounded interval to a right-continuous process V which

is a solution to (3.28) �

3.2.2 Dual representation theorem

We now give the main result of this section, the dual representation theorem of the mean

risk measure. Note that at time zero, this is the risk measure itself.

For (γ, q, β, α1, α2) ∈ ĀT , we denote

Dβ,γ
t,s := exp(−

∫ s

t

(βu + γu1E[qu]>0)du), 0 ≤ t ≤ s ≤ T,

which can be interpreted as a discount factor. We recall that the process Γα follows the

dynamics defined in (3.27).

The following lemma will be used for the existence of the optimal control that appears

in the dual representation theorem. In the classical setting without the mean field the two

components β̄s, ᾱs of the optimal control are shown to exist in previous literature. The

challenge we now solve is the construction of the other components, which are associated to

the mean field operator.
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Lemma 3.4 Given the predictable processes processes (Xs, q̄s, β̄s, ᾱs)s≥t, there exist a pro-

gressively measurable processes (γ̄s)s≥t such that (Γᾱse−
∫ s
t γ̄udu)s≥t belongs to IH2 and satis-

fying the following equation:

F (s,Xs)−
EQᾱ [XsD

β̄,γ̄
t,s γ̄s]

EQᾱ [Dβ̄,γ̄
t,s q̄s]

= F ∗(s,
ΓᾱsD

β̄,γ̄
t,s γ̄s

EQᾱ [Dβ̄,γ̄
t,s q̄s]

) (3.32)

Proof. Since F is concave and Lipschitz on L2, the conjugacy relation of (F, F ∗) gives

that for each s, there exists Ys ∈ L2 such that

F (s,Xs)− EP [XsYs] = F ∗(s, Ys) (3.33)

and since F is nondecreasing, by lemma 3.2 we have Ys ≥ 0 dP a.s. and ‖Ys‖LP ≤ C. Now

let (Vs)s≥t ∈ S be the solution of (3.28) with Us = e
∫ s
t β̄uduYs , hs = e−

∫ s
t β̄uduq̄s and Vt = 1.

We apply Ito’s formula to Vs(Γ
ᾱ
s )−1 and we obtain

d(V (Γᾱ)−1)s = (Γᾱs )−1e
∫ s
0 β̄uduYsE[Vse

−
∫ s
0 β̄uduq̄s]ds (3.34)

Thus V 1 := V (Γᾱ)−1 satisfies the random differential equation

d(V 1)s = (Γᾱs )−1e
∫ s
0 β̄uduYsE[ΓᾱsV

1
s e
−

∫ s
0 β̄uduq̄s]ds (3.35)

Since Γᾱs , q̄s > 0, Ys ≥ 0 dP a.s., and V 1
t := Vt = 1 > 0 a.s. we have V 1

s > 0 a.s. Thus for

each (s, ω) ∈ [t, T ]× Ω, we can choose γ̄s(ω) = − d
ds

(log V 1
s )(ω) which is well defined due to

(3.35). This gives the process γ̄ satisfying that e−
∫ s
t γ̄udu = V 1

s and from (3.35) we obtain

that

γ̄se
−

∫ s
t γ̄ududs = d(e−

∫ s
t γ̄udu)s = (Γᾱs )−1e

∫ s
t β̄uduYsE[Γᾱs e

−
∫ s
t γ̄udue−

∫ s
t β̄uduq̄s]ds (3.36)

which implies that (γ̄s)s≥t satisfies

ΓᾱsD
β̄,γ̄
t,s γ̄s

E[ΓᾱsD
β̄,γ̄
t,s q̄s]

= Ys a.s.

and Γᾱs e
−

∫ s
t γ̄udu = Vs belongs to IH2.

Now we show that (γ̄s)s≥t is progressively measurable. Since the Hilbert space L2 is separa-

ble, hence by the measurable selection theorem (see e.g. [21]), the map Y : [t, T ] 7→ L2, s 7→
Ys(·) is measurable with respect to B([t, T ]) and B(L2). Fix now s ∈ [t, T ]. For each Y in

L2(Fs) and feasible, by Jensen’s inequality applied to F , we have for each X ∈ L2.

F (s,X)− EP [XY ] ≤ F (s,E[X|Fs])− EP [E[X|Fs]Y ]

This gives

F ∗(s, Y ) = sup
X∈L2(FT )

[F (s,X)− 〈X, Y 〉L2 ] = sup
X∈L2(Fs)

[F (s,X)− 〈X, Y 〉L2 ]
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Thus we could restrict the operator F on the subspace L2(Fs). This implies we could

choose Ys ∈ L2(Fs) in (3.33) and for each u ∈ [0, T ], Y : [t, u] 7→ L2(Fu), s 7→ Ys(·)
are measurable with respect to B([t, u]) and B(L2(Fu)). Now for each u ∈ [t, T ], since

L2(Fu) is a separable Hilbert space, there exists a countable orthonormal basis (eiu)i∈N
of L2(Fu). For each i ∈ N, define λiu = 〈Yu, ei〉P . Since the map 〈., eiu〉P is continuous

on L2(Fu), λi : [t, u] 7→ R, s 7→ λis is B([t, u]) measurable. As Ys(ω) =
∑

i λ
i
sei(ω), it

follows that Y : [t, u] × Ω 7→ R, (s, ω) 7→ Ys(ω) is B([t, u]) ⊗ Fu measurable. This holds

for each u ∈ [t, T ], thus (Ys)s≥t is progressive measurable. And this gives the progressive

measurability of (γ̄s)s≥t.

�

We are now ready to give the main result. The risk measure can be interpreted as the

expectation (under a worst-case discount factor and the worst case probability measure) of

the final position ξ plus a penalty function. The lemmas in the previous section ensure that

the supremum is finite as the relevant domain is bounded. We define the discount factor as

follows. For (γ, q, β, α1, α2) ∈ ĀT , we denote

Dβ,γ
t,s := exp(−

∫ s

t

(βu + γu1E[qu]>0)du), 0 ≤ t ≤ s ≤ T. (3.37)

Theorem 3.1 Suppose that the Hilbert space L2
ν is separable. Let f be a Lipschitz driver

with Lipschitz constant C satisfying Assumption 2.1. Suppose moreover that f is concave

with respect to (x′, x, z, l) and non-decreasing in x′, and that F is a Lipschitz concave operator

in X and satisfies the following property: for each s, t ∈ [0, T ] and X ∈ L2, F (t,E[X|Fs]) ≥
F (t,X).

Then, for each t ∈ [0, T ], the mean of the convex risk-measure ρt, that is Eρ(., T ) has the

following representation: for each ξ ∈ L2,

Eρt(ξ, T ) = sup
(γ,β,q,α)∈ĀT

[
EQαDβ,γ

t,T (−ξ)− ζ(γ, β, q, α, T )
]

(3.38)

where the function ζ, called penalty function, is defined, for each T and (γ, q, β, α1, α2) ∈ ĀT
by

ζ(γ, β, q, α, T ) :=

∫ T

t

(
EQα [Dβ,γ

t,s f
∗(s, qs, βs, αs)] + EQα [Dβ,γ

t,s qs]F
∗(t,

ΓαsD
β,γ
t,s γs

EQα [Dβ,γ
t,s qs]

)1EQα [qs]>0

)
ds,

with Γαs following the dynamics defined in (3.27). Moreover, for each ξ ∈ L2, there exists

(γ̄t, q̄t, β̄t, ᾱ
1
t , ᾱ

2
t ) ∈ ĀT achieving the supremum in (3.38).

Proof. For each predictable processes (γs, qs, βs, α
1
s, α

2
s) ∈ ĀT , we apply Itô’s formula to

Dβ,γ
t,s Xs between t and T , where (X,Z, l) is the solution of Mean-field BSDE (2.11). We
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obtain

Xt = Dβ,γ
t,T ξ +

∫ T

t

Dβ,γ
t,s [−βsXs − γs1E[qs]>0Xs − α1

sZs − 〈α2
s, ls〉ν + f(s, F (s,Xs(·)), Xs, Zs, ls)]ds

−
∫ T

t

dMQα
s

(3.39)

where dMQα
s = Dβ,γ

t,s ZsdW
Qα
s +

∫
E
Dβ,γ
t,s ls(e)dÑ

Qα(dt, de). For each s ∈ [t, T ], we have

−βsXs − γs1E[qs]>0Xs − α1
sZs − 〈α2

s, ls〉ν + f(s, F (s,Xs(·)), Xs, Zs, ls)

= −βsXs − qsF (s,Xs)− α1
sZs − 〈α2

s, ls〉ν + f(s, F (s,Xs(·)), Xs, Zs, ls) + (qsF (s,Xs)− γs1E[qs]>0Xs)

(3.40)

Since qs ≥ 0 dP a.s., we notice that

qsF (s,Xs)− γs1E[qs]>0Xs = (qsF (s,Xs)− γsXs)1E[qs]>0

By taking expectation at time t = 0 on both sides, we can obtain that

E[Xt] = EQα
[
Dβ,γ
t,T ξ +

∫ T

t

Dβ,γ
t,s [−βsXs − qsF (Xs)− α1

sZs − 〈α2
s, ls〉ν + f(s, F (s,Xs(·)), Xs, Zs, ls)]

]
ds

+

∫ T

t

EQα [Dβ,γ
t,s qs]

[
F (s,Xs)−

EQα [XsD
β,γ
t,s γs]

EQα [Dβ,γ
t,s qs]

]
1E[qs]>0ds

(3.41)

holds for all processes (γs, βs, qs, α
1
s, α

2
s) ∈ ĀT . Since Qᾱ and P are equivalent measures and

qs ≥ 0 dP a.s., we have 1E[qs]>0 = 1EQα [qs]>0

By the definition of Fenchel-Legendre transform, we have f(s, F (s,Xs), Xs, Zs, ls) −
qsF (s,Xs)−βsXs−α1

sZs−〈α2
s, ls〉ν ≤ f ∗(s, qs, βs, α

1
s, α

2
s) a.s. and F (s,Xs)−

EQα [XsD
β,γ
t,s γs]

EQα [Dβ,γt,s qs]
=

F (s,Xs)−
E[ΓαsXsD

β,γ
t,s γs]

E[ΓαsD
β,γ
t,s qs]

≤ F ∗(s,
ΓαsD

β,γ
t,s γs

EQα [Dβ,γt,s qs]
)

Since by assumption Dβ,γ
t,s ≥ 0 and qs ≥ 0 dQα a.s., we obtain

EXt ≤ inf
(β,γ,q,α)∈AT

EQα
[
Dβ,γ
t,T ξ +

∫ T

t

Dβ,γ
t,s f

∗(s, qs, βs, α
1
s, α

2
s)

]
ds

+

∫ T

t

EQα [Dβ,γ
t,s qs]

[
F ∗(s,

ΓαsD
β,γ
t,s γs

EQα [Dβ,γ
t,s qs]

)

]
1EQα [qs]>0ds (3.42)

Recall that for any (ω, s) ∈ Ω × [0, T ], f is Lipschitz, concave in (x′, x, z, l), the following

conjugacy relation of (f, f ∗) holds. Let U be the set introduced in Lemma 3.1, we have

Ds(ω) ⊂ U . Using the same arguments as in Lemma 5.5 in [17], we have

f(ω, s, x′, x, z, l) = inf
(q,β,α1,α2)∈Ū

{f ∗(ω, s, q, β, α1, α2) + qx′ + βx+ α1z + 〈α2, l〉ν}

= f ∗(ω, s, q̄, β̄, ᾱ1, ᾱ2) + q̄x′ + β̄x+ ᾱ1z + 〈ᾱ2, l〉ν (3.43)
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where Ū is the closure of set U , that is the set in which α2 satisfies α2(u) ≥ −1 instead of

the strict inequality.

Now since Ū is strongly closed and convex, we obtain there exists (q̄, β̄, ᾱ1, ᾱ2) ∈ Ū that

satisfy (3.43). However Lemma 3.1 gives in fact that (q̄, β̄, ᾱ1, ᾱ2) ∈ Ds(ω).

Since, by assumption, R3 × L2
ν is separable, we can apply the measurable selection

theorem (Appendix of Ch.III [8]) as in the lemma 5.5 of [17] to assert the existence of a

predictable processes (q̄s, β̄s, ᾱ
1
s, ᾱ

2
s)s≥t

f(s, F (s,Xs(·)), Xs, Zs, ls) = β̄sXs + q̄sF (Xs) + ᾱ1
sZs + 〈ᾱ2

s, ls〉ν + f ∗(s, β̄s, q̄s, ᾱ
1
s, ᾱ

2
s) a.s.

(3.44)

Similarly, since F is Lipschitz and concave, the conjugacy relation also holds for (F, F ∗).

Given the predictable processes (Xs, q̄s, β̄s, ᾱs)s≥t ∈ S×ĀT , we now introduce q̄s = q̄s1EQᾱ [q̄s]>0+

C1EQᾱ [q̄s]=0 with C the Lipschitz constant of f . We can show (lemma 3.4) there exist a pre-

dictable processes (γ̄s)s≥t ∈ ĀT such that

F (s,Xs)−
EQᾱ [XsD

β̄,γ̄
t,s γ̄s]

EQᾱ [Dβ̄,γ̄
t,s q̃s]

= F ∗(s,
ΓᾱsD

β̄,γ̄
t,s γ̄s

EQᾱ [Dβ̄,γ̄
t,s q̃s]

) (3.45)

And since q̄s = q̄s for any s such that E[q̄s] > 0, thus we obtain

EXt = EQᾱ
[
Dβ̄,γ̄
t,T ξ +

∫ T

t

Dβ̄,γ̄
t,s f

∗(s, β̄s, qs, ᾱ
1
s, ᾱ

2
s)

]
ds+

∫ T

t

EQᾱ [Dβ̄,γ̄
t,s q̄s]

[
F ∗(s,

ΓᾱsD
β̄,γ̄
t,s γ̄s

EQᾱ [Dβ̄,γ̄
t,s q̄s]

)

]
1EQᾱ [q̄s]>0ds

(3.46)

Together with (3.42), we obtain (3.38).

Finally, (3.44) implies that the processes f ∗(ω, t, q̄t, β̄t, ᾱ
1
t , ᾱ

2
t ) belongs to IH2

T since by as-

sumption (X,Z, l(.)) ∈ S2 × IH2 × IH2
ν and (q̄t, β̄t, ᾱ

1
t , ᾱ

2
t ) are bounded. �

Remark 3.5 We give an example of the F such that the assumptions in Theorem 3.1 hold.

Define F (t,X) := E[φ(t,X)] for X ∈ L2(Ω, P,FT ) , where φ : [0, T ] × R 7→ R, (t, x) 7→
φ(t, x) is a concave Lipschitz function such that φ(t,X) ∈ L2. Then by conditional Jensen’s

inequality

E [φ(t,E[X|Fs])] ≥ E [(E[φ(t,X)|Fs])] = E[φ(t,X)]

An example is take φ(t, x) = −(x− ks)− where (ks)s≥0 is a deterministic function.

Similarly, for the example in Section 2.2, if we assume that the kernel κ is Lipschitz and

convex, then F satisfies the assumptions in Theorem 3.1.

4 Optimal stopping for global dynamic risk measures

We start this section by describing the optimal stopping problem for global dynamic risk

measures. For each stopping time S ∈ T0, we introduce the value function of the following
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optimization problem

YS = ess sup
τ∈TS

ρS(ξτ , τ) a.s. (4.47)

Our aim is to provide a representation for YS in terms of reflected mean-field BSDEs. In

order to do this, we give below the definition of a reflected mean-field BSDE.

Definition 4.1 A process (Y, Z, k(.), A) is said to be a solution of the Mean-field reflected

BSDE associated with driver f , operator F and obstacle ξ. if

(Y, Z, k(.), A) ∈ S2 × IH2 × IH2
ν × S2

− dYt = f(t, ω, F (t,Xt(·)), Xt, Zt, kt(·))dt+ dAt − ZtdWt −
∫
E

kt(u)Ñ(dt, du); YT = ξT ,

(4.48)

Yt ≥ ξt, 0 ≤ t ≤ T a.s.,

A is a nondecreasing RCLL continous process with A0 = 0 and such that∫ T

0

(Yt − ξt)dAct = 0 a.s. and ∆Adt = −∆Yt 1{Yt−=ξt−} a.s.

For β > 0 and φ ∈ IH2,T , we introduce the norm ‖φ‖2
β,T := E[

∫ T
0
eβsφ2

sds] and for

l ∈ IH2,T
ν , we set ‖l‖2

ν,β,T := E[
∫ T

0
eβs‖ls‖2

ν ds].

We now show an existence and uniqueness result for mean-field reflected BSDEs with

jumps, in the general case of RCLL obstacle.

Theorem 4.2 (Existence and Uniqueness for Mean-field reflected BSDEs)

Let ξ. be a RCLL adapted process in S2 and let f be a Lipschitz driver and F a Lipschitz

Mean-field operator. The Mean-field RBSDE (4.48) admits a unique solution (Y, Z, k(.), A) ∈
S2× IH2× IH2

ν ×S2. If (ξt) is left-upper semicontinuous (l.u.s.c.) over stopping times, then

(At) is continuous.

Proof. Denote by IH2
β the space IH2 × IH2 × IH2

ν equipped with the norm ‖Y, Z, k(·)‖2
β :=

‖Y ‖2
β+‖Z‖2

β+‖k‖2
ν,β. We define a mapping Φ from IH2

β into itself as follows. Given (U, V, l) ∈
IH2

β, let (Y, Z, k) = Φ(U, V, l) be the the solution of the standard RBSDE associated with

driver f 1(s) := f(s, F (s, Us(·)), Us, Vs, ls). Let A be the associated nondecreasing process.

The mapping Φ is well defined by Lemma 2.5 [18].

Now we prove that the mapping Φ is a contraction from IH2
β into IH2

β. Let (Û , V̂ , l̂) be

another element of IH2
β and let (Ŷ , Ẑ, k̂) := Φ(Û , V̂ , l̂), that is, the solution of the RBSDE

associated with driver process f(s, F (s, Ûs(·)), Ûs, V̂s, l̂s).
Set Ū = U − Û , V̄ = V − V̂ , ¯̀= l − l̂, Ȳ = Y − Ŷ , Z̄ = Z − Ẑ, k̄ = k − k̂.

Let ∆f· := f(·, F (s, Us(·)), Us, Vs, ls) − f(·, F (s, Ûs(·)), Ûs, V̂s, l̂s). From Lipschitz conti-

nuity of f , we have E|∆f |2 = E|f(·, F (s, Us(·)), Us, Vs, ls) − f(·, F (s, Ûs(·)), Ûs, V̂s, l̂s)|2 ≤
4C2E[|U |2 + |V |2 + ‖l‖2

ν ]. Here we have used the fact that |F (s, Us(·)) − F (s, Û ′s(·))|2 ≤
C‖U − Û‖2

2 = E|U |2 Now recall that ‖∆f‖2
ν = [

∫ T
0
eβsE|∆f |2 ds]. Using estimates (A.58)
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and (A.59) in [18] with η ≤ 1
2C2 and Lipschitz constant equal to 0 (since the driver f 1 does

not depend on the solution), we get

‖Ȳ ‖2
β + ‖Z̄‖2

β + ‖k̄‖2
ν,β ≤ η(T + 2)‖∆f‖2

β ≤ η(T + 2)4C2(‖Ū‖2
β + ‖V̄ ‖2

β + ‖¯̀‖2
ν,β),

Choosing η = 1
(T+2)8C2 , we deduce ‖(Y , Z, k)‖2

β ≤ 1
2
‖(U, V , l)‖2

β. Hence, Φ is a contraction

and thus admits a unique fixed point (Y, Z, k) in IH2
β, which is the solution of RBSDE (4.48).

For the second assertion, assuming that ξ is l.u.s.c. over stopping times, we now show that

for any predictable stopping time τ ∈ T0, ∆Aτ = 0 a.s. Since ∆Adt = −∆Yt 1{Yt−=ξt−}, we

obtain

∆Adτ = 1{Yτ−=ξτ−}(Yτ− − Yτ )
+ = 1{Yτ−=ξτ−}(ξτ− − Yτ )

+ ≤ 1{Yτ−=ξτ−}(ξτ − Yτ )
+

The last inequality follows from the inequality ξτ− ≤ ξτ a.s. Since ξ ≤ Y , we derive that

∆Adτ ≤ 0 a.s. Thus due to the nondecreasing property of A, we have ∆Adτ = 0 for all

predictable stopping time and the continuity of A follows directly.

�

We now give the characterization result of the value function as the solution of a reflected

mean-field BSDE.

Theorem 4.3 (Characterization of the value function) Let T > 0 be the terminal

time. Let (ξt, 0 ≤ t ≤ T ) be an RCLL process in S2 and let f be a Lipschitz driver satisfying

Assumption 2.1 and F a nondecreasing operator. Furthermore, we assume that f is non-

decreasing in X. Suppose now that (Y, Z, k(·), A) is the solution of the mean-field reflected

BSDE (4.48). Then

• For each stopping time S ∈ T0, we have

YS = ess sup
τ∈TS

XS(ξτ , τ) a.s. (4.49)

where for τ ∈ TS, X·(ξτ , τ) is the solution of the Mean-field BSDE (2.11) associated

with terminal time τ , terminal condition ξτ , and driver f .

• For each S ∈ T0 and each ε > 0, let τ εS be the stopping time defined by

τ εS = inf{t ≥ S, Yt ≤ ξt + ε}. (4.50)

We have

YS ≤ XS(ξτεS , τ
ε
S) +Kε a.s. , (4.51)

where K = K(T,C) is a constant which only depends on T and the Lipschitz constant

C of f . In other words, τ εS is a (Kε)-optimal stopping time for (4.49).
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Proof. The proof is quite standard. For the reader’s convenience, we give it below. Let

τ ∈ TS. Firstly we note that the process (Ys, Zs, ks; 0 ≤ s ≤ τ) is the solution of the

mean-field reflected BSDE (4.48) associated with terminal time τ , terminal condition Yτ ,

and (generalized) driver

f(s, y′, y, z, k)ds+ dAs.

We have f(s, y′, y, z, k)ds+ dAs ≥ f(s, y′, y, z, k)ds a.s. and Yτ ≥ ξτ a.s.

Since f satisfies Assumption 2.1 and is nondecreasing in y′, the comparison theorem 2.7

for mean-field BSDEs can be applied and gives Ys ≥ Xs(ξτ , τ), 0 ≤ s ≤ τ a.s. for each τ ∈
TS. In particular YS ≥ XS(ξτ , τ). By taking the supremum over τ ∈ TS, we derive that

YS ≥ ess sup
τ∈TS

XS(ξτ , τ) a.s. (4.52)

It remains to show the converse inequality. For each S ∈ T0 and for each ε > 0, let τ εS be

the stopping time defined by

τ εS := inf{t ≥ S, Yt ≤ ξt + ε}. (4.53)

Firstly, by the definition of τ εS and the right-continuity of (ξt) and (Yt), we have

YτεS ≤ ξτεS + ε a.s.

Next we show that the process (Yt, S ≤ t ≤ τ εS) is the solution of the mean-field BSDE

associated with terminal time τ εS, terminal condition YτεS , driver f and Mean-field operator

F , that is

Yt = Xt(YτεS , τ
ε
S) S ≤ t ≤ τ εS a.s. (4.54)

We first note that τ εS ∈ TS. Fix ε > 0. By definition of τ εS, for a.e. ω, if t ∈ [S(ω), τ εS(ω)[,

then Yt(ω) > ξt(ω) + ε and hence Yt(ω) > ξt(ω). It follows that for a.e. ω, the function

t 7→ Act(ω) is constant on [S(ω), τ εS(ω)] and t 7→ Adt (ω) is constant on [S(ω), τ εS(ω)[. Also,

Y(τεS)− ≥ ξ(τεS)− + ε a.s. Since ε > 0, it follows that Y(τεS)− > ξ(τεS)− a.s., which implies that

∆AdτεS = 0 a.s. Hence, the process (Yt, S ≤ t ≤ τ εS) is a solution of the mean-field BSDE

associated with terminal time τ εS, terminal condition YτεS and driver f . By uniqueness of the

solution of Lipschitz mean-field BSDEs, we get (4.54).

Finally we can prove inequality (4.51).

By (4.52) and by the comparison theorem for mean-field BSDEs, we derive that for each

ε > 0,

YS = XS(YτεS , τ
ε
S) ≤ XS(ξτεS + ε, τ εS) a.s. (4.55)

Now, by classical estimates on BSDEs in Proposition A4 [17], we have

|XS(ξτεS + ε, τ εS)−XS(ξτεS , τ
ε
S)|2 ≤ eβ(T−S)ε2 a.s.

where β := 3C2 + 4C. This with (4.55) leads to inequality (4.51). Hence, for each ε > 0,

YS ≤ XS(ξτεS , τ
ε
S) +Kε ≤ ess sup

τ∈TS
XS(ξτ , τ) +Kε a.s. (4.56)
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where K := e
βT
2 . It follows that YS ≤ ess supτ∈TS XS(ξτ , τ) a.s. By (4.52), this inequality

is an equality. Moreover, the Kε-optimality property of τ εS follows from (4.56). �

The following stream of results in [18] generalize to the mean field case.

1. The comparison results for Reflected Mean-field BSDE.

2. Given the comparison results, the approximation results for the optimal stopping time.

We note that in a wide variety of papers starting with the seminal paper [9], the key steps

for these results are very similar and refer the reader to [18].
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