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Abstract

We present some basic facts about the controllability of nonlinear finite dimensional
systems. We introduce the concepts of Lie bracket and of Lie algebra generated by a
family of vector fields. We then prove the Krener theorem on local accessibility and the
Chow-Rashevskii theorem on controllability of symmetric systems. We then introduce
the theory of compatible vector fields and we apply it to study control-affine systems
with a recurrent drift or satisfying the strong Lie bracket generating assumption. We
conclude with a general discussion about the orbit theorem by Sussmann and Nagano.

In this note we present some classical techniques to study the controllability of nonlinear
systems. The discussion is kept as elementary as possible. Classical textbooks are [1, 2, 3].

Consider the nonlinear control system

ẋ = F (x, u(t)). (1)

Here x ∈ R
n is the state of the system and u(·) : [0,∞[→ U ⊂ R

m is the control.
We assume that F is a smooth1 function of its arguments and that u(·) is regular enough

in such a way that equation (1) with the initial condition x(0) = x0 ∈ R
n has local existence

and uniqueness of solutions. For instance we can assume that u(·) is a L1
loc or a L∞

loc function
of the time. However, as it will be clear later, all conditions for controllability that we will
get are actually sufficient conditions that are valid in the smaller class of piecewise constant
controls.

Remark 1. For simplicity of notation in the following we also assume that for every u(·) a
solution of (1) exists in [0,∞[. However this hypothesis is not necessary for the validity of
the theorems that we are going to prove.

Remark 2. In the discussion presented here we assume x ∈ R
n. However almost nothing

changes if we assume that x belongs to a smooth connected manifold M and that solutions of
(1) exists in [0,∞[. To extend the theory to smooth connected manifolds, if some non-trivial
modification is necessary, we explicitly state it in the text.

1in this note by smooth we mean C∞
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Denote by x(t; x0, u(·)) the solution at time t of (1) starting from x0 at t = 0 and corre-
sponding to a control function u(·). We recall the definitions of the reachable (or attainable)
sets starting from x0:

• the reachable set from x0 at time τ ≥ 0 is

A(τ, x0) = {x1 ∈ R
n | ∃ u(·) : [0, τ ] → U, x(τ ; x0, u(·)) = x1};

• the reachable set from x0 within time τ ≥ 0 is

A(≤ τ, x0) = ∪t∈[0,τ ]A(t, x0);

• the reachable set from x0 is

A(x0) = ∪t∈[0,+∞[A(t, x0).

Given the control system (1), the purpose of the controllability theory is to characterize when
these sets coincide with the entire state space.

Definition 3. The system (1) is said to be

• controllable if for every x0 ∈ R
n, A(x0) = R

n;

• small-time controllable if for every x0 ∈ R
n and τ > 0, we have A(≤ τ, x0) = R

n;

• small-time locally controllable at x0 if x0 belongs to the interior of A(≤ τ, x0) for every
τ > 0.

1 Control systems as families of vector fields

In the following it will be useful to think to the system (1) as a family of vector fields2

parameterized by u ∈ U (i.e., by constant controls). In other words we will often consider
instead of the control system (1), the family of vector fields

F = {F (·, v) | v ∈ U}.

All vector fields of the family F are considered smooth and complete, i.e., for every F ∈ F ,
x0 ∈ R

n, the equation ẋ = F (x) with initial condition x(0) = x0 admits a solution in ]−∞,∞[.

1.1 Vec(Rn) and its Lie algebra

Let Vec(Rn) be the vector space of all smooth vector fields in R
n. Given a compete vector field

f ∈Vec(Rn), let us indicate by etf its flow, i.e., the map that with x0 associates the solution
at time t to the Cauchy problem

{

ẋ = f(x)
x(0) = x0.

(2)

2In an autonomous differential equation ẋ = f(x), usually f it is called a vector field, since it is a map that
with every position x associates a velocity vector f(x).
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Although etf is not an exponential in the usual sense, this notation is useful thanks to the
following properties that are a direct consequence of existence and uniqueness of solutions of
(2) and of their differentiability w.r.t. x0:

• for every t, s ∈ R, e(t+s)f = etf ◦ esf ;

• for every t ∈ R, etf is a diffeomorphism. In particular, it is invertible and we have
(etf )−1 = e−tf ;

• for every t ∈ R,
(

d
dt
etf
)

(x) = f(etfx). In particular,
(

d
dt

∣

∣

t=0
etf
)

(x) = f(x).

A crucial object in studying the controllability of (1) is the Lie algebra generated by the vector
fields of the corresponding family F . Let us first define the Lie bracket between two vector
fields f and g, as the vector field defined by

[f, g](x) = Dg(x)f(x)−Df(x)g(x). (3)

Here, given a vector field f = (f1, . . . , fn)
T , Df is the matrix of partial derivatives of the

components of f , i.e.,

Df =







∂1f1 . . . ∂nf1
... . . .

...
∂1fn . . . ∂nfn






.

One immediately verifies the following properties of the Lie bracket:

• bilinearity: for every λ1, λ2 ∈ R,

[f, λ1g1 + λ2g2] = λ1[f, g1] + λ2[f, g2],

[λ1f1 + λ2f2, g] = λ1[f1, g] + λ2[f2, g];

• antisymmetry: [g, f ] = −[f, g];

• Jacobi identity: [f, [g, h]] + [h, [f, g]] + [g, [h, f ]] = 0.

A vector space V endowed with an operation V × V → V that is bilinear, antisymmetric and
satisfying the Jacoby identity is said to be a Lie algebra. It follows that (Vec(Rn), [·, ·]) is a
Lie algebra.

Remark 4. As a consequence of the antisymmetry of the Lie bracket, we have [f, f ] = 0.
Notice moreover that the value of [f, g] at a point x does not depend only on the values
of f and g at x, but also on their first order expansion at x. However, if at x0 we have
f(x0) = g(x0) = 0, it follows from the definition that [f, g](x0) = 0.

Example 5. Given two linear vector fields Ax and Bx, where A,B ∈ R
n×n, we have that

[Ax,Bx] = BAx− ABx = −[A,B]x.

The following lemma clarifies the geometric meaning of the Lie bracket: [f, g] is a measure
of the lack of commutation of the flows associated with f and g. We refer to Figure 1.
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etf

x
x+ t2[f, g](x) + o(t2)

etg

e−tf

e−tg

Figure 1: geometric meaning of the Lie bracket.

Lemma 6. For every x ∈ R
n,

e−tg ◦ e−tf ◦ etg ◦ etf (x) = x+ t2[f, g](x) +O(t3), (4)

for t that tends to zero.

Proof. It is enough to compute for each flow the Taylor expansion at order 3. We have

etf (x) = x+ tf(x) +
t2

2
Df(x)f(x) +O(t3),

and

etg ◦ etf (x) = x+ t
(

f(x) + g(x)
)

+
t2

2
Df(x)f(x) + t2Dg(x)f(x) +

t2

2
Dg(x)g(x) +O(t3).

Then

e−tf ◦ etg ◦ etf (x) = x+ tg(x) + [f, g](x)t2 +
t2

2
Dg(x)g(x) +O(t3).

At the next step the result follows.

Remark 7. The previous lemma says in particular that if [f, g](x) 6∈ Vect(f(x), g(x)), then
it is possible, by alternating between the dynamics of f and g, to attain points that cannot be
reached with the flow of linear combinations of f and g. This is the starting idea behind the
conditions for controllability that we are going to study in this note. Notice however that in
order to generate the Lie bracket [f, g], one needs to be able to use, beside f and g, also −f and
−g, otherwise one is much more constrained in the possible movements. As a consequence, it
will be easier to prove controllability results for symmetric systems (i.e., systems for which if
f ∈ F then −f ∈ F). See Section 3.

An important corollary of the previous lemma is the following.

Corollary 8. The flows etf and etg (corresponding to the vector fields f and g) commute for
every t ∈ R if and only if their Lie bracket [f, g](x) = 0 for every x ∈ R

n.
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Proof. The fact that commutation of the flows implies that the Lie bracket vanishes follows
immediately from (4). Concerning the converse implication, let us consider the curve

γ(s) = e−
√
sg ◦ e−

√
sf ◦ e

√
sg ◦ e

√
sf(x).

By Lemma 6, we have that γ is differentiable at each time s and

dγ

ds
= [f, g](γ(s)).

If [f, g] is identically equal to zero, γ turns out to be solution of

dγ

ds
= 0, γ(0) = 0.

It follows γ(s) = 0 for every s and e
√
sg ◦ e

√
sf = e

√
sg ◦ e

√
sf . Setting t =

√
s the result

follows.

Remark 9. In a differentiable manifold, Definition 3 and formula (4) make sense only in
coordinates. An intrinsic definition of Lie bracket is

[f, g](x) =
d

ds

∣

∣

∣

∣

s=0

e−
√
sg ◦ e−

√
sf ◦ e

√
sg ◦ e

√
sf(x).

Definition 10. Let F be a family of vector fields. We call Lie(F) the smallest sub-algebra
of Vec(Rn) containing F . Namely, Lie(F) is the span of all vector fields of F and of their
iterated Lie brackets of any order:

Lie(F) = span{f1, [f1, f2], [f1, [f2, f3]], [f1, [f2, [f3, f4]]], . . . | f1, f2, . . . ∈ F}.
Definition 11. We say that the family F is Lie bracket generating at a point x if the dimen-
sion of Liex(F) := {f(x) | f ∈ Lie(F)} is equal to n. We say that the family F is Lie bracket
generating if this condition is verified for every x ∈ R

n.

Remark 12. Notice that in general Lie(F) is an infinite-dimensional space, while Liex(F) is
a subspace of Rn.

Exercise 1. Let F = {f1, . . . , fm} and let A be an invertible m × m matrix. Define f ′
i =

∑

j Aijfj and F ′ = {f ′
1, . . . , f

′
m}. Prove that F is Lie bracket generating if and only if F ′ is.

1.2 Affine control systems

An affine control system is a system of the form

ẋ = f0(x) +
m
∑

i=1

ui(t)fi(x), (5)

where f0, f1, . . . , fm belong to Vec(Rn) and u(·) = (u1(·), . . . , um(·)) : [0,∞[→ U ⊂ R
m is the

control. In an affine control system it is also assumed that U contains a neighborhood of the
origin in R

m. The vector fields f0 is called the drift.

Exercise 2. Let F be the family of vector fields associated with (5).

• Prove that if {f0, f1, . . . , fm} is Lie bracket generating then also F is.

• Prove that if {f1, . . . , fm} is Lie bracket generating then also F is.
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x0

admissible non admissible

x0 x0
x0

Figure 2: admissible and non-admissible reachable sets when the system is Lie bracket gener-
ating at x0.

2 The Krener Theorem: local accessibility

The fact that a control system is Lie bracket generating does not permit in general to conclude
that it is controllable. Consider for instance the control system on the plane

(

ẋ1

ẋ2

)

=

(

1
0

)

+ u(t)

(

0
1

)

,

where u(·) : [0,∞[→ [−1, 1]. It is Lie bracket generating (since the corresponding family F
contains the vector fields {(1, 1), (1,−1)}, however starting from the origin one cannot reach
any point whose first coordinate is negative. This is essentially due to the fact that the family
F contains two vector fields but not their opposite (cf. Remark 7). The Lie bracket generating
condition permits to say that a system is locally accessible in the following sense.

Theorem 13 (Krener). If F is Lie bracket generating at x0, then for every τ > 0, x0 belongs
to the closure of the interior of A(≤ τ, x0).

The conclusion of the Krener Theorem can be equivalently reformulated in the following
way:

• for every τ > 0, the set A(≤ τ, x0) has nonempty interior,

• x0 is a density point of such an interior.

Krener’s theorem says in particular that the trajectories starting from a point at which the
system is Lie bracket generating can reach (in an arbitrarily small time) a set having nonempty
interior. Figure 2 shows what one can expect/non-expect from A(≤ τ, x0), τ > 0.

Proof of Theorem 13. First notice that if F is Lie bracket generating at a point, then the
same property holds true in a neighborhood of that point. (If n vector fields are linearly
independent at a point, then they are linearly independent in a neighborhood of that point.)

There exists f ∈ F such that f(x0) 6= 0, otherwise Liex0
(F) = {0}. If n = 1 the conclusion

follows.
If n > 1 and all vector fields of F are tangent to the curve t 7→ etf (x0), 0 < t < ε, then from

Lemma 6 it follows that Lieetf (x0)(F) is also tangent to that curve and hence its dimension is
less than 2. This contradicts the Lie bracket generating assumption. As a consequence, there
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x0

x1

etfx0

esgx1

Figure 3: Proof of Krener Theorem

exist g ∈ F and 0 < t̄ < ε such that f and g are linearly independent in a neighborhood of
x1 = et̄f(x0) (see Figure 3). Hence (t, s) 7→ esg ◦ etf (x0), 0 < s < ε′, t̄− ε′ < t < t̄ + ε′ has as
image a surface of dimension 2. If n = 2 the conlcusion follows.

Otherwise we iterate the same argument and we conclude by recurrence on n.

Remark 14. Notice that for this proof we have only used piecewise constant controls.

Remark 15. From the proof of the Krener theorem it follows that A(≤ τ, x0), τ > 0, contains
an open set Ω having x0 in its closure whose points can be reached by trajectories of the type
etnfin ◦ . . .◦et1fi1x0 where t1, . . . , tn > 0 and fi1 , . . . , fin ∈ F , i.e., by trajectories corresponding
to piecewise constant controls made by n pieces. Notice that the vector fields fi1 , . . . , fin could
be repeated. For instance if F = {f1, f2} is a Lie bracket generating family and we are in
dimension 3, we could have for instance fi1 = f1, fi2 = f2, fi3 = f1.

3 Symmetric systems

Definition 16. A family of vector fields F is said to be symmetric if f ∈ F implies −f ∈ F .

When the family F is Lie bracket generating and symmetric one obtain that the system
is controllable. This is the conclusion of the celebrated Chow–Rashevskii theorem.

Theorem 17 (Chow–Rashevskii). If F is Lie bracket generating and symmetric, then for
every x0 ∈ R

n we have A(x0) = R
n.

Proof. Step 1. Fix x0 ∈ R
n and let us show that A(x0) contains a neighborhood of x0.

Since F is Lie bracket generating, A(x0) contains a nonempty open set Ω whose points can be
reached by trajectories corresponding to piecewise controls made by n pieces. Fix t1, . . . , tn >
0 and fi1 , . . . , fin ∈ F such that x̄0 := etnfin ◦ . . . ◦ et1fi1x0 ∈ Ω. Since F is symmetric,
−fi1 , . . . ,−fin ∈ F and we have that

e−t1fi1 ◦ . . . ◦ e−tnfin (A(x0)) ⊂ A(x0).

In particular A(x0) contains the set

V = e−t1fi1 ◦ . . . ◦ e−tnfin (Ω).

Now, since Ω is open and e−t1fi1 ◦ . . . ◦ e−tnfin is a diffeomorphism, we have that V is open.
Moreover V contains x0 since x̄0 ∈ Ω and e−t1fi1 ◦ . . . ◦ e−tnfin x̄0 = x0. It follows that, for
every x0, A(x0) contains a neighborhood of x0.
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Step 2. Let us show that A(x0) is open. If x1 ∈ A(x0), then A(x1) ⊂ A(x0). It follows
that int(A(x1)) ⊂ int(A(x0)). But from Step 1 we have that x1 ∈ int(A(x1)). Hence x1 ∈
int(A(x0)).
Step 3. From the fact that F is symmetric, it follows that x1 ∈ A(x0) if and only if x0 ∈ A(x1).
Let us consider the equivalence classes Rn/ ∼ where ∼ is the equivalence relation

x1 ∼ x0 if and only if x1 ∈ A(x0).

Such equivalence classes are open and disjoint. Since R
n is connected, it follows that there is

only one class. Hence, for every x0 we have A(x0) = R
n.

Remark 18. Notice that in Step 1 of the proof of Chow–Rashevskii theorem, since the times
can be rendered arbitrarily small, we have proved that the system is small-time locally con-
trollable in a neighborhood of every point x0. Also, we have proved that every point of a
neighborhood of x0 can be reached with trajectories made by 2n pieces.

Remark 19. Notice that the Chow–Rashevskii theorem can be used in more general situations
than those fixed by the hypotheses stated here. For instance

• to get controllability it is sufficient that the family F contains a symmetric family of Lie
bracket generating vector fields;

• if one can prove that F is symmetric and Lie bracket generating in a connected open set
U of Rn then one get the system is controllable in U .

4 Compatible vector fields

When a family of vector fields is Lie bracket generating but is not symmetric, in general
it is not easy to understand if the system is controllable or not. A technique to study the
controllability is the one of compatible vector fields.

Definition 20. A vector field g is said to be compatible with the family F if defining F̂ =
F ∪ {g} we have the following: For every x0 ∈ R

n, the reachable set Â(x0) of F̂ is contained
in the closure of A(x0).

The main result of the theory of compatible vector fields is the following.

Theorem 21. If F is a Lie bracket generating family of vector fields, g is compatible with F
and F ∪ {g} is controllable, then F is controllable as well.

This theorem should be used in the following way: one looks for a vector field g that added
to the family F do not change the closure of the reachable set and such that it is easy to prove
the controllability of the family F ∪ {g}.

The main ingredient to prove Theorem 21 is the following corollary of the Krener theorem.

Corollary 22. If F is Lie bracket generating and A(x0) is dense in R
n for some x0, then

A(x0) = R
n.

8



x0

A−(x1)

x1

x̄

A(x0)

Figure 4: Proof of Corollary 22

Proof. Let x1 ∈ R
n and consider the system

ẋ = −F (x, u(t)), x ∈ R
n, u(·) : [0,∞[→ U ⊂ R

m, (6)

which is obtained from (1) by reversing the time. Let F− be the family of vector fields
associated with (6). Since F is Lie bracket generating, then F− is Lie bracket generating as
well.

Let A−(x1) be the reachable set for (6) starting from x1. Thanks to Krener’s theorem,
A−(x1) contains a nonempty open set. In particular it has nonempty intersection with A(x0)
(being A(x0) dense). See Figure 4.

This means that x1 ∈ A(x0). Indeed from x0 one can reach a point x̄ ∈ A(x0) ∩ A−(x1)
(since x̄ ∈ A(x0)) and from x̄ one can reach x1 (since x̄ is reachable from x1 for the system
with reverted time).

Being x1 arbitrary we have that A(x0) = R
n.

Proof of Theorem 21. Let A(x0) be the reachable set from x0 associated with F and Â(x0) be
the reachable set from x0 associated with F ∪ {g}. For every x0 ∈ R

n we have R
n = Â(x0) ⊂

Ā(x0). Hence A(x0) is dense. Since the system is Lie bracket generating, from Corollary 22
the conclusion follows.

Next we present some important applications of the technique based on compatible vector
fields.

9



4.1 Affine systems with recurrent drift

In this section we apply the theory of compatible vector fields to affine control systems (cf.
Section 1.2) that are Lie bracket generating and having a drift f0 which is weakly recurrent3.

Definition 24 (Weakly recurrent vector field). A vector field f is said to be weakly recurrent
if for every point x0 ∈ R

n, every neighborhood V of x0 and every time t > 0, there exist x̄0 ∈ V
and t∗ > t such that et

∗f(x̄0) ∈ V .

V

x0
x̄0

et
∗f x̄0

Notice that if the trajectories of f are periodic (possibly with period depending on the
trajectory), then f is recurrent.

Lemma 25. Let F be a Lie bracket generating family of vector fields and f ∈ F . If f is
weakly recurrent then −f is compatible with F .

Proof. We have to prove that for every x0 and for every t > 0, e−tfx0 can be obtained as limit
of points belonging to the reachable set A(x0).

By Krener theorem (thanks to the fact that F is Lie-bracket generating), there exists an
arbitrarily small open set W ⊂ A(x0) such that x0 ∈ W .

Now since e−tf is a diffeomorphism this implies that e−tfx0 ∈ e−tfW .
Since f is weakly recurrent, there exists t∗ > t such that

et
∗fe−tfW ∩ e−tfW 6= ∅,

or equivalently
e(t

∗−t)fW ∩ e−tfW 6= ∅.
But since t∗ − t > 0 and W ⊂ A(x0) we have that e(t

∗−t)fW ⊂ A(x0). It follows that

A(x0) ∩ e−tfW 6= ∅.
Hence in any neighborhood of e−tfx0 there are points of A(x0). In other words e−tfx0 ∈ A(x0).

3the term weakly recurrent comes from the fact that our definition is a bit more general than the classical
definition of recurrent vector field:

Definition 23 (Recurrent vector field). A vector field f is said to be recurrent if for every point x0 ∈ R
n,

every neighborhood V of x0 and every time t > 0, there exists t∗ > t such that et
∗f (x0) ∈ V .

10



integral curve of $f$

W

e−tfWe−tfx0

et
∗fe−tfW ⊂ A(x0)

x0

As a consequence of the previous lemma we have the following.

Corollary 26. Consider the control system

ẋ = f0(x) +

m
∑

i=1

ui(t)fi(x), (u1(·), . . . , um(·)) : [0,∞[→ U ⊂ Rm. (7)

Assume that (i) 0 belongs to the interior of U , (ii) the control system (7) is Lie bracket
generating, (iii) f0 is weakly recurrent. Then the system is controllable.

Proof. Notice that f0 ∈ F since 0 belongs to U . Lemma 25 states the equivalence between
the controllability of (7) and that of

ẋ =

m
∑

i=0

ui(t)fi(x), (u0(·), . . . , um(·)) : [0,∞[→ {−1, 1} × U.

The controllability of this system follows from the Chow–Rashevskii theorem since {−1, 1}×U
contains a symmetric set (Remark 19).

Example (on a manifold). Consider the control system on the sphere S2 = {x ∈ R
3 |

x2
1 + x2

2 + x2
3 = 1} given by

ẋ = f0(x) + uf1(x), u(·) : [0,∞[→ (−1, 1), x ∈ S2,

where

f0(x) =





−x2

x1

0



 , f1(x) =





0
−x3

x2



 .

The flows of f0 and f1 are rotations around the axes (0, 0, 1)T and (1, 0, 0)T , respectively.
This system is controllable since

11



• the Lie bracket between f0 and f1 is given by

[f0, f1](x) =





−x3

0
x1



 ,

and hence the system is Lie bracket generating (for every x ∈ S2, dim(span{f0, f1, f2}(x) =
2);

• the trajectories of f0 are periodic and hence f0 is recurrent.

4.2 Affine systems with non-recurrent drift

When the drift is not recurrent one can still obtain that the system is controllable if the
controls are unbounded and if it is not necessary to use the drift to get a Lie algebra of full
dimension at every point. More precisely we have the following.

Proposition 27 (Strong bracket generating). Consider the control system

ẋ = f0(x) +
m
∑

i=1

uifi(x), (u1(·), . . . , um(·)) : [0,∞[→ R
m. (8)

If {f1, . . . , fm} is Lie bracket generating then (8) is controllable.

Remark 28. For an affine control system as (8), the condition that {f1, . . . , fm} is Lie bracket
generating is called the strong bracket generating condition.

Proof. First notice that as a consequence of Exercise 2, being {f1, . . . , fm} Lie bracket gener-
ating, then (8) is Lie bracket generating as well. Let F be the family of vector fields associated
with (8). In the following we are going to prove that for every (v1, . . . , vm) ∈ R

m the vector
field

∑m

i=1 vifi is compatible with F . Once this is done, the controllability of (8) follows,
since the family F ∪ {∑m

i=1 vifi, vi ∈ R, i = 1, . . . , m} contains a symmetric and Lie bracket
generating sub-family (Remark 19).

To show that
∑m

i=1 vifi is compatible with F for every v1, . . . , vm ∈ R, remark that

m
∑

i=1

vifi = lim
n→∞

1

n

(

f0 +
m
∑

i=1

(nvi)fi

)

(9)

and that 1
n
(f0 +

∑m

i=1(nvi)fi) is compatible with F since a trajectory of (8) corresponding to
controls ũi(·), i = 1, . . . , m, is a time-reparameterisation of a trajectory of

ẋ =
1

n

(

f0(x) +

m
∑

i=1

uifi(x)

)

corresponding to controls nũi(·), i = 1, . . . , m.
The thesis follows from the fact that if a vector field is the uniform limit on all compacts

of a sequence of compatible vector fields, then it is compatible as well (from the continuity of
solutions of ODEs with respect to the vector field).
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4.3 Convexification

A very useful criterium is the one that states that a convex combination of vector fields of
F is compatible with F . It formalize the intuition that if one commutes quickly between
the dynamics of two vector fields, and one stays the same time on each dynamics, then the
corresponding trajectory is close the trajectory of f+g

2
starting from the same point.

Lemma 29. For every λ1, . . . , λk ≥ 0 and f1, . . . , fk ∈ F , the vector field λ1f1 + · · ·+ λkfk is
compatible with F .

The proof of this Lemma is quite technical and it is based on the Gronwall inequality. See
[1] for details.

From this lemma one can gets some useful corollaries of Theorem 17, Corollary 26, and
Proposition 32.

Corollary 30. If F is Lie bracket generating and its convex hull in the space Vec(Rn) is
symmetric, then for every x0 ∈ R

n we have A(x0) = R
n.

Corollary 31. Consider the control system

ẋ = f0(x) +

m
∑

i=1

uifi(x), (u1(·), . . . , um(·)) : [0,∞[→ U ⊂ Rm. (10)

Assume that (i) 0 belongs to the interior of the convex hull of U , (ii) the control system (10)
is Lie bracket generating, (iii) f0 is weakly recurrent. Then the system is controllable.

Corollary 32. Consider the control system

ẋ = f0(x) +

m
∑

i=1

uifi(x), (u1(·), . . . , um(·)) : [0,∞[→ U ⊂ R
m. (11)

If the convex hull of U is Rm and if {f1, . . . , fm} is Lie bracket generating then (11) is con-
trollable.

5 Orbits and necessary conditions for controllability

We have seen in the previous sections several sufficient conditions for the controllability of a
nonlinear system. In this section we discuss some necessary conditions that are consequence
of a very deep theorem of geometric nature, the so-called orbit theorem. This theorem permits
to conclude that, beside pathological cases, Liex(F) measures precisely the dimension of the
set of directions that can be used starting from a point.

We define the orbit of the family F starting from a point x0 ∈ R
n as the set

O(x0) = {etkfk ◦ · · · ◦ et1f1(x0) | k ∈ N, t1, . . . , tk ∈ R, f1, . . . , fk ∈ F}.

Remark 33. O(x0) can be interpreted as the reachable set, starting from x0, of the family
−F ∪ F , using only piecewise constant controls.

We have the following result
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Theorem 34 (Orbit theorem). For every x0 ∈ R
n, the set O(x0) has the structure of an im-

mersed sub-manifold of Rn. In particular it has the same dimension at every point. Moreover
if x ∈ O(x0) then Liex(F) ⊆ TxO(x0). The two spaces Liex(F) and TxO(x0) coincide if one
of the following two conditions is verified:

• every element of F is an analytic vector field;

• the dimension of Liex(F) is constant with respect to x ∈ O(x0).

From the fact that Liex(F) ⊆ TxO(x0) it follows that every element of F is tangent to
O(x0). As a consequence we have the following.

Lemma 35. For every x0 ∈ R
n we have that A(x0) ⊂ O(x0).

This result wouldn’t be so obvious without the orbit theorem since A(x0) is the set of
points that one can reach using L∞ controls (and not only piecewise constant ones).

The following corollary gives some consequence of the Orbit theorem on the controllability
of nonlinear systems.

Corollary 36. If F is not Lie bracket generating and either every vector field of F is analytic
or the dimension of Liex(F) is constant with respect to x ∈ O(x0), then F is not controllable.
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