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Abstract

We propose a family of simple second order accurate schemes for the nu-
merical solution of Euler equation of gas dynamics that are (linearly) implicit
in the acoustic waves, eliminating the acoustic CFL restriction on the time
step. The general idea is that explicit differential operators in space relative
to convective or material speeds are discretized by upwind schemes or local
Lax-Friedrics fluxes and the linear implicit operators, pertaining to acoustic
waves, are discretized by central differences. We have compared the results of
such schemes on a series of one-dimensional test problems including classical
shock tube configurations. Also we have considered low-Mach number acous-
tic wave propagation tests as well as nozzle flows in various Mach regimes.
The results show that these schemes do not introduce excessive numerical dis-
sipation at low Mach number providing an accurate solution in such regimes.
They perform reasonably well also when the Mach number are not too small.
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1 Introduction

Numerical methods for the solution of hyperbolic systems of conservation laws has
been a very active field of research in the last decades. Several very effective schemes
are nowadays treated in textbooks which became a classic on the topic [26, 39, 15].
Because of the hyperbolic nature, all such systems develop waves that propagate
at finite speeds. If one wants to accurately compute all the waves in a hyperbolic
system, then one has to resolve all the space and time scales that characterize it.
Most schemes devoted to the numerical solution of such systems are obtained by
explicit time discretization, and the time step has to satisfy a stability condition,
known as CFL condition, which states that the time step should be limited by the
space step divided by the fastest wave speed (times a constant of order 1). Usually
such a restriction is not a problem: because of the hyperbolic nature of the system,
if the order of accuracy is the same in space and time, accuracy restriction and
stability restrictions are almost the same, and the system is not stiff. There are,
however, cases in which some of the waves are not particularly relevant and one is
not interested in resolving them. Let us consider as a prototype model the classical
Euler equations of compressible gas dynamics. In the low Mach number regimes, it
may happen that the acoustic waves carry a negligible amount of energy, and one is
mainly interested in accurately capturing the motion of the fluid. In such a case the
system becomes stiff: classical CFL condition on the time step is determined by the
acoustic waves which have a negligible influence on the solution, but which deeply
affect the efficiency of the method itself.

Another difficulty arising with standard Godunov-type schemes for low-Mach
flows is that the amount of numerical viscosity on the slow waves introduced by
upwind-type discretization of the system would heavily degrade the accuracy. An
account of the latter effect is analyzed in [14], where the relevance of centering
pressure gradients in the limit of small Mach number is emphasized.

In order to overcome the drawback of the stiffness, one has to resort to implicit
strategies for time discretization, which avoid the acoustic CFL restriction and allow
the use of a much large time step. Naive implementation of implicit schemes for the
solution of the Euler equations presents however two kinds of problems. First, clas-
sical upwind discretization (say Godunov methods based on exact or approximate
Riemann solvers) are highly nonlinear and very difficult to solve implicitly. Second,
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the implicit version of classical schemes may introduce an excessive numerical dis-
sipation on the slow wave, resulting in loss of accuracy. Investigation of the effect
on fully implicit schemes (and preconditioning techniques adopted to cure the large
numerical diffusion) are discussed for example in [42] and in [27], both inspired by
an early work of Turkel [40]. In both cases, a modification to the absolute value
of the Roe matrix is proposed by a suitable preconditioner that avoids excessive
numerical diffusion of upwind-type discretization at very low Mach.

Several techniques have been devised to treat problems in the low Mach number
regimes, that alleviate both drawbacks, see for example [24]. However, some of such
techniques have been explicitly designed to treat low Mach number regimes, and are
based on low Mach number asymptotics ([22], [23]). There are cases in which the
Mach number can change by several orders of magnitude. The biggest challenges
come from gas dynamic problems in astrophysics, where the range of scales of vir-
tually all parameters vary over many orders of magnitude. An adaptive low Mach
number scheme, based on a non conservative formulation, has been developed with
the purpose of tackling complex gas dynamics problems in astrophysics (see [31]
and references therein). When Mach number is very low the flow does not develop
shock discontinuities, and the conservation form of the schemes is not mandatory.
When Mach number is not small, then shock discontinuities may form. In such a
cases it is necessary to resort to conservative schemes (see for example [27] for other
astrophysical applications).

Some hyperbolic systems other than gas dynamics may be affected by the stiffness
due to a large range of wave speed. In magneto-hydrodynamics, for example, fast
magneto acoustic waves may be much faster than Alfvén waves, and in case they
carry very little energy, they do not need to be resolved. A pioneering paper in
this direction was written by Harned and Kerner [18], who proposed a semi-implicit
method for compressible MHD, which was able to filter out fast magneto-acoustic
waves, so that the restriction on the time step was due to the much slower Alfvén
waves.

Other physical systems, still in the context of gas dynamics, are affected by
drastic changes of the sound speed. Such large variations may be due to geometrical
effects, as for example in the case of the nozzle flow (see Section 6) or to heterogeneity
of the media. Air-water systems, for example, are characterized by density ratio of
three orders of magnitude, while the ratio of sound speed is about five. Waves in
heterogeneous solid materials may travel at very different speeds, depending on the
local stiffness of the medium. The motivation for the construction of effective all
Mach number solver is twofold: on one hand it is relevant to accurately simulate
waves in heterogeneous materials without small time step restriction suffered by
explicit schemes, on the other hand such simulations can be adopted as a tool to
validate homogenized models, which at a more macroscopic scale can be described
as a homogeneous medium with different mechanical properties. For example, in
air-water flows, for a range of values of the void fraction, the measured sound speed
is lower than both water and air sound speed [11].
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Motivated by the above arguments, several researchers have devoted a lot of
effort in the development of all Mach number solvers for gas dynamics. An early
all Mach number scheme has been described in [41]. The method is based on a
MAC-type staggered discretization in space. A conservative scheme is stabilized
by a pressure-correction technique. The method is applied to several one and two
dimensional problems, although no numerical convergence studies are reported.

Another attempt in this direction is presented in [25], where the authors adopt a
pressure stabilization technique to be able to go beyond the classical CFL restriction.
The technique works well for moderate Mach number, but is not specifically designed
to deal with very small Mach numbers.

A different stabilization technique has been proposed by Kadioglu and collabo-
rators [21]. Here the authors present a stabilization method based on an implicit
step (on the primitive variables) which is performed after a second order explicit
prediction. The technique is successfully applied to single fluid as well as multi-fluid
test cases. Related methods by the same author have been developed in [19], where
an IMEX strategy has been adopted to solve hydrodynamical problems with non
linear heat conduction, and in [20], where the implicit-explicit schemes in time have
been used in the context of radiation hydrodynamics.

In an impressive sequence of papers and conference proceedings, [9, 5, 7, 8, 6],
F.Coquel and collaborators proposed a semi-implicit strategy, coupled with a multi
resolution approach, for the numerical solution of hyperbolic systems of conserva-
tion laws with very well separated wave propagation speeds. In particular, they
considered application to fluid mixtures, in which the propagation speed of acoustic
waves, often carrying a negligible amount of energy, is much larger than the speed
of the material wave traveling at the fluid velocity. The basic framework is set in
[9]. The method is first explained in the context of linear hyperbolic systems. The
eigenvalues are sorted and it is assumed that there is a clear separation between
slow and fast waves. The Jacobian matrix is split into a slow and fast component,
using the characteristic decomposition. The flux at cell boundaries is consequently
split into a slow and fast term. The fast term is treated implicitly, while the slow
one is treated explicitly. The approach is then generalized to the quasilinear case,
making use of Roe-type approximation of flux difference. This allows to construct a
simple semi-implicit formulation by leaving the Roe matrix of the fast waves at the
previous time step, while only the field is computed at the new time step, leading to
a linearly implicit scheme. The effectiveness of the approach is further improved by
adopting spatial multi resolution: given a multi scale expansion of the numerical so-
lution, the finest scale is maintained locally only where needed, while coarser scales
are adaptively adopted in smoother regions, with a great savings in computational
time. Different schemes, still adopting implicit-explicit time differentiation to filter
out fast waves, are considered in [5], where a sort of arbitrary Lagrangian-Eulerian
scheme is constructed: a fractional time step strategy is composed by an implicit
Lagrangian step, which filters out acoustic waves, and an explicit Eulerian step,
which takes into account the contribution of slow waves. The main application is
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still on a model for the evolution of gas-oil mixture. In order to simplify the treat-
ment of a general equation of state, a relaxation method is adopted (which of course
satisfies the Chen-Levermore-Liu sub-charactertistic condition [4]). The problem of
developing an adaptive (local) time step strategy is considered in the proceedings
[7], and fully exploited in [8]. In [6], the authors further refine the technique, thus
producing a positivity preserving, entropic semi-implicit scheme for Euler-like equa-
tions. The approach developed by Coquel and collaborators is certainly valuable,
although it may be quite involved to be efficiently implemented for more complex,
multidimensional situations.

A different approach has been adopted by Munz and collaborators, starting from
the low Mach number asymptotic of Kleinerman and Majda. In [29], the authors
develop a very effective semi-implicit method which can be viewed as a generalization
of a compressible solver to weakly compressible flows. The method is based on the
asymptotic behavior of the Euler equation for low Mach number. Two pressures are
defined, a thermodynamic one, which is essentially constant in space, and a dynamic
one, which accounts for fluid motion. The method is based on a discretization of
the system written in primitive variables. The approach, designed for low Mach
flow, cannot be directly used when compressive effects are more pronounced. In a
subsequent paper [34], Park and Munz extend the method, still using the pressure as
basic unknown in place of the energy, but now they adopt a conservative formulation,
thus being able to capture shocks when the Mach number is not so small. Several
space discretizations as well as time discretization strategies are discussed, which
allow to obtain second order accuracy in space and time. In addition, the paper
contains a nice overview of other works on low Mach number flow.

In [16] and in [13] the authors explore the construction of an all Mach-number
finite volume scheme for the isentropic Euler and Navier-Stokes equations. In both
cases, the approach consists in a sort of hyperbolic splitting, obtained by adding and
subtracting a gradient-type term to the momentum equation. Such a term is an ap-
proximation of the pressure gradient, and is treated implicitly, while the (relatively
small) difference with the physical pressure gradient is treated explicitly. The au-
thors show the asymptotic preserving (AP) property of the schemes: when the Mach
number approaches zero the schemes become a consistent and stable discretization
of the incompressible Euler and Navier-Stokes equations. In a more recent paper,
Cordier et al.[10] extend the technique to the full Euler and Navier-Stokes equa-
tions. In paper [12] a different approach has been adopted for the construction of
asymptotic preserving schemes for the gas dynamics. The authors perform a gauge
decomposition of the momentum density into a solenoidal and irrotational field.
They show that this corresponds to a sort of micro-macro decomposition, in which
the macroscopic variable describe the slow material wave, while the fast variable ac-
counts for the fast acoustic waves. They apply their technique to isentropic and full
Euler and Navier-Stokes, as well as to the isentropic Navier-Stokes-Poisson system.

A slightly different approach is adopted in [30], where the author propose meth-
ods based on the flux splitting: the flux is split in two terms, one of which is treated
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explicitly and the other implicitly.
In most schemes, ad hoc procedures have been adopted to pass from first to

second order accuracy in time.
Objective of the present work is to propose and compare some simple schemes

for the numerical solution of Euler equation in gas dynamics that are (linearly)
implicit in the acoustic waves, eliminating the acoustic CFL restriction, and that do
not introduce excessive numerical dissipation at low Mach number, thus providing
accurate solution in such regimes. A further requirement is that the schemes should
perform reasonably well when the Mach number are not too small. In view of the
more demanding applications, simplicity is one of the key features of the proposed
schemes.

The outcome of this work will be used to select a candidate scheme which will be
generalized to solve more challenging problems, such as multi-material ones (possibly
with a parallel architecture and with the use of adaptive grids) described before.

In addition, at variance with previous works on the topic, a systematic technique
is adopted for the construction of high order schemes in time. Although the methods
in the paper are limited to second order accuracy, the technique can be adopted for
the construction of more accurate schemes.

The plan of the paper is the following: next section introduces the problem and
the key ideas behind the schemes. Then we present first order schemes, in which
we discretize time by implicit-explicit Euler scheme, and space by either upwind or
central difference, according to the term. Higher order discretization in space and
time are reported in Section 4. In the last section, numerical results are presented
on one dimensional test cases. In particular, the nozzle flow is investigated for a
wide range of Mach numbers.

2 Euler equations

Let us consider the Euler equations of compressible gas dynamics in one space
dimension: 

∂ρ

∂t
+
∂m

∂x
= 0,

∂m

∂t
+

∂

∂x
(mu+ p) = 0,

∂E

∂t
+
∂ρhu

∂x
= 0,

(1)

where ρ is the density, u the velocity, m = ρu the momentum, p the pressure, E the
total energy and h = (E + p)/ρ the total enthalpy. The system is closed with the
equation of state for a perfect gas

p = (γ − 1)(E − ρu2

2
). (2)
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The idea of the schemes is the following. We should try to identify the terms
that need to be treated implicitly, and the ones that can be dealt with explicitly.
Roughly speaking, we would like to treat acoustic waves implicitly, while material
waves should be treated explicitly. Another difference concerns space discretization.
The terms that describe material waves in the limit of small Mach number will
be discretized by some upwind discretization in space, while the terms that are
responsible of acoustic waves will be discretized by central difference.

System (1) has the structure of a quasilinear hyperbolic system of conservation
laws. Let us write it in the form:

∂W

∂t
= −∂F(W )

∂x
, (3)

where W = (ρ,m,E)>. Assuming we approximate the spatial derivatives that
appear in the system, by suitable discrete operators, we can formally rewrite system
(3) in the form 

dU

dt
(t) = H(UE(t), UI(t)), ∀ t ≥ t0,

U(t0) = U0.

(G)

Here U is a discrete approximation of W that can be decomposed in a non stiff part
(for example corresponding to the material wave) and a stiff part (corresponding to
the acoustic waves). It appears therefore natural to treat the first variable explic-
itly (UE), and the second one implicitly (UI). H denotes some approximation of
−∂F(W )/∂x obtained by a spatial discretization (that we shall specify later).

3 One dimensional first-order schemes

We present different schemes based on two approaches. The first family of schemes
will be called “Pressure splitting” and is based on an explicit treatment of the convec-
tive terms and an implicit handling of the pressure terms. The second family,called
“Flux splitting”, is based on a splitting of the fluxes along the characteristics. The
flux corresponding to the material wave is treated explicitly while the other is treated
implicitly.

In the following, we denote by D̂x the flux derivative that will be discretized as
the difference of the numerical fluxes between i + 1/2 and i − 1/2 and Dx the flux
derivatives discretized with a centered scheme.

Two approaches are used to compute the numerical fluxes in D̂x. The first one
is an upwind discretization based on the sign of the gas velocity, i.e.

Φi+1/2 =


ui+1/2 + |ui+1/2|

2|ui+1/2|
F(Ui) +

ui+1/2 − |ui+1/2|
2|ui+1/2|

F(Ui+1) if ui+1/2 6= 0,

0 otherwise,
(4)
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where ui+1/2 is the velocity at the cell interface i+ 1/2.
The second approach uses the local Lax-Friedrichs fluxes.

Ψi+1/2 =
F(Ui) + F(Ui+1)

2
−
αj+1/2

2
(Ui+1 − Ui), (5)

where αj+1/2 has to be optimally chosen. In classical explicit schemes it is a bound
on the maximum wave speeds, and is given by

αj+1/2 = max(|uj|+ aj, |uj+1|+ aj+1),

where a2 = γp/ρ denotes the square of the sound speed. In our case, since the
acoustic waves are treated implicitly, we use α proportional to the material speed.
We expect that for very low Mach number, α ≈ |u| should be sufficient, while for
Mach number larger than one, the speed of sound is bounded by the fluid speed.
For this reason, we choose

αj+1/2 = max(|uj|, |uj+1|), (6)

We shall denote by ∆x the space step discretization. Then the upwind discrete
derivative is given by

D̂x(F
j
i ) =

F j
i+1/2 − F

j
i−1/2

∆x
, (7)

F being either Φ or Ψ, and superscript j denotes the j-th component of the flux
vector.

On the other hand, Dx will be computed with a centred scheme:

Dx(F
j
i ) =

F j(Ui+1/2)−F j(Ui−1/2)
∆x

. (8)

In practice, F j(Ui−1/2) will be approximated by (F j(Ui−1) + F j(Ui))/2, therefore
Eq.(8) becomes the classical centered approximation of the first derivative. However,
we prefer to use definition (8) which provides a more compact discrete second-order
operator, such as a second derivative.

3.1 Pressure splitting

We first present the schemes derived from an implicit treatment of the pressure
terms.

We discretize the system of equations (1) between a time tn and a time tn+1
ρn+1 = ρn −∆tD̂x(m

n),

mn+1 = mn −∆tD̂x(m
nun)−∆tDx(p

n+1),

En+1 = En −∆tDx(h
nmn+1).

(9)
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One can note that in this case, ρn+1 is computed explicitly. pn+1 and En+1 are
linearly linked through the equation of state so one can now solve the problem on
the energy or on the pressure. It appears more natural to solve the equation on the
energy, which is the conservative variable. Indeed we explored the use of schemes
obtained by solving the linear system on the pressure, and we found them to be less
accurate and more oscillatory.

Substituting pn+1 in the equation of the momentum by (γ − 1)(En+1−mnun/2)
and treating the new derivative on mnun upwind we obtain

mn+1 = mn − 3− γ
2

∆tD̂x(m
nun)− (γ − 1)∆tDx(E

n+1). (10)

Plugging this expression in the equation on the energy, we obtain

En+1 = E∗ + (γ − 1)∆t2Dx(h
nDx(E

n+1)), (11)

with E∗ = En −∆tD̂x(h
nm∗) and m∗ = mn − 3− γ

2
∆tD̂x(m

nun).

En+1 can now be computed by solving a tridiagonal system (11) and plugged
into the momentum equation to find mn+1.

3.2 Flux splitting

The fluxes are decomposed in two parts according to the characteristics. The first
part corresponding to the material flux (characteristic velocity u) is treated explicitly
with fully upwind or local Lax-Friedrichs fluxes. The second part, corresponding to
the acoustic fluxes is computed with centred derivatives. Such a splitting is obtained
as follows. First, observe that in the case of the Euler equation for a polytropic gas
one has

F(U) = AU,
where A(U) = ∇UF(U) denotes the Jacobian matrix of the system. Let us denote
by Λ = diag(u − a, u, u + a) the diagonal eigenvalue matrix, and let Q denote the
matrix containing its right eigenvectors. Then we can write:

A = QΛQ−1.

Let us partition the Jacobian matrix as A = AA + AF , where AA = QΛAQ
−1 is

the acoustic component and AF = QΛFQ
−1 is the fluid component, and ΛF =

diag(0, u, 0), and ΛF = diag(u− a, 0, u+ a). Then we partition the flux as

F = FF + FA.

Straightforward calculation shows that

FF =
γ − 1

γ

 m
mu
mu2

 , FA =
1

γ

 m
mu
mu2

+

 0
p

γ
γ−1pu

 . (12)
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Using this spitting, first order implicit-explicit time discretization reads



ρn+1 = ρn − γ − 1

γ
∆tD̂x(m

n)− ∆t

γ
Dx(m

n+1),

mn+1 = mn − γ − 1

γ
∆tD̂x(m

nun)− ∆t

γ
Dx(m

nun)−∆tDx(p
n+1),

En+1 = En − γ − 1

γ
∆tD̂x(ρ

n(un)3)− ∆t

γ
Dx(ρ

n(un)3)−∆t
γ

γ − 1
Dx(

pn

ρn
mn+1).

(13)
Let us substitute pn+1 by the equation of state (with only E at time tn+1 in the

equation of m)

mn+1 = mn − γ − 1

γ
∆tD̂x(m

nun) +
γ2 − γ − 2

2γ
∆tDx(m

nun)− (γ − 1)∆tDx(E
n+1),

= m∗ − (γ − 1)∆tDx(E
n+1)

with m∗ = mn − γ − 1

γ
∆tD̂x(m

nun) +
γ2 − γ − 2

2γ
∆tDx(m

nun).

Plugging this in the expression of the energy, one gets

En+1 = E∗ + ∆t2γDx(
pn

ρn
Dx(E

n+1)), (14)

where

E∗ = En − γ − 1

γ
∆tD̂x(ρ

n(un)3)− ∆t

γ
Dx(ρ

n(un)3)−∆t
γ

γ − 1
Dx(

pn

ρn
m∗).

One can note that if all the explicit derivatives are treated with fully upwind
fluxes or local Lax-Friedrichs fluxes, we obtain the pressure splitting scheme of
Section 3.1.

4 Second order scheme

High order shock-capturing finite volume schemes are usually obtained by adopt-
ing some high order non-oscillatory reconstruction in space, such as ENO or WENO
[38]. In this paper we limit ourselves to first and second order schemes. Second-order
schemes in space are obtained by using a piecewise conservative linear reconstruction
in order to evaluate all upwind derivatives. First and second order derivative ap-
proximated by classical three point central schemes are automatically second order
accurate. In order to achieve second order in the upwind cases we use:

Ψi+1/2 =
F−i+1/2 + F+

i+1/2

2
−
αj+1/2

2
(v+i+1/2 − v

−
i+1/2), (15)
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where F±i+1/2 = f(v±i+1/2).
For each conservative field v, we use the following reconstruction in cell j:

vnj+1/2(x)∓ = v̄nj ± v′j(x− xj),

where the approximation of the derivative is obtained by

v′j = MimMod

(
θ
v̄j+1 − v̄j

∆x
,
v̄j+1 − v̄j−1

2∆x
, θ
v̄j − v̄j−1

∆x

)
,

and the function MinMod is defined as

MimMod(a1, . . . , am) =

{
sign(a1)

m

min
i=1
|ai| if {ai} have all the same sign

0 otherwise

4.1 High order time discretization

The method proposed in the previous section is only first order accurate in time
(and second order accurate in space, thanks to the piecewise linear reconstructions).

High order in time is obtained by suitable use of implicit-explicit Runge-Kutta
schemes. Here we use the technique described in detail in [3]. Once the system is
discretized in space, we can write it as a large set of ordinary differential equations
for a vector U(t) ∈ RJm, where J is the number of space cells, and m denotes the
number of equations of the system (m = 3 for the Euler equations in one space
dimension).

For such a purpose we use Implicit-Explicit Runge-Kutta schemes [1], [33]. An
s-stage IMEX-RK scheme is represented by the double Butcher tableaux:

ĉ Â

b̂>

c A

b>
, (16)

where Â, A ∈ Ms,s(R), ĉ, c, b̂, b ∈ Rs. The coefficients ĉ and c, used in the case of

non-autonomous systems, are related to matrices Â and A by

ĉi =
∑
j

âij, ci =
∑
j

aij.

Matrices Â and A are lower triangular matrix, and in particular Â will have zero
elements on the diagonal. Here we adopt schemes with b̂ = b, and in particular all
second order computations are performed with the specific scheme:

0 0 0
ĉ ĉ 0

1− β β

β β 0
1 1− β β

1− β β
, (17)
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where β is chosen as the smallest root of the polynomial β2 − 2β + 1/2 = 0, i.e.
β = 1 − 1/

√
2 and ĉ = 1/(2β). This scheme is the combination of a second order

Runge-Kutta method (explicit part) and an L-stable second order singly diagonal
stiffly accurate RK method (SDIRK) in the implicit part, and we call it LSDIRK2
(see for instance [17]).

The scheme works as follows: given Un, the numerical solution at the next time
step, Un+1, is computed as follows:
• Stage values:
for i = 1 to s compute:

U
(i)
E = Un + ∆t

i−1∑
j=1

âijH(U
(j)
E , U

(j)
I ) (18)

U
(i)
I = U (i)

∗ + ∆taiiH(U
(i)
E , U

(i)
I ) (19)

where

U (i)
∗ = Un + ∆t

i−1∑
j=1

aijH(U
(j)
E , U

(j)
I )

• Numerical solution:

Un+1 = Un + ∆t
s∑
j=1

biH(U
(i)
E , U

(i)
I )

Notice that the only step requiring an implicit evaluation is the step in Eq. (19),

that computes U
(i)
I from aii∆t, U

(i)
E and U

(i)
∗ , and which is equivalent to an implicit

Euler step.
In practice the algorithm to reach higher order can be easily constructed as

follows. Let us define
UI = S(U∗, UE,∆t)

the function that gives the solution to the problem

UI = U∗ + ∆tH(UE, UI);

then, the method corresponding to the imex scheme (17) can be effectively imple-
mented as

U
(1)
I = S(Un, Un, β∆t)

U
(2)
E =

(
1− ĉ

β

)
Un +

ĉ

β
U

(1)
I

U (2)
∗ =

2β − 1

β
Un +

1− β
β

U
(1)
I

U
(2)
I = S(U (2)

∗ , U
(2)
E , β∆t)

13



At the end, the numerical solution is computed as Un+1 = U
(2)
I .

Higher order discretization in time can be obtained by the same approach, using
higher order IMEX schemes. However, in order to obtain the same accuracy in space,
high order space discretization should be used. This can be obtained by high order
non-oscillatory reconstructions for the computation of the numerical flux, and with
high order central space discretization for the stiff term. Such high order schemes
are however beyond the scope of the present paper.

5 Numerical tests on 1D Euler equations

In this section we present classical test cases on 1D Euler equation to show the
efficiency of the different schemes in several Mach regimes.

First we consider the classical Sod and Lax tests, in order to verify the shock
capturing capability of the schemes for intermediate Mach numbers. Here the ob-
jective is not to be able to use CFL numbers larger than one, but rather to check
the robustness of the new schemes with classical shock tube test problems.

Later we show the results for colliding acoustic waves at small Mach numbers,
in order to test the capability of the schemes to filter out acoustic waves. In
particular, we shall show that, for low Mach number, the proposed schemes are
stable under the much less restrictive material CFL condition, which means ba-
sically that (∆tmax |u|)/∆x < C, with C a constant of order 1. Unless when
otherwise stated, by CFL we denote the classical Courant number, namely CFL =
(∆tmax(|u|+ a))/∆x, so that we shall see that for small Mach number we can get
values of CFL well above one.

5.1 Sod shock tube

In this test Mach numbers are of order 1. The domain is [0,1] and is discretized with
100 cells. The discontinuity is initially at x = 0.5 and the initial condition on the
left and on the right (with index L and R respectively) are:

uL = 0
ρL = 1
pL = 1

and
uR = 0
ρR = 0.125
pR = 0.1

Five schemes are compared: two explicit schemes, with numerical flux, respec-
tively, Osher [32] and local Lax-Friedrichs (continuous and dashed line), and three
semi-implicit schemes, namely P-split-up, P-split-LF (for pressure splitting with up-
wind fluxes and local Lax-Friedrichs fluxes respectively), F-split-LF (for flux split-
ting with local Lax-Friedrichs fluxes). Density profiles are shown for the first order
schemes in Figure 1a and for the second order in Figure 1b. The same for pressure
profiles in Figure 2a and for the second order in Figure 2b.
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Note that the results of the explicit and P-split schemes that use local Lax-
Friedrichs flux are almost identical. Scheme F-split-LF shows a spurious overshoot,
while F-split-up is unstable. This is not surprising, since the scheme contain an
explicit centred derivative in the convective part.
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(a) First order.
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Figure 1: Sod shock tube. Density solution with the different methods. CFL=0.5,
100 grid points.
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(b) Second order.

Figure 2: Sod shock tube. Pressure solution with the different methods. CFL=0.5,
100 grid points.

5.2 Lax shock tube

The Lax shock tube test case is similar to the previous one, but with a stronger
shock. The domain is [0,1] and is discretized with 200 grid points to correctly
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capture the phenomena. The discontinuity is initially at x = 0.5 and the initial
conditions on the left and on the right (with index L and R respectively) are:

ρL = 0.445
(ρu)L = 0.311
EL = 8.928

and
ρR = 0.5
(ρu)R = 0
ER = 1.4275

x
0 0.2 0.4 0.6 0.8 1

D
en

si
ty

0.2

0.4

0.6

0.8

1

1.2

1.4

Explicit Osher
Explicit LF
P split up
P split LF
F split LF

Figure 3: Lax shock tube. First order schemes. Density profiles obtained with the
various methods. CFL=0.5, 200 grid points.

Figure 3 reports the density result of the first order schemes. Explicit scheme
with Osher flux and P-split-upwind give similar results. Likewise, Explicit-LF and
P-split-LF produce comparable answers.

Figure 4 shows the density results on the Lax test problem obtained with the
various second-order schemes considered in the paper. Once again, the zoom in Fig. 5
shows that explicit and P-split schemes based on the local Lax-Friedrics fluxes give
similar results. Explicit-Osher and P-split-up give comparable results, showing the
good shock capability of the semi-implicit schemes. An overshoot is observed in the
F-split scheme. The same is observed for pressure profiles in Figure 6a and for the
second order in Figure 6b. If the discretization increases, e.g. 400 grid points, the
amplitude of the oscillation remains basically constant and it occurs on the same
number of grid points.

5.3 High Mach test case

This extreme case is studied to test the robustness of the proposed schemes. Among
the semi-implicit schemes only the P split LF is stable. Without surprise, the ones
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Figure 4: Lax shock tube. Second or-
der schemes. Density profiles obtained
with various methods. CFL=0.5, 200 grid
points.
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Figure 5: Zoom of the previous figure.
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Figure 6: Lax shock tube. Pressure profiles obtained with various methods.
CFL=0.5, 200 grid points.

specifically conceived for low-Mach regimes are unstable. Both explicit schemes
(Osher and L-X) are stable. See figures 7a and 7b for first and second-order results.
The initial conditions are those presented in [21]:

ρL = 10
uL = 2000
pL = 500

and
ρR = 20
uR = 0
pR = 500
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Figure 7: High Mach shock. First order and second order schemes. Density profiles
obtained with various methods. CFL=0.5, 200 grid points.
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Figure 8: High Mach shock. First order and second order schemes. Density profiles
obtained with various methods. CFL=0.5, 200 grid points.

Note how the P-split LF scheme has better resolution than the explicit LF
scheme.

5.4 Acoustic waves

This test is taken from [10], and is adopted to check the ability of the schemes to
filter out acoustic waves in low Mach regimes, when adopting a material rather than
an acoustic CFL restriction.
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In paper [10], the equations are rescaled, and a parameter ε, related to the Mach
number, appears explicitly in the equations. Such a parameter is the ratio between
a typical fluid velocity u0 and the thermal speed

√
p0/ρ0:

ε =
u0√
p0/ρ0

=
√
γM

where M is the Mach number. In order to have an immediate comparison with the
results from the literature, in this section we shall use ε in place of M in order to
identify the various regimes.

The computational domain goes from −L/2 = −1/ε to L/2 = 1/ε and the initial
condition is given as follows:

ρ0 = 0.955; ρ1 = 2

u0 = 2
√
γ

p0 = 1; p1 = 2

ρ = ρ0 + 0.5ρ1ε(1− cos
2πx

L
)

p = p0 + 0.5p1ε(1− cos
2πx

L
)

Two test cases are considered, with ε = 1/11 and ε = 10−3, respectively.

5.4.1 Case ε = 1/11

Figures (9a–10a) show the results obtained with the various schemes when Mach
number is M = 1/(11

√
γ).

The figures show the results obtained with a small time step, using CFL = 0.5
for all schemes. The P-split up schemes tends to oscillate, even with a first order
schemes, and is not displayed on these figures. For first order schemes, P-split-
LF is less accurate than the other schemes, because it uses local Lax-Friedrichs
fluxe which is more dissipative. However, for the same CFL value, the second
order implicit schemes give results which are comparable with those obtained by
the explicit schemes, showing the ability of the semi-implicit schemes to correctly
capture the acoustic waves if a suitably small CFL number is adopted.

Figure 10a and 10b show the pressure profiles on the same test case but with a
CFL equal to 3 (corresponding to a material CFL of 0.44). Here, we compare the
results of the P-split and F-split schemes with upwind fluxes (respectively P split
up and F split up), the F-split scheme with the local Lax-Friedrichs fluxes (F split
LF) with the explicit solution computed with the local Lax-Friedrichs fluxes with
CFL equal to 0.5. At first order, the profiles are distinct while with second order
schemes, the solution is well captured.
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Figure 9: Pressure at t=1.63, CFL=0.5, 400 grid points, ε = 1/11.
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Figure 10: Pressure at t=1.63, CFL=3 (material CFL=0.44), 400 grid points, ε =
1/11.

5.4.2 Case ε = 1/1000

The same test is performed with ε = 10−3. We first compare the results to the
explicit solution for a CFL of 0.5. For all schemes, the solution is well captured,
especially at second order. With an explicit CFL number, the acoustic waves are
not filtered.

For a high CFL number (200, corresponding to a material CFL of 0.39), the
acoustic waves are completely filtered out as we can see on Figure 12a with first
order schemes but the solution remains stable. At second order, the acoustic waves
are not completely filtered out since the schemes are more accurate. However, most
of the acoustic signal is lost.
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Figure 11: Pressure at t=1.63, CFL=0.5, 400 grid points, ε = 10−3.
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Figure 12: Pressure ar t=1.63, CFL=200 (material CFL=0.39, 400 grid points,
ε = 10−3.

This test case has shown the ability of the schemes to capture correctly the
acoustic waves with the acoustic CFL number. Moreover, as expected, when adopt-
ing a material CFL rather than an acoustic CFL, the schemes remain stable, and
the acoustic waves are filtered out.

6 Application to nozzle flow

We now consider a Laval nozzle through the quasi-1D Euler equations [37]. The
system is similar to the classical 1D Euler equations with the addition of a source
term, which accounts for the variable cross section of the nozzle.
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The equations are: 

∂ρ

∂t
+
∂m

∂x
= −m

A

∂A

∂x
,

∂m

∂t
+

∂

∂x
(mu+ p) = −mu

A

∂A

∂x
,

∂E

∂t
+
∂ρhu

∂x
= −ρhu

A

∂A

∂x
.

(20)

The same schemes developed in Sections 3 and 4 can be applied on this model,
with slight generalization, because of the geometric source term.

6.1 Pressure splitting

First order in time implicit-explicit schemes can be written as

ρn+1 = ρn −∆tD̂x(m)n −∆t
Ax
A
mn+1, (21)

mn+1 = mn −∆tD̂x(mu)n −∆tDxp
n+1 −∆t

Ax
A
unmn+1, (22)

En+1 = En −∆tDx(h
nmn+1)−∆t

Ax
A
hnmn+1. (23)

Here D̂ denotes the discrete derivative of the fluxes, and is treated explicitly and
upwind. Expressing pn+1 with the equation of state (2), mn+1 can be recast as:

mn+1 = m∗ − ∆t(γ − 1)

1 + ∆tunAx/A
DxE

n+1, (24)

with

m∗ =
1

1 + ∆tunAx/A

(
mn −∆t

3− γ
2

D̂x(m
nun)

)
Then, plugging this expression in the expression of the energy:

En+1 =En −∆t(D̂x(h
nm∗) +

Ax
A
hnm∗) + ∆t2(γ − 1)Dx

(
hn

1 + ∆tunAx/A
DxE

n+1

)
+

∆t2

1 + ∆tunAx/A

Ax
A
hnDxE

n+1

(25)
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6.2 Flux splitting

In this case the scheme takes the form

ρn+1 = ρn −∆t
γ − 1

γ
D̂x(m)n − ∆t

γ
Dxm

n+1 −∆t
Ax
A
mn+1, (26)

mn+1 = mn −∆t
γ − 1

γ
D̂x(mu)n − ∆t

γ
Dx(mu)n −∆tDxp

n+1 −∆t
Ax
A
unmn+1,

(27)

En+1 = En −∆t
γ − 1

2γ
D̂x(mu

3)n − ∆t

2γ
Dx(mu

3)n (28)

−∆t
γ

γ − 1
Dx

(
pn

ρn
mn+1

)
−∆t

Ax
A
hnmn+1. (29)

As usual, D̂ denotes the flux difference that are treated explicitly and upwind.
Let us denote by ∗ intermediate quantities computed with explicit part. Express-

ing pn+1 in the momentum equation with the equation of state (2) we get

ρ∗ = ρn −∆t
γ − 1

γ
D̂x(m

n),

m∗ =
1

1 + ∆tunAx/A
(mn −∆t

γ − 1

γ
D̂x(mu)n + ∆t

γ2 − γ − 2

2γ
Dx(mu)n),

E∗ = En −∆t
γ − 1

2γ
D̂x(mu

3)n − ∆t

2γ
Dx(mu

3)n,

and we have

mn+1 = m∗ − (γ − 1)∆t

1 + ∆tunAx/A
DxE

n+1. (30)

Plugging this expression of mn+1 in the equation of energy, we obtain

En+1 = E∗∗+∆t2γDx

(
p

ρ

1

1 + ∆tAx
A
un
DxE

n+1

)
+

∆t2(γ − 1)

1 + ∆tAx
A
un
Ax
A
hnDxE

n+1, (31)

where E∗∗ = E∗ − ∆tγ

γ − 1
Dx

(
p

ρ
m∗
)
−∆t

Ax
A
hnm∗.

6.3 Equilibria

Special solutions of the nozzle flow are stationary equilibria, in which the field vari-
ables do not depend on time. Such solutions are relevant per se, and their study is
important in order to construct well balanced schemes , i.e. schemes that are accurate
even when the solution is a small deviation from the stationary one.

Stationary equations are given by:
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∂m

∂x
= −m

A

∂A

∂x
,

∂

∂x
(mu+ p) = −mu

A

∂A

∂x
,

∂ρhu

∂x
= −ρhu

A

∂A

∂x
.

(32)

The first equation gives:
Amx +mAx = 0, (33)

from which we deduce that, for stationary flow

Q ≡ mA = const. (34)

The third equation gives

mx h+mhx + hmAx/A = 0, (35)

which, making use of Eq. (33) becomes mhx = 0, which, for m 6= 0, gives

h = const. (36)

Making use of Eq. (33), the second equation gives

mux + px = 0. (37)

This equation, when combined with the relation

h =
1

2
u2 +

γ

γ − 1

p

ρ
= const,

gives
px − a2ρx = 0, (38)

where a2 = γp/ρ is the square of the sound speed. This differential relation means
that (dp/dρ) = a2 = (dp/dρ)S, which implies that the flow is isentropic, i.e.

S =
p

ργ
= const. (39)

Here S is a function of the physical entropy density η only. More precisely, S =
κ exp(η/cv), where κ is a constant (in classical thermodynamics the entropy is de-
fined up to an additive constant), and cv denotes the specific heat at constant
volume.

Stationary solutions are therefore characterized by three invariants, Q, h, and
S, expressed by relations (34,36,39). We shall make use of this property as a key
ingredient for the construction of well balanced schemes.
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6.4 Approximate well-balanced scheme

A first order scheme in space and time, which preserves equilibria to second order
accuracy, is obtained by adopting, in each cell j, at each time step tn, a piecewise
linear reconstruction of the conservative variables:

ρnj (x) = ρ̄nj +ρ′j(x−xj), mn
j (x) = m̄n

j +m′j(x−xj), En
j (x) = Ēn

j +E ′j(x−xj), (40)

where

m′ = −mAx
A
, ρ′ =

um′

a2 − u2
, E ′ = (h− a2)ρ′ (41)

and a2 = γp/ρ.
Such expressions are deduced by imposing that the derivatives of Q, h and S

expressed in terms of the derivatives of conservative variables, are zero at cell cen-
ter. The Appendix is devoted to the construction of (exact and approximate) well
balanced schemes. In particular, equations (41) are deduced in the Appendix, see
Eqs.(66,67,68).

Using reconstruction (40) and (41) provides a scheme which is first order accu-
rate in space and time for a general time-dependent solution, but which captures
stationary solutions to second order accuracy. Note that because of the implicit-
explicit nature of the method, the numerical solution depends on the time step, even
when looking for a stationary solution. For this reason we expect slight differences
in the stationary solutions produced by the various schemes, even if they are all
based on the same second order approximate well-balanced reconstruction.

7 Numerical tests for the nozzle flow

In this section we perform some tests on stationary nozzle flows. We solve the
initial boundary value problem for system (20) with initial conditions and boundary
conditions given by the analytic stationary solution. Then we evolve the system
until steady state is reached. As a test for convergence, we stop the code at time tn

such that
max
j
|ρnj − ρn−1j | ≤ 10−7 max

j
|ρ1j − ρ0j | (42)

An analytic solution can be computed for any type of flow inside the nozzle
(subsonic or transonic with a shock). Thus, error and convergence can be studied.

The geometry is first chosen such that for given total pressure P0 and total
temperature T0, and an isentropic flow, the Mach is linear inside the nozzle with
the desired Mach number at the inlet and at the outlet with M = 1 at the throat.
It gives a direct relation between the area A and the Mach number M (considered
linear). We have (mass conservation and isentropic relations).
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Q ≡ ρuA = const,

P0 = p(1 +
γ − 1

2
M2)

γ
γ−1 , (43)

T0 = T (1 +
γ − 1

2
M2),

where total pressure P0 and total temperature T0 can be linked to the invariant h
and S as

S = P0

(R∗T0
P0

)γ
,

h =
γ

γ − 1
R∗T0,

where R∗ is the specific gas constant.
The area-Mach number relation becomes

A

Athroat
=

1

M

(
2 + (γ − 1)M2

2 + (γ − 1)

) γ+1
2(γ−1)

(44)

where Athroat is the nozzle area at the throat where M = 1.
The regime in the nozzle can be managed through the pressure imposed at the

outlet pout. The analytical solution for M at a point x where the area is A is then
the solution of

(1 +
γ − 1

2
M2)

γ+1
2(γ−1) − MA

MoutAout

(1 +
γ − 1

2
M2

out)
γ+1

2(γ−1) = 0 (45)

where Mout, Aout are the Mach number and the area at the outlet known through
the isentropic relations and the pressure imposed at the outlet.

In the case of a stationary shock, the analytical solution is constructed by match-
ing piecewise smooth solutions (as in the previous subsection) with a stationary
shock satisfying Rankine-Hunoniot relations.

7.1 Subsonic flow

In this section we present a subsonic flow in a nozzle, for various Mach numbers.
Thus, we can compare the accuracy of the different schemes (explicit and semi-
implicit) in different subsonic regimes with respect to the analytical solution.

7.1.1 M ' 10−1

We first consider the nozzle flow in a subsonic regime without any shock such that
the Mach number varies between 0.1 and 0.3. To do so, the total pressure and total
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Figure 13: Geometry of the nozzle for subsonic flows.
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Figure 14: Mach profile.
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Figure 15: Convergence of the different
methods.

temperature are set to 1 and the pressure at the outlet is set to 0.99. The Mach
profile obtained is shown in Figure 14. The CFL number is set to 0.8 for all schemes.

Figure 15 shows the convergence rates (in L∞ norm of the normalized pressure
error with respect to the variation of the analytical solution) for the different meth-
ods. We can observe that all the methods converge with second order accuracy.
However, the errors amplitudes are very different: in this regime explicit schemes
are usually more accurate than their implicit counterpart.
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7.1.2 M ' 10−3

We now have 0.001 < M < 0.0035 by setting the pressure at the outlet at 0.999999.
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Figure 16: Mach profile.
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Figure 17: Convergence of the different
methods.

As in the previous case, the convergence test shows a second order for all the
methods (see Figure 17). We observe that implicit schemes are more accurate than
explicit ones. In particular, P-split with local Lax-Friedrichs fluxes works with
a CFL 50 (corresponding to a material CFL of 0.27), resulting in the most cost
effective scheme in this regime. Figure 18 shows the comparison of this scheme with
respect to the most effective explicit one (with Osher fluxes) in terms of error and
CPU time. For the explicit scheme we used 100, 100, 250, 500 and 1000 points,
while for the semi-implicit scheme we used 50, 100 and 200 points. The results
show, that for a given accuracy, the implicit is faster in terms of CPU time and
the explicit scheme requires a finer grid. In practice, to get the same accuracy that
the implicit scheme reaches with 100 grid points, the explicit scheme needs about
1000 grid points and is three times slower. For the same number of grid point, the
explicit scheme is faster but much less accurate (two orders of magnitude). The
computations have been done on a intel Core i7, 2.8GHz. The code is written in
Matlab using vectorization and sparse matrix for the linear solver. To reduce the
computation times, the tolerance used in the convergence criteria in 10−4.

One should also note that these results are valid only in 1D. The implicit scheme
requires to solve a linear system which can become costly in multi dimension. This
aspect will be investigated in a future work.

7.2 Transonic flow with a shock

We now consider a shock at x = 0.8 (see geometry on Figure 19). The analytical
solution is computed with the isentropic relationships until x = 0.8. Then, the
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Figure 18: Pressure error as function of CPU time for explicit (with Osher fluxes)
for 50, 100, 250, 500, 100 grid points and implpicit P-split-LF scheme for 50, 100
and 200 grid points.

Rankine-Hugoniot conditions are used to find the solution after the shock. The
solution until the outlet is again computed thanks to the isentropic relationships.
The Mach profile is shown on Figure 20.
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Figure 19: Geometry of the nozzle for a
transonic flow.

x

0 0.2 0.4 0.6 0.8 1

M

0.4

0.6

0.8

1

1.2

1.4

1.6

Figure 20: Mach profile with a shock at
x=0.8.

We observe in Figure 21 that upwind-based schemes are able to well resolve
the shock. In particular, in this regime P-split-upwind scheme is just slightly more
dissipative than the explicit upwind scheme.
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around the shock at x = 0.8.

7.3 Boundary conditions

In previous examples we impose the exact solution at the boundary. In appli-
cations of course exact boundary conditions are unknown and therefore they must
be modeled. Because of the charcateristic pattern, for a subsonic flow at inlet two
boundary conditions are needed. Similarly, for a subsonic flow at the outlet, only
one boundary is needed. A rather general boundary model is represented by giving
total temperature and pressure at the inlet and static pressure at the outlet. Physi-
cally this models the outflow from an infinite reservoir where the fluid is at rest into
an environment at given pressure. Similar conditions can be imposed for external
flows.

In the same spirit of the semi-implicit discretization scheme, the boundary con-
ditions are imposed thanks to an explicit extrapolation from the interior domain
and the solution of an implicit step for the elliptic problem. Let us consider the
inlet. The Mach number is extrapolated from the interior in the explicit step and
from equations (??) we get static pressure and temperature. Hence we can compute
all the conservative variables at the inlet. Similarly for the outlet, where the Mach
number and the velocity are extrapolated from the interior domain. Using the given
static pressure all the conservative variables are obtained.

In terms of the number of iterations to reach convergence, using these boundary
conditions we need about three times more iterations for the compressible regime
and about ten time more iterations for the low Mach case, for given convergence
threshold.

In Figure 22 we report the convergence rates obtained using the P split LF
scheme. As expected the solution is less accurate than that obtained with exact
boundary conditions, but second-order accuracy is still recovered for both in the
compressible and the low Mach regime.
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Figure 22: Pressure errors imposing P0 and T0 at inlet and p at outlet. M = 10−1

(left panel) and M = 10−3(right panel).

8 2D Model

Now we consider the Euler equations of compressible gas dynamics in two dimensions
defined in a square domain Ω = [a, b]× [a, b]. The equations are given by:

∂ρ

∂t
+∇ ·m = 0,

∂m

∂t
+∇ ·

(
m⊗m

ρ

)
+∇p = 0,

∂E

∂t
+∇ · (hm) = 0,

(46)

where ρ is the density, m = (m, n) = (ρu, ρv) the vector of the momentum with
the x-direction and y-direction components respectively, p the pressure, E the total
energy and h = (E + p)/ρ the enthalpy. System (46) is closed by the equation of
state for a perfect gas in two dimensions:

p = (γ − 1)
(
E − ρ

2
(u2 + v2)

)
. (47)

8.1 Pressure spitting in 2D

In the same philosophy as 3.1 we choose to treat with an implicit way the pressure
terms. Now, we discretize the system (46) between a time tn and a time tn+1
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ρn+1 = ρn −∆tD̂x(m
n)−∆tD̂y(n

n),

mn+1 = mn −∆tD̂x(m
nun)−∆tD̂y(m

nvn)−∆tDx(p
n+1),

nn+1 = nn −∆tD̂y(n
nvn)−∆tD̂x(n

nun)−∆tDy(p
n+1),

En+1 = En −∆tDx(h
nmn+1)−∆tDy(h

nnn+1).

(48)

Then we make use of the Equation of State (47),

pn+1 = (γ − 1)
(
En+1 − 1

2
((mnun + nnvn)

)
and we substitute this expression in (48). We choose to treat implicitly the energy
term and upwind the rest. Thus, we obtain:

mn+1 = mn − 3− γ
2

∆tD̂x(m
nun)− 1− γ

2
∆tD̂x(n

nvn)

−∆tD̂y(m
nvn)− (γ − 1)∆tDx(E

n+1),

nn+1 = nn − 3− γ
2

∆tD̂y(n
nvn)− 1− γ

2
∆tD̂y(m

nun)

−∆tD̂x(n
nun)− (γ − 1)∆tDy(E

n+1)

(49)

Plugging these expressions in the equation for the Energy one obtains:

En+1 = En −∆tD̂x(h
nm∗) + (γ − 1)∆t2Dx(h

nDx(E
n+1))

−∆tD̂y(h
nn∗) + (γ − 1)∆t2Dy(h

nDy(E
n+1)),

(50)

where m∗ = mn− 3− γ
2

∆tD̂x(m
nun)− 1− γ

2
∆tD̂x(n

nvn)−∆tD̂y(m
nvn) along with

n∗ = nn − 3− γ
2

∆tD̂y(n
nvn) − 1− γ

2
∆tD̂y(m

nun) − ∆tD̂x(n
nun)) are the terms

treated explicitly in the momentum equations.

Posing E∗ = En −∆tD̂x(h
nm∗)−∆tD̂y(h

nn∗) the equation (50) becomes:

En+1 = E∗ + (γ − 1)∆t2Dx(h
nDx(E

n+1)) + (γ − 1)∆t2Dy(h
nDy(E

n+1)), (51)

Now we can solve this system in order to compute En+1 and then plug it in the
momentum equations to compute mn+1 and nn+1.

9 Numerical tests on 2D Euler equations

We perform three test cases in order to test the robustness of the scheme over a
wide range of Mach numbers.
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9.1 Sod shock tube

This test shows that the scheme is able to work on a wide range of Mach numbers.
We compare the 2D scheme with the 1D scheme by doing the following. We choose
a square domain Ω = [0,

√
0.5] × [0,

√
0.5]. In order to initialize the test, we place

the discontinuity along the main diagonal, thus the domain is divided into the upper
and lower part and the initial conditions ( with index U and L respectively, Figure
23 ) are:

uU = 0
vU = 0
ρU = 1
pU = 1

and

uL = 0
vL = 0
ρL = 0.125
pL = 0.1

U

Discontinuity

Figure 23: Initial conditions of Sod shock tube in 2D.

Figure 24: Density Surf at T = 0.168 and the solution vector we keep in order to
compare with the 1D case.
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Then we keep as solution the vector that contains the elements of the counter
diagonal of the solution matrix (Figure 24). This test is performed in order to
compare in a quantitatively way the solutions obtained with the 1D and 2D code.
We regulate the CFL number in such a way that the timestep in both cases is the
same (0.7 for the 2D scheme). We observe that the 2D code is much more accurate
even if we are using half of the points we are using in the 1D computation. In
figures 25a and 25b we see the comparison between the two schemes. Here, Dx and
Dy denote second order central difference approximation of space derivatives. D̂x

and D̂y are second order finite volume discretization obtained just as in 1D case.
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Figure 25: Sod shock tube. Comparison between 1D and 2D code

9.2 Gresho vortex (Convergence test)

In this test we apply our scheme to the Gresho vortex problem [28]. This is done in
order to check the effect of the numerical diffusion to the solution at the final time
T = 0.4π. The Gresho vortex is a stationary solution of the Euler equations. We
run the test with different values of Mach number M = 0.1, 0.01, 0.001 in order to
compare the results of the numerical scheme with the initial conditions. To perform
this test we assume a square domain Ω = [−0.5, 0.5]× [−0.5, 0.5] and we center the
vortex to (x, y) = (0, 0). The initial conditions of the problem in polar coordinates
are given by:

(uφ(r), p(r)) =



(
5r, p0 + 25

2
r2
)
, 0 ≤ r < 0.2,(

2− 5r, p0 + 25
2
r2 + 4(1− 5r − ln(0.2) + ln(r)

)
0.2 ≤ r < 0.4,

(0, p0 − 2 + 4 ln(2)) 0.4 ≤ r.
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where p0 = ρ
γM2 and the density is constant ρ = 1 in the whole domain. We introduce

a modified CFL number called CFLIM and we calculate the timestep as follows:

∆t = CFLIM
∆x

max |u|+ max |v|
(52)

The CFLIM number used for this test is 0.15. In figures 26 and 27 we plot the
pressure profiles at the center of the domain in both directions. We observe that
the scheme preserves the stationary solution for a wide range of Mach numbers.
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Figure 26: Pressure Profiles, M = 0.1 at T = 0.4π (320pts)
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Figure 27: Pressure Profiles, M = 0.001 at T = 0.4π (320pts)

We perform a convergence test by computing the so-called EOC (experimental
order of convergence). In order to compute the EOC we use as reference solution the
initial conditions of the problem. Thus we calculate the error by using the following
formula:
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(a) Initial Conditions (b) Final T = 0.4π

Figure 28: Pseudocontour plot of pressure, M = 0.1 at T = 0.4π (320pts)

(a) Initial Conditions (b) Final T = 0.4π

Figure 29: Pseudocontour plot of pressure, M = 0.001 at T = 0.4π (320pts)

eN =
||UN − UI ||L1

||UI ||L1

(53)

where UN is the numerical solution calculated on a grid with N ×N points and UI
is the initial condition of the problem taken as a reference solution. Then the EOC
is calculated:

EOC := log2

(
eN
e2N

)
(54)

Pressure errors and the corresponding EOC for the Gresho vortex test are presented
in table 1. In Figure 30 we plot the evolution of the kinetic energy EKin(t), normal-
ized with respect to the initial value EKin(0), for two different meshes 40×40(dotted
line) and 80 × 80 (cross line) with CFLIM = 0.25. For each mesh we use all the
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values of ε = 10−1, 10−2, 10−3 and we observe that the lines are indistinguishable for
each mesh.
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1

Figure 30: Evolution of the total Kinetic energy normalized with respect to the
initial Kinetic energy. The dotted line is for the 40× 40 and the cross line is for the
80 grid. We use ε = 10−1, 10−2, 10−3 for both meshes. The points for the different
values of ε are indistinguishable

N
M=0.1 (T = 0.4π) M=0.01 (T = 0.4π) M=0.001 (T = 0.4π)

L1 error L1 order L1 error L1 order L1 error L1 order
40 1.95e-04 - 3.38e-06 - 1.35e-07 -
80 5.50e-05 1.8277 3.80e-07 3.1549 3.72e-09 5.1851
160 1.77e-05 1.6380 1.21e-07 1.6455 1.03e-09 1.8525
320 4.24e-06 2.0586 7.97e-08 0.6079 2.75e-10 1.9018

Table 1: Convergence table for the Gresho vortex

9.3 Vortex dipole

Here we compare the result of the scheme to an accurate solution of incompressible
Euler equations. We use the same Low Mach number formulation as [2] and we
introduce a parameter ε which is a global Mach number. The accurate solution
is obtained by a spectral method applied to incompressible in the vorticity stream
function formulation where:

ω =
∂v

∂x
− ∂u

∂y
(55)

we initialize the test as following:
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ω(x, y, 0) =


δ cosx− 1

ρ
sech2((y − π/2)/ρ)), y ≤ π,

δ cosx− 1
ρ

sech2((3π/2− y)/ρ)), y > π,

where δ = 0.05 and ρ = π/15. In this case because ∇ · u = 0 there is a function ψ
such that:

u =

(
−∂ψ
∂y
,
∂ψ

∂x

)
Plugging this expression to (55) we obtain the Poisson equation:

−∆ψ = ω

The density and the pressure for this test are set equal to 1 on the whole domain and
we assume periodic boundary conditions. The final time is T = 6, the CFLIM num-
ber is 0.35 and as reference solution we consider a very accurate solution obtained
by a spectral method and a fourth order Runge-Kutta method in time.

(a) Reference Solution (b) Numerical solution ε = 0.0001 (256pts)

Figure 31: Vortex dipole

In Figure 32 we show the behavior of the L1 norm as the difference between
the velocities of the numerical solution of the compressible Euler equations with a
reference solution obtained by the aforementioned spectral method in a very fine
grid. For this test we use ρ = π/10 and the final time is T = 1.

Conclusions

The main goal of the paper was to identify an all Mach number scheme which is
sufficiently robust to work on a large range of Mach number, and which is simple
enough in view of more demanding applications.
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Figure 32: L1 norm of the velocities compared with a very accurate solution obtained
by a spectral method.

We propose a novel family of potentially all Mach number schemes for gas dy-
namics. The general idea is that explicit differential operators in space relative
to convective or material speeds are discretized by upwind schemes or local Lax-
Friedrics fluxes. The linear implicit operators, pertaining to acoustic waves, are
discretized by central differences.

We have compared the results of such schemes on a series of one-dimensional test
problems including classical shock tube configurations. Also we have considered low-
mach number acoustic wave propagation tests as well as nozzle flows in various Mach
regimes.

We found that there is no scheme that outperforms the others over the whole
Mach number range. In contrast, there exist implicit schemes that are robust enough
to work in all regimes, like for example the local Lax-Friedrichs pressure-splitting
schemes. Furthermore, for low-mach number flows, implicit schemes are far more
accurate and efficient compared to explicit ones for given precision.

The perspectives of this work are multiple. We plan to consider multi material
flows where several time scales are induced by different wave speeds and space-time
adaptivity in multi dimensions.
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A Well balanced methods

Consider a hyperbolic system of balance laws

∂u

∂t
+
∂f(u)

∂x
= g(x, u), (t, x) ∈ [0,∞)× [a, b], (56)

with the initial conditions

u(0, x) = u0(x), x ∈ [a, b].

In this section we describe an approach for the construction of well-balanced schemes
for system (56) with regard to finite volume methods. For the details about well-
balanced schemes see, for example [36] and [35], where this technique was presented
in a different context, and references therein.

A.1 General finite volume scheme

We divide the computational domain [a, b] into J equal intervals Ij = [xj−1/2, xj+1/2]
(j = 1, . . . , J) of length ∆x = (b − a)/J . Let xj = a + (j − 1/2)∆x be the centers
of the cells, xj+1/2 = a+ j∆x be the intercell boundaries. We denote a cell average
of u(x, t) over the cell Ij by ūj(t).

Integration of Eq. (56) over cell Ij gives a semidiscrete equation

dūj
dt

=
1

∆x

(
Fj−1/2 − Fj+1/2

)
+ 〈g〉j(t), (57)

where Fj+1/2 = F (u−j+1/2, u
+
j+1/2) is a numerical flux at the intercell boundary xj+1/2;

u−j+1/2 and u+j+1/2 are approximations of the limiting values of u at xj+1/2, obtained

by some suitable reconstruction; 〈g〉j is the cell average of the source. The numer-
ical flux Fj+1/2 can be computed by any appropriate Riemann solver, given by the
numerical flux function F (u−, u+).

A numerical scheme (57) will be well-balanced if we define u±j+1/2 and 〈g〉j in such

a way that the right-hand side of Eq. (57) vanishes at steady-state solutions. One
way this is actually implemented is illustrated below.

A.2 Equilibrium and conservative variables

To make the scheme well-balanced we use so called equilibrium variables v in addition
to conservative ones u. The equilibrium variables are defined as such variables which
are constant at stationary solutions. We suppose that there exists a one-to-one
mapping u = U(x, v) between equilibrium variables v and conservative ones u. If
v = const then ue(x) = U(x, v) is a stationary solution of Eq. (56):

∂f(ue)

∂x
= g(x, ue). (58)
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The idea is to use cell averages of the conservative variables u for the evolution, by
solving system (57) and, at the same time, to use equilibrium variables v for the
computation of the intercell limits u±j+1/2 and source cell averages 〈g〉j. How this is
done is explained below.

A.3 Reconstruction of the field variables at cell boundaries

Given the cell averages ūnj , we define equilibrium cell averages v̄j as constants which
satisfy the equation

1

∆x

∫
Ij

U(x, v̄j) dx = ūnj . (59)

Then using these values v̄j we define intercell boundary values of conservative vari-
ables u±j+1/2 as

u−j+1/2 = U(xj+1/2, v̄j), u+j+1/2 = U(xj+1/2, v̄j+1), (60)

and the average of the source term as

〈g〉nj =
1

∆x

∫
Ij

g
(
x, U(x, v̄j)

)
dx. (61)

A.4 First order in space and time, perfectly well-balanced
scheme

A first order scheme is obtained by applying forward Euler time discretization to
system (57)

ūn+1
j = ūnj +

∆t

∆x

(
Fj−1/2 − Fj+1/2

)
+ ∆t 〈g〉nj , (62)

where the fluxes at cell edges are obtained from the numerical flux function, and
the values at the edge of the cells, u±j+1/2, and the average of the source are obtained

from the conservative reconstruction described above, Eqs.(59,60,61).
Note that for any constant v̄j, the reconstruction unj (x) = U(x, v̄j) is a local

equilibrium, which satisfies Eq.(58) in each cell. The reconstruction

un(x) =
J∑
j=1

unj (x)χIj(x),

where χI denotes the characteristic function of interval I, is therefore composed by
piecewise equilibria. Such reconstruction can be considered as the and generalization
to systems with source terms of the piecewise constant reconstruction that is usually
adopted in first order Godunov-like schemes for systems of conservation laws.
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If all values v̄j are the same, say v̄j = v̄, j = 1, . . . , J , then the profile un(x)
would be a global equilibrium, since

J∑
j=1

U(x, v̄j)χIj(x) =
J∑
j=1

U(x, v̄)χIj(x) = U(x, v̄).

That a scheme defined by (62,59,60,61) with Fj+1/2 = F (u−j+1/2, u
+
j+1/2) is well

balanced can be verified by inspection: if the state {ūnj } represents an equilibrium, by
definition the equilibrium variables will be constant, therefore v̄j = v̄, the reconstruc-
tion un(x) = U(x, v̄) will be a global equilibrium, U(x, v̄) = ue(x). By consistency of
the numerical flux function, Fj±1/2 = F (u−j±1/2, u

+
j±1/2) = F (ue(xj±1/2), u

e(xj±1/2)) =

f(ue(xj±1/2)) and therefore we have

∆t

∆x

(
Fj−1/2 − Fj+1/2

)
+ ∆t 〈g〉nj = ∆t

∫
Ij

[
g(x, ue(x))− ∂f(ue(x))

∂x

]
dx,

where the term on the right hand side vanishes because of Eq. (58).
The above scheme is only first order accurate in space and time, but it is in

principle perfectly well-balanced: it preserves equilibria exactly.

A.5 Application to nozzle flow

In the case of the nozzle flow, a well balanced scheme can be constructed by looking
for a local reconstruction that at the same time preserves the cell averages and such
that the invariants of the stationary flow are piecewise constant.

This can be obtained as follows. Let us assume we are able to invert the relation
between the conservative and equilibrium variables:

ρ = ρ(x;Q, h, S), m = m(x;Q, h, S), E = E(x;Q, h, S).

Then, at each time tn, for each cell j, we look for three constants, Qn
j , hnj , and Snj ,

such that the average of the conservative variables in each cell have the prescribed
value, i.e. we impose

1

∆x

∫
Ij

ρ(x;Qn
j , h

n
j , S

n
j ) dx = ρ̄nj ,

1

∆x

∫
Ij

m(x;Qn
j , h

n
j , S

n
j ) dx = m̄n

j ,

1

∆x

∫
Ij

E(x;Qn
j , h

n
j , S

n
j ) dx = Ēn

j . (63)

Once such quantities are found, then we use the obtained reconstructions ρ =
ρ(x;Q, h, S), m = m(x;Q, h, S), E = E(x;Q, h, S) in order to compute the
values of the conservative variables at each side of each cell, and the average of the
source. With all these values we use Euler scheme in time with any consistent nu-
merical flux function, and construct a numerical solution which will be automatically
well-balanced.
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In practice, conditions (63) are imposed as follows: From the expression of m,
mj(x) = Qj/A(x), using the second equation of (63), we obtain:

Qn
j 〈A−1〉j = m̄n

j .

Then, replacing the expression p = Sργ in the expression of h, expressing m in terms
of Q and A, and imposing that h is a constant, we obtain:

Q2
j

2A(x)2ρ2
+

γ

γ − 1
Sjρ

γ−1 = hj.

This is a nonlinear equation for ρ, which depends on x because of the x dependence
of A. Once it is solved, it allows to express ρ as a function of x,Qj, Sj, hj, i.e.
ρ = ρ(x;Qj, Sj, hj). Energy can be also expressed as function of such quantities:

E = E(x;Q,S, h) =
m2

2ρ
+

Sργ

γ − 1
.

The equations for Sj and hj are finally obtained by imposing

〈ρ〉j = ρ̄nj , 〈E〉j = Ēn
j . (64)

Notice that by solving exactly the equation for ρ and by imposing the conditions
(64) one obtains a scheme that is first order in space and time for the evolution sys-
tem (20), but which preserves equilibria exactly. The construction of such scheme is
however almost impossible, since it requires the exact solution of several non-linear
equations. Several approximate schemes can however be adopted, in order to pro-
duce approximate well-balanced solutions. Such approximate schemes are described
in the next subsection.

A.6 Approximate well-balanced schemes

The construction of exactly well-balanced schemes presents two difficulties. The
first is the solution of nonlinear equations that allow to express the conservative
quantities as a function of the equilibrium variables. The second is that the condi-
tions required to impose that the average of the reconstructions coincides with cell
average are of integral nature, and it is difficult to impose them exactly. Approxi-
mate well-balanced schemes can be constructed in several ways. One possibility is to
approximate, for example, the integrals appearing in (59) by quadrature formulas.
In such a case, condition (59) is replaced by

ν∑
i=0

biU(xi−1/2 + ci∆x, v̄j) = ūnj . (65)

where the integral is replaced by a quadrature formula in [0,1], with nodes and
weights, respectively, ci and bi, i = 0, . . . , ν. Using for example the two node

43



(ν = 1) Gauss-Legendre quadrature formula would guarantee fourth order accuracy.
Assuming we can compute Qn

j explicitly, application of the method to our case still
requires the solution of a set of two nonlinear equations for Snj and hnj .

In order to write such equations one has to solve the nonlinear equation for
ρ in each cell in two different points. A simpler approach can be obtained by a
collocation method. Since Qj, Sj, and hj have to be constant, then their first
derivative has to vanish identically in each interval. If we express the derivatives
of the equilibrium variables in terms of the conservative variables, we obtain a set
of ordinary differential equations, the solution of which provides local equilibria.
Rather than imposing that such differential system is satisfied for all points x in Ij,
we impose the condition on some collocation nodes. The simplest choice is to impose
that, in each cell,

Q′(xj) = 0, S ′(xj) = 0, h′(xj) = 0.

The expression of the derivatives of the conservative variables is easily obtained from
equations of Section 6.3: from (33) one obtains

mx = −mAx
A
, (66)

from (37) and (38) one obtains

ρx =
umx

a2 − u2
, (67)

and differentiating the relation E = hρ − p, and making use of the fact that h is
constant and of Eq. (38),

Ex = hρx − px = (h− a2)ρx. (68)

Relations (?? are used in Sec. 6.4 in the construction of scheme which are well-
balanced to second order.

The procedure outlined above can be adopted as a building block for the con-
struction of arbitrary high order well-balanced schemes. This requires two major
ingredients. The first one is to compute higher order reconstructions by suitable
combination of piecewise equilibria. The second ingredient is to adopt equilibrium
variables to compute predictor values at cell edges. Such predictor values are then
adopted in order to compute fluxes at cell edges, necessary for the high order up-
date of the equilibrium variables. Application of such procedure to the shallow water
equations are presented in [36] and [35].
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