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Abstract. An increasing demand for customer-specific products is a major chal-

lenge for manufacturing companies. In many cases, companies attempt to satisfy 

this demand by increasing the number of product variants. In those companies, 

cost-oriented production processes have to be transformed into flexible workshop 

or island production structures in order to be able to produce this variety. This 

leads to an increasing complexity of production and subsequently planning. In 

order to reliably meet due dates, it is necessary to improve the quality of planning. 

This paper presents an approach for predicting transition times, the times between 

two production steps, by employing machine learning methods. In particular, the 

influence of the modelling of production knowledge of experienced employees 

on the prediction quality compared to a pure optimization of the methods’ pa-

rameters is investigated. 
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1 Introduction 

A trend of an increasing demand for customer-specific products can be observed. [1,2] 

The increasing number of variants forces many companies to transform their former 

cost-oriented flow production structures into flexible workshop or island production 

structures. [3] Typically, in the latter ones lead times (LT), logistics efforts and costs 

tend to increase, while the delivery reliability tends to worsen. [4] Today, most compa-

nies’ highest logistical target is a high logistical performance and especially a high de-

livery reliability. [3] In times of an ever increasing globalization, a high logistical per-

formance is crucial for a strong competitiveness, as markets all over the world have 

changed mostly from sellers’ to buyers’ markets. [4] In those, a high planning reliability 

plays a central role in achieving a high logistical performance. [5] 

In principle, companies can positively influence the delivery reliability by measures 

such as additional shifts, employee overtimes, short-term outsourcing or targeted over-

capacities. However, those measures come at high costs. Those costs are a challenge 

for companies, especially for those in high-wage countries. An approach for acting 

more proactively and achieving a high delivery reliability is a more accurate prediction 
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of order LT. Those LT consist mainly of transition times (TT), the times between two 

processing steps, which consist of waiting times before and after processing steps and 

transport times. TT scatter in general widely, which is why companies struggle to pre-

dict TT properly. [6] This paper aims at analyzing the impact of modeling and using 

production knowledge on the accuracy of TT prediction compared to a pure optimiza-

tion of a prediction model’s parameters using only raw feedback data. The research 

question is how much the prediction accuracy is influenced by these two tasks. 

In the following section the challenges and consequences of a more accurate predic-

tion are discussed briefly. In section three the state of the art of TT prediction is pre-

sented. Section four presents the conceptual design on the developed approach of an 

accurate TT prediction. In section five, the impact of modelling production knowledge 

of experienced employees is investigated and compared to a pure optimization of pa-

rameters being used in a machine learning (ML) method. Section six summarizes the 

findings and gives an outlook on future research. 

2 Challenges and consequences of an accurate transition time 

prediction 

An accurate prediction of TT is a challenging and uncertain task. [7] Production planers 

often attempt to cope with this uncertainty by allocating time buffers in the manufac-

turing process. This leads to a phenomenon called vicious cycle of production planning 

that was already described in the 1970s. Allocating time buffers leads to an earlier re-

lease of orders. Assuming orders are not finished substantially earlier, an increasing 

work load at work stations leads to longer waiting queues. Caused by this, orders need 

even longer than planned and the LT scatter more widely. [8] Instead of allocating time 

buffers, the right approach would be to predict LT order-specifically. By this, LT scat-

tering decreases while process and planning reliability increases. However, current 

planning systems do not support a more accurate prediction of TT. [9] Thus, companies 

often use static estimations of TT. On the other hand, research shows that a more accu-

rate prediction of TT is possible. [4]  

Yet, there are difficult obstacles to overcome when predicting TT. In general, a pro-

found and error-free database is a prerequisite for a robust and accurate prediction. [2] 

However, companies often do not possess such a database. Often they have a high de-

gree of missing or erroneous data [10] and/or they do not have a large amount of non-

redundant feedback data. As TT are related to orders in general and processing steps in 

particular, there is a limitation in the number of data entries per attribute by the number 

of orders or processing steps. Each attribute represents a data source, such as sensors, 

feedback data or master data. Generating more data points per order or processing steps 

would only lead to a more redundant data set that does not bring substantial benefits. 

An additional challenge is the data representation. Production data is characterized by 

a high heterogeneity in type, structure, semantics, organization and granularity, which 

is difficult to handle for most ML methods. [11]  

Besides the mentioned challenges, research states that it is important to model human 

expertise and especially production knowledge for a transformation of raw data into 
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useful data. [12,13] Thus, in section four, an approach for modeling this production 

knowledge into a data based prediction of order-specific TT is presented. In section 

five, the approach is applied both with and without production knowledge to a data set 

containing real feedback data of a producing company from the machine equipment 

industry. By doing so, the impact of modeling production knowledge is investigated 

and compared to a pure parameter optimization of a ML method. 

3 State of the art of the prediction of transition times 

In the following, eight papers are presented that have been identified as the most rele-

vant ones in a semi-structured literature review with a total of 75 analyzed papers. In 

[6] LT estimations based on two different decision tree algorithms are compared for 

different basic job shop production configurations. It is found that feature selection has 

a significant impact on the prediction accuracy. At best, a deviation as high as 18 % 

between predicted and actual LT is achieved. In [4] an approach of LT prediction in a 

tool shop based on real industry data is presented. In [14] both a feature selection for 

and prediction of cycle times in a simulation model of a use case from the semiconduc-

tor industry is described. In [15] a short term prediction model for LT in a semiconduc-

tor factory is proposed. In [16] three deep neural networks are compared for predicting 

order completion times. In [2] the use of a multivariate linear model, a non-linear ran-

dom forest and a support vector machine algorithm is analyzed, all using real feedback 

data from a flow-shop production in the optics industry. In [17] LT in a semiconductor 

factory are predicted for three process steps by applying eleven different prediction 

algorithms. In [18] cycle times of wafer lots in a company from the semiconductor 

industry are predicted when releasing orders into production.  

Analyzing the presented papers in detail, certain improvement measures can be de-

rived. First of all, all papers focus on the prediction of LT that do not only contain 

highly scattering TT but also processing times. As processing times are often dependent 

on technological influencing factors whereas TT often depend on organizational fac-

tors, a separate analysis of both is recommended. In some of the papers significant re-

ductions of the inspection areas have been made. For instance, in [16] only 12 work-

stations are considered, while in [6] only 6 workstations are considered. With the in-

spection area being to small, it can be explained, why in some cases selected features 

do not change their importance for the accuracy of LT prediction with respect to differ-

ent production configurations. In general, a high usage of simulation data can be ob-

served (in five of the twelve papers). Simulation data has in principle a high quality in 

terms of fewer instances of missing data or outliers. This characteristic is favorable for 

data analysis methods but real world applications are different. In four papers, use cases 

from the semiconductor industry are selected. As per [18], semiconductor factories are 

among the most digitized ones. With prediction accuracy is highly dependent on the 

number of training data, it is obvious, that an application in different industries is chal-

lenging. Lastly, it can be observed that e.g. in [14] feedback data from production is 

used for the prediction of LT, which is not known a priori, i.e. at the time when predict-

ing LT. Hence, the accuracy of such a model decreases, when removing such features 
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that were identified as relevant for prediction. In the following section, an approach is 

presented that addresses the mentioned challenges and weaknesses.  

4 Conceptual design of an approach for an accurate prediction 

of transition times 

Essential for any data analysis is the quality of the underlying data set [19]. Espe-

cially the feedback data of highly differentiated and complex processes of medium-

sized machine equipment companies pose a challenge for predicting TT. As a result, 

this approach focuses on generating a high quality and informative data set.  

In research, two approaches have shown to be effective methods for increasing data 

quality (see also section three): Feature selection and feature engineering [21,20,22]. 

Features are the attributes which characterize a specific data set [23]. In the process of 

feature selection, an analyst selects the features to decrease the total number of features 

which improves modeling accuracy [14,22]. In feature engineering, a data scientist 

combines preexisting features or creates new features from scratch. Thus, feature engi-

neering enables the opportunity to enrich a data set with knowledge from production 

experts, increasing the accuracy of TT predictions beyond the level of raw data sets. 

This task is especially challenging regarding the necessity of understanding the under-

lying production system as well as the available data set. Neither a data scientist nor a 

production expert can easily provide both.  

 Due to a potential extensive effort of generating a significant benefit from feature 

engineering, a systematic approach is fundamental [24]. This challenge has been ad-

dressed by several researchers, but mostly with high level and general concepts. In prin-

ciple, a data scientist should begin by selecting obvious features such as dates and du-

rations, and then continue to generate individual features such as LT or percentiles of a 

feature [20]. [24] suggest a three-phase method consisting of exploring the data, ex-

tracting relevant features and evaluating the engineered features. However, both ap-

proaches offer very few concrete actions and instead focus on the ability of a data sci-

entist to understand the underlying system. The presented approach is based on previ-

ous work with the extension to include production experts into the process [25].  

 For feature selection, the most common method uses and ranks the set of features 

according to their relevance. The wrapper method accomplishes that by employing the 

learning algorithm and returning the features’ impact on the prediction accuracy [26]. 

 Having generated the high-quality data set, the learning model’s performance can 

significantly be improved by optimizing its hyperparameters. Those are parameters of 

modeling algorithms that can be tuned to optimize the fit of a model to a data set [23].  

 Considering the steps above, we applied and evaluated the impacts of feature engi-

neering, feature selection and hyperparameter optimization on a set of production data 

of a German medium-sized manufacturing company as follows. 
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5 Investigating the impact of modeling production knowledge 

for usage in ML methods 

Validating the thesis of creating a significant benefit by enriching production data 

with additional production knowledge, the used raw set of production data consisted of 

real production information of approx. one year taken from a company’s MES. Features 

included for analysis were e.g. the number of orders per day, number of operations per 

order, planned dates for starting and finishing the order, number of parts per order and 

estimated processing times by the processing production planner. Summing up, the data 

set contained 25 features and 100.000 data entries. In this, total LT accounts for 458,000 

hours, of which TT has a share of 78 %. The used features are all known a priori. 

In a first step, we designed a case-based approach to infuse additional knowledge 

into the data. Then, basic analysis on the data set was conducted, promptly identifying 

two findings. First, the TT per processing step varied with the time left until the order 

was completed. Second, the workload of the factory had a significant effect on the TT. 

By extracting daily data of all processed orders, new features were created accumulat-

ing the processing times of orders outstanding (i.e. calculating the workload of that 

day). Beyond that, the production expert stated that the work schedule (i.e. planned 

downtimes) causes a great portion of the TT. With this knowledge, the created feature 

eliminates planned downtimes such as weekends or nights for machines not operating 

at these times. This led to a decrease of TT to 44 % of LT. After implementing all 

engineered features, the data set included about 90 features.  

In the process of generating an optimal data set, we applied some basic data prepa-

ration methods to clean the data of missing and incorrect entries. In accordance to [27], 

instances with missing values were ignored, if their total appearances summed up to 

less than one percent of total instances and the median was inserted in residual cases. 

However, for some specific features missing values were interpreted as nulls, if missing 

values are allowed in the first place, e.g. additional processing times or priority.  

 

Fig. 1. Results showing the prediction error per number of used features 

Following, the wrapper method iteratively computed TT predictions adding a new 

feature each iteration to find the most influential ones. As seen in Fig. 1, the steps in-

dicate a severe improvement when specific features were added to the model. Shown 

is the mean absolute error (MAE) of the TT predictions in working days that decreases 
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over the number of features included into the model. Out of the best 25 features, we 

engineered 14 through expert knowledge. Among the most influential features are e.g. 

the time prediction by the production planner or the order-specific amount of time left 

to finish the complete order.  

For modeling, we used python as programming language including its ML library. 

In particular, the scikit Regression Tree was used to perform the TT predictions [28]. 

Optimizing its performance, the following hyperparameters were adjusted: Decision 

tree depth, minimum number of samples to be at a leaf node and minimum number of 

samples required to split a node. To evaluate the engineered features in comparison to 

the raw data set, four scenarios were analyzed. The scenarios I and II use only the raw 

data, while III and IV use the enriched data set. While I and III have default hyperpa-

rameters, in II and IV those hyperparameters were optimized.  

As seen in Fig. 2, the TT prediction error is lowest for the data set that includes 

optimized hyperparameters as well as selected and engineered features. It reaches a 

14.6 percent lower MAE than the data set without engineered features and thus shows 

a significant improvement. The effect of optimizing the hyperparameters is explicitly 

high for the decision tree due to its tendency of overfitting and therefore shows a great 

improvement of about 25 percent for the raw data set and 18 percent for the enriched 

data set. One can assume that engineering features helps the fitting of the model by 

providing more informative features, which leads to a lower need for optimization. This 

could prove important in cases of high amount of data, in which an evaluation, such as 

this, would need too much time to compute. 

 

Fig. 2. Mean absolute error of transition time predictions in working days 

6 Summary and outlook 

In this paper, the importance of a more accurate prediction of TT, that represent the 

time between production process steps, has been discussed. By using more accurate TT, 

logistical performance can significantly be approved by simultaneously reducing costs. 

Based on a CRISP-DM based approach for a order-specific prediction if TT, a valida-

tion with real production feedback data took place. Modeling production knowledge in 

combination with optimizing a ML method’s hyperparameters decreased prediction er-

rors by 44 %. 
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In the future, a profound evaluation is planned on what type of production 

knowledge can improve the prediction accuracy even further and how that knowledge 

can be modeled for a use in ML methods. One concrete example will be to evaluate the 

impact of modeling order sequence corrections at machines. At last, the integration in 

a company’s planning process needs to be conceptualized, including a control loop for 

a self-learning development of the prediction model in order to maintain a high predic-

tion accuracy. A major challenge for this control loop is to deal with the fact that pro-

duction managers will actively influence the TT based on the predicted length. 
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