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On robust stability of multistable passive systems

N. de Figueiredo Barroso, R. Ushirobira, D. Efimov, A. L. Fradkov

Abstract—The problem of stability robustness with respect to external
inputs is analyzed for passive and strict passive systems, whose storage

and supply rate functions are sign-definite with respect to a set

containing all compact and globally attracting invariant subsets of the
unforced system. The results are obtained using the framework of input-

to-state stability and integral input-to-state stability for multistable

systems. Several conditions are proposed and the cases when an

output stabilizing feedback is needed are highlighted. An application
of the obtained conditions is illustrated on the model of multispecies

populations.

I. INTRODUCTION

The analysis of stability and robustness properties of multistable

systems has become more and more appealing from the perspective

of systems and control theory due to its importance for several

scientific disciplines ranging from mechanics and electronics [20],

[11] to biology [29], [22], [27] and neuroscience [28]. Multistable

systems include bistable systems (with at least two stable equilibria)

[37], [5], almost globally stable systems (with only one attracting

invariant set) [1], and nonlinear systems with generic invariant sets

[3], [7], [12], [13], [19], [30], [35], [36].

The multistability phenomenon arises when it is necessary to

analyze the global behavior of complex nonlinear dynamics, taking

into account all its possible final states and motions. Recently,

a new approach on multistability analysis was presented in [9]

for autonomous systems. In that work, it was proposed a global

asymptotic stability notion as well as the necessary and sufficient

Lyapunov characterization for multistable systems, having as the

object of investigation all compact invariant solutions of the system

(including locally stable and unstable ones), extending the classical

Lyapunov stability notion for systems with multiple invariant sets.

The global nature of the stability and properties of Lyapunov

functions have been also proved to be useful in robustness analysis

with respect to external disturbances. In fact, it was made clear in

[2] that the most natural way of investigating stability properties for

multistable systems is to relax the Lyapunov stability requirement

on its invariant sets under relatively mild additional assumptions on

the decomposition of such sets. This intuitive path has led to a new

line of research which starts from the characterizations of input-

to-state stability (ISS) for this class of systems in terms of usual

Lyapunov dissipation inequalities, generalizing the classical ISS

theory [33], [34], [6], [2], [15]. Formulated within the framework

introduced in [2], the notion of detectability or output-to-state
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stability (OSS) was generalized in [16]. Next, integral input-to-

state stability (iISS) characterization, which is weaker than the

classical one given in [32], [23], [4], was extended in [17] for

systems with multiple invariant sets. Specifically, it was introduced

a notion of iISS as the conjunction of global attractiveness with zero

disturbances (0-GATT) and the uniform bounded energy bounded-

state properties (UBEBS) providing again equivalent characteri-

zations in terms of Lyapunov/LaSalle-like dissipation inequalities.

Further investigations along the lines of multistable systems have

addressed applications of such concepts to the analysis and synthesis

on specific problems such as stability of nonlinear cascades and

feedback interconnections [14] and periodic systems [11].

To contribute in this direction, we are interested in the analysis

of passive systems. The class of passive dynamics is very large

and omnipresent in mechanics, electric circuits and systems biology

[24], [26], [18]. The problem of passivity and input-to-state stability

of nonlinear systems with respect to an arbitrary compact and

connected invariant set was treated in [8], [10] where the iISS

(ISS) stabilizability property by output feedback for passive and

strict passive system was considered. In the present work we are

interested in an extension of such a global robustness analysis for

passive systems in a context of multiple invariant sets (compact and

maybe disconnected).

The outline of this work is as follows. The main definitions

and problem statement are given in Section II, while the obtained

results are presented in Section III. Section IV brings an example

of application within the theoretical biology domain. Final remarks

and discussion are summarized in Section V.

II. DEFINITIONS AND PROBLEM STATEMENT

Let M be a n-dimensional smooth manifold without boundary,

equipped with a metric δ : M × M → R+ = {s ∈ R : s ≥ 0}.

Consider a nonlinear model of dynamical systems evolving on this

manifold, of the following form:

ẋ(t) = f(x(t), u(t)), t ∈ R+, (1)

y(t) = h(x(t)), (2)

where x(t) ∈ M is the state vector, u(t) ∈ U ⊆ R
m is the input

vector, u ∈ U , the set of admissible controls R+ → U (locally

essentially bounded and measurable signals), and y(t) ∈ Y ⊆ R
p

is the output vector. Let f : M × U → TxM be locally Lipschitz

continuous on M (here TxM denotes the tangent space of M), and

assume that h : M → R
p is continuously differentiable, h(0) = 0

and f(0, 0) = 0.

Denote by x(t, x0;u) the uniquely defined solution of (1) at

time t ≥ 0 fulfilling x(0) = x0 under the input u ∈ U . For the

unperturbed system, i.e. the system (1) with u ≡ 0, we have:

ẋ(t) = f(x(t), 0), t ≥ 0, (3)

we say that S ⊂ M is invariant if for all x0 ∈ S, x(t, x0; 0) ∈ S for

all t ∈ R. For a set S ⊂ M and any x ∈ M define the corresponding

distance as

|x|S = inf
a∈S

δ(x, a),



with a convention that for a point xor ∈ M, selected as the origin on

M, |x| = |x|{xor} can be considered as a norm. For a measurable

function g : R+ → R
m, define its L∞-norm as

||g||∞ = ess sup
t≥0

|g(t)|.

A. Decomposition of a compact invariant set

Let Λ ⊂ M be a compact invariant set for the unperturbed

system (3). In order to characterize the evolution of this system

along M it is useful to decompose Λ and explicitly denote the

existence of solutions traveling between different components of

its decomposition.

Definition 1. [25] A decomposition of Λ is a finite, disjoint family

of compact invariant sets Λ1, · · · ,Λk such that

Λ =
k
⋃

i=1

Λi.

For an invariant set Λ, its attracting and repulsing subsets can be

defined, respectively, as follows:

A(Λ) = {x0 ∈ M : |x(t, x0; 0)|Λ → 0 as t → +∞},

R(Λ) = {x0 ∈ M : |x(t, x0; 0)|Λ → 0 as t → −∞}.

Based on it, we can define a relation between two invariant sets

W ⊂ M and D ⊂ M by W ≺ D if A(W) ∩ R(D) 6= ∅. This

relation implies that there is a solution connecting the set D with

the set W . A collection of r disjoint sets that can be reached from

one to another in a loop by a suitable concatenation of systems

solutions is called r-cycle.

Definition 2. [25] Let Λ1, · · · ,Λk be a decomposition of Λ, then

1) An r-cycle (r ≥ 2) is an ordered r-tuple of distinct indices

i1, · · · , ir such that Λi1 ≺ · · · ≺ Λir ≺ Λi1 .

2) A 1-cycle is an index i such that [R(Λi)∩A(Λi)] \Λi 6= ∅.

3) A filtration ordering is a numbering of the Λi so that Λi ≺
Λj ⇒ i ≤ j.

However, what qualifies a decomposition for its treatment by

means of Lyapunov-like analytical tools is the absence of cycles.

Therefore, in the sequel we will consider the following assumption:

Assumption 1. [2] The compact invariant set W , containing all α-

and ω-limit sets of the unperturbed system ẋ = f(x, 0), admits a

finite decomposition without cycles: W =
⋃k

i=1
Wi for some non-

empty disjoint compact sets Wi, which form a filtration ordering of

W , as detailed in Definition 2.

Notice that in most examples one might be able to choose

W = A ∪ R ∪ H, where the set A is composed by locally

asymptotically stable invariant sets, the set R contains locally anti-

stable invariant sets and H = H+ ∩ H− is a hyperbolic invariant

set, where H+ and H− constitute, respectively, stable and unstable

invariant submanifold for H. Some of these sets may be empty [9],

[2].

B. Robust stability notions for decomposable W

In this subsection, we list several ISS and iISS stability properties

for system (1) with respect to W satisfying Assumption 1. Most of

the following properties are direct extensions of the classical ISS

and iISS notions introduced in [33], [34], [23], [4].

The definitions of function classes K and K∞ can be found

in [6]. A function V : M → R+ is called positive definite if it

vanishes only at the origin, and proper unbounded if V (x) → +∞
for |x|W → +∞. The Lie derivative of such a continuously

differentiable function V in the line of a vector field f : M → R
n

is denoted by:

DV (x)f(x, u) =
∂V (x)

∂x
f(x, u).

1) Input-to-state stability:

Definition 3. [2] The system (1) has the practical asymptotic gain

(pAG) property if there exist η ∈ K∞ and q ≥ 0 such that for all

x0 ∈ M and all u ∈ U the solutions are defined for all t ≥ 0 and

the following holds:

lim sup
t→+∞

|x(t, x0, u)|W ≤ η(||u||∞) + q.

If q = 0, then we say that the asymptotic gain (AG) property holds.

Definition 4. [2] The system (1) has the limit property (LIM) with

respect to W if there exists µ ∈ K∞ such that for all x0 ∈ M and

all u ∈ U the solutions are defined for all t ≥ 0 and the following

holds:

inf
t≥0

|x(t, x0, u)|W ≤ µ(||u||∞).

Definition 5. [2] The system (1) has the practical global stability

(pGS) property with respect to W if there exists β ∈ K∞ and c ≥ 0
such that for all x0 ∈ M and all u ∈ U the following holds for all

t ≥ 0:

|x(t, x0;u)|W ≤ β(max{|x0|W + c, ||u||∞})

(which is equivalent to

|x(t, x0; u)|W ≤ β̃(max{|x0|W , ||u||∞}) + q

for some β̃ ∈ K∞ and q ≥ 0).

Definition 6. [2] A C1 function V : M → R is a practical ISS-

Lyapunov function for (1) if there exist K∞ functions α1, α2, α3

and γ, and q ≥ 0, c ≥ 0 such that

α1(|x|W ) ≤ V (x) ≤ α2(|x|W ) + c, (4)

and the following dissipation inequality holds for all (x, u) ∈ M×
U:

DV (x)f(x, u) ≤ −α3(|x|W) + γ(|u|) + q. (5)

If (5) holds for q = 0, then V is said to be ISS-Lyapunov function.

The existence of α2 and c follows, without any additional

hypothesis, by standard continuity arguments. Under Assumption

1, whenever the Wi are recurrent invariant sets of the unperturbed

system, any Lyapunov function which is non-increasing along

solutions of (3) also takes constant values on any Wi, 1 ≤ i ≤ k,

from the decomposition of W .

Theorem 7. [2] Consider a nonlinear system (1) and let W be

a compact invariant set containing all α- and ω-limit sets of

the system (3) as in Assumption 1. Then the following facts are

equivalent:

1. The system enjoys the AG property.

2. The system admits an ISS Lyapunov function.

3. The system admits an ISS Lyapunov function constant on

invariant sets.

4. The system admits a practical ISS Lyapunov function.

5. The system enjoys the pAG property.

6. The system enjoys the LIM property and the pGS.



The system as in (1) that satisfies these properties will be called

ISS in the multistable sense with respect to the set W and input u.

2) Integral input-to-state stability:

Definition 8. [17] The system (1) has the uniform bounded-energy

bounded-state (UBEBS) property if for some α, γ, σ ∈ K∞, and

some positive constant c, the following estimate holds for all t ≥ 0,

all x0 ∈ M and all u ∈ U :

α(|x(t, x0;u)|W ) ≤ γ(|x0|W ) +

∫ t

0

σ(|u(τ )|)dτ + c.

Definition 9. [17] The system (1) has the zero-global attraction (0-

GATT) property with respect to a compact invariant set W , if every

trajectory x(t, x0; 0) of the unperturbed system (3) satisfies

lim
t→+∞

|x(t, x0; 0)|W = 0.

Definition 10. [17] The system (1) has the bounded-energy weakly

converging state (BEWCS) property if there exists a function σ̃ ∈
K∞ such that the following estimate holds for all x0 ∈ M and

u ∈ U :
∫ +∞

0

σ̃(|u(τ )|)dτ < +∞ ⇒ lim inf
t→+∞

|x(t, x0; u)|W = 0.

Definition 11. [17] The system (1) has the bounded-energy strongly

converging state (BESCS) property if there exists a function σ̃ ∈
K∞ such that the following estimate holds for all x0 ∈ M, and

u ∈ U :
∫ +∞

0

σ̃(|u(τ )|)dτ < +∞ ⇒ lim
t→+∞

|x(t, x0;u)|W = 0.

Definition 12. [17] A C1 function V : M → R is called

iISS-Lyapunov function for the system (1) if there exist functions

α1, α2, σ ∈ K∞, c ≥ 0, and a continuous positive definite function

α3 : R+ → R+ such that the relations (4) are satisfied for all

x ∈ M, and the following dissipation inequality holds for all

(x, u) ∈ M×U:

DV (x)f(x, u) ≤ −α3(|x|W ) + σ(|u|). (6)

Definition 13. [17] The system (1), (2) has the smooth dissipativity

property if there exist C1 function V : M → R, functions

α1, α2, σ ∈ K∞, a continuous positive definite function α4, and

a continuous output map h : M → R
p with

|x|W = 0 ⇒ h(x) = 0, ∀x ∈ M,

such that (4) is satisfied for all x ∈ M, and the following dissipation

inequality holds for all (x, u) ∈ M×U:

DV (x)f(x, u) ≤ −α4(|h(x)|) + σ(|u|). (7)

Definition 14. [17] The system (1), (2) has the weak zero-

detectability property if the following relation holds:

h(x(t, x0; 0)) ≡ 0, ∀t ≥ 0 ⇒ |x(t, x0; 0)|W → 0 as t → +∞.

Theorem 15. [17] Consider a nonlinear system (1) and let W
be a compact invariant set containing all α- and ω-limit sets of

the system (3) as in Assumption 1. Then the following facts are

equivalent:

1. 0-GATT and UBEBS or BEWCS properties.

2. Existence of a smooth iISS Lyapunov function V such that

DV (x) = 0 for all x ∈ W .

3. Existence of a C1 iISS Lyapunov function V .

4. Existence of an output function that makes the system smoothly

dissipative and weakly zero detectable.

5. BESCS property.

The system as in (1) that satisfies these properties will be called

iISS in the multistable sense with respect to the set W and input u.

Lemma 16. [17] Let system (1) be 0-GATT. Then, there exist a

smooth function U : M → R, functions ν1, ν2, δ ∈ K, a continuous

positive definite function ̟ : R+ → R+, and a positive constant c

such that:

ν1(|x|W) ≤ U(x) ≤ ν2(|x|W + c),

DU(x)f(x, u) ≤ −̟(|x|W) + δ(|u|).

for all x ∈ M and u ∈ U. Moreover, DU(x) = 0 for all x ∈ W .

Note that if the function U in Lemma 16 were proper, i.e.

ν1 ∈ K∞, then it would qualify U as an iISS-Lyapunov function.

Unfortunately, this is not necessarily the case, therefore U needs to

be used in addition to a proper function V to obtain a new iISS-

Lyapunov function such that the iISS property holds.

C. Passive and strict passive systems

Definition 17. [21] The system (1), (2) is passive with a continuous

function V : M → R+, if for all x0 ∈ M, u ∈ U , t ≥ 0 the

following inequality is satisfied:

V (x(t, x0, u)) ≤ V (x0) +

∫ t

0

̟(x(τ, x0;u), u(τ ), y(τ, x0; u))dτ,

(8)

̟(x, u, y) = y
T
u− β(x), (9)

where β : M → R+ is a continuous function. Then ̟ and V are

called, respectively, supply rate and storage functions.

A system is called passive with a certain rate of dissipation β

if in (8) the equality sign can be used. It is called passive without

losses if in (8) it is possible to use the equality sign and β(·) ≡ 0.

Finally, if in (9) β is a positive definite function, then the system

is called strictly passive.

If the storage function V is continuously differentiable, then the

inequality on the trajectories (8) gives a simpler form:

DV (x)f(x, u) ≤ ̟(x, u, y)

that has to be verified for all x ∈ M, u ∈ U and y ∈ Y .

A system that admits the passive property with a proper storage

function V is Lyapunov stable for u(t) ≡ 0, t ≥ 0, and the strictly

passive system in such a case is asymptotically Lyapunov stable with

a Lyapunov function V (these facts can be proven using LaSalle

arguments since positive definiteness of the storage function V has

not been claimed).

In this paper, we will also deal with a subclass of nonlinear

dynamical system (1), (2) affine in the input of the following form:

ẋ(t) = F (x(t)) +G(x(t))u(t), t ∈ R+, (10)

y(t) = h(x(t)), (11)

where as before x(t) ∈ M is the state vector, u(t) ∈ U ⊆ R
m

is the input vector, u ∈ U , and y(t) ∈ Y ⊆ R
p is the output

vector. For this system f(x, u) = F (x)+G(x)u, where F : M →
R

n and the columns of the matrix function G : M → R
n×m are

assumed to be locally Lipschitz continuous on M, h : M → R
p is

continuously differentiable, and F (0) = h(0) = 0. The Kalman-

Yakubovich-Popov Lemma claims that for the system (10), (11)



the output function for passive and strict passive systems with a

differentiable storage function can be defined in the following way:

h(x) = (DV (x)G(x))T =

(

∂V

∂x
G(x)

)T

.

D. Problem statement

Passivity and strict passivity properties of a dynamical system

mean that the system is, respectively, Lyapunov stable and asymptot-

ically Lyapunov stable for zero inputs. However, in the general case

these properties are not robust with respect to input perturbations

and an arbitrary small input signal can initiate unstable processes in

the system [8], [10]. Therefore, the task of iISS (ISS) stabilization

of such a kind of systems is of great interest.

Definition 18. [31] The system (10), (11) is referred to as iISS

(ISS) stabilizable if there exists for it a control law

u(t) = k(x(t)) + v(t),

where k : M → U is a Lipschitz continuous function and v(t) ∈ U,

v ∈ U is a new input vector, rendering the closed-loop system to

be iISS (ISS) with respect to v.

Thus, the problem studied in this work can be formally written

introducing the following hypothesis:

Assumption 2. A passive or strict passive system described by

the affine nonlinear model (10), (11) has a decomposable compact

invariant set W as in Assumption 1 and its storage function V :
M → R+ is continuously differentiable and satisfies (4) for all

x ∈ M, while the supply rate has the form:

̟(x, u, y) = y
T
u− β(|x|W ), (12)

where β : R+ → R+ is a continuous function.

Problem. Under Assumption 2, find conditions of iISS or ISS

stabilizability for (10), (11) (according to Definition 18).

As we can see, to choose a control law that provides the iISS (ISS)

property for a strict passive system (10), (11) in the case of multiple

invariant sets, we need to introduce some specifications on the

storage function and the supply rate (these additional requirements

do not contradict to Definition 17). Hence, the evolution of the

states x ∈ M must be evaluated with respect to the invariant set

W ⊂ M (the functions V and β are defined with respect to |x|W ),

and we have to assume that this set is globally attractive for u ≡ 0.

Another interesting point consists in distinguishing the situations

where an additional feedback k(x) is needed, or where we can

select k(·) = 0.

III. MAIN RESULTS

In this section, we present several results about different condi-

tions on robust stability and stabilizability of passive systems. We

omit the proofs for reasons of space.

Lemma 19. Let a strict passive system (10), (11) admit Assumption

2. Then, the control law

u = −ϕ(y) + v (13)

with a Lipschitz continuous function ϕ : Y → U satisfying

yTϕ(y) > 0 for all y 6= 0 and v ∈ U , ensures iISS property for

the system with respect to W and the disturbance input v, provided

that one of the following conditions holds:

lim
|x|W→+∞

|h(x)|

V (x)
< +∞, (14)

y
T
ϕ(y) ≥ ε|y|2, ∀y ∈ Y, ε > 0. (15)

If the condition (15) is satisfied and the function β ∈ K∞ or

|h(x)| ≥ ̺(|x|W) for all x ∈ M, then the control (13) guarantees

ISS property with respect for the set W and the disturbance input

v, and V is an ISS-Lyapunov function.

Lemma 19 establishes the connection between the form of func-

tion β and robustness property of the system with respect to L∞ or

L2 inputs. An important consequence of this lemma consists in the

ability of a strict passive system to become robust with respect to

additive perturbation in the input channel under any output feedback

with an arbitrary small gain ε [8], [10], [27].

Lemma 20. Let a strict passive system (10), (11) admit Assumption

2 and the following inequality hold for all x ∈ M:

|DV (x)G(x)| ≤ b(V (x)),

where b : R+ → R+ is a function satisfying the integral constraint:
∫ +∞

0

dr

1 + b(r)
= +∞.

Then the system is iISS with respect to W and the input u.

As we can conclude from Theorem 15, the iISS property is rather

weak, it lies in the range between 0-GATT and BESCS properties.

The conditions of the above lemmas expose the technical details of

this range for a strict passive system. Now let us consider the same

issues for passive systems only.

Lemma 21. Let a passive system (10), (11) admit Assumption 2.

If the system possesses the weak zero-detectability property and the

conditions (14) and

ϕ(|h(x)|)

V (x)
|h(x)| ≥ κ(|h(x)|), ∀x ∈ M, (16)

with a positive definite continuous function κ : R+ → R+ hold,

then the control law (13) provides the iISS property for this system

with respect to W and the input v.

Note that Assumption 2 implies 0-GATT property (it refers to

Assumption 1, where it is stated that W contains all α- and ω-limit

sets of the unperturbed system ẋ = f(x, 0), thus it is the global

attractor in the system for u = 0).

Lemma 22. Let a passive system (10), (11) admit Assumption 2. If

the control (13) is applied under (15) and an additional restriction:

δ(2|ϕ(y)|) ≤ ǫ|y|2, ∀y ∈ Y, ǫ > 0,

where δ ∈ K is given in Lemma 16, then the control law (13)

provides the iISS property for this system with respect to W and

the input v.

IV. EXAMPLE

To exemplify the ISS (iISS) theory application, we will consider

the famous N -species Lotka-Volterra (predator-pray) model [29] in

its controlled version introduced in [27]. In this model it is supposed

that for the population of N > 1 species, the birth rate of the species

xℓ ∈ R+, ℓ = M + 1, . . . , N can be controlled with the index



M ∈ [0, N ]. Then the interaction between the species is described

by the following system of differential equations:

ẋi(t) = xi

(

ki + β
−1
i

N
∑

j=1

aijxj(t)

)

, i = 1, 2, . . . ,M,

ẋℓ(t) = xℓ

(

kℓ + β
−1

ℓ

N
∑

j=1

aℓjxj(t) + uℓ

)

, ℓ = M + 1, . . . , N,

(17)

where u = [uM+1, . . . , uN ]T ∈ R
N−M is the control, ki (kℓ) is the

speed of the natural increase or death rate of the i-th (ℓ-th) species

in the absence of all others with the following convention: ki < 0
(kℓ < 0), if the i-th (ℓ-th) species lives at the expense of others and

ki > 0 (kℓ > 0) otherwise. The parameter βi > 0 (βℓ > 0) reflects

the fact that the appearance of a predator is usually connected with

the vanishing of one or more preys. The quantities aij , i 6= j (aℓj ,

ℓ 6= j) evaluate the type and the intensity of the interaction between

i-th (ℓ-th) and j-th species and form an asymmetric matrix.

Assume that there exists at least one positive equilibrium of (17)

for some values of the system parameters:

n = (n1, n2, · · · , nN ), ni > 0 i = 1, . . . , N, (18)

and consider an auxiliary function W :

W (x) =

N
∑

i=1

βini

(

xi

ni

− ln

(

xi

ni

))

.

If the condition (18) holds, then W (x) is constant along the

trajectories of (17) for uℓ = 0 with ℓ = M + 1, . . . , N . Hence,

by introducing the control goal

W (x(t)) → W
∗
, t → ∞, (19)

a desired amplitude of oscillations can be achieved. Note that if

W ∗ = W (n) = minx∈M W (x), the goal (19) means achievement

of the equilibrium x = n.

Then, the problem is to find a control function u(t) stabilizing

the desired level W ∗ of the function W and hence providing an

oscillatory property to the system with the needed amplitude of

oscillations. To this end it is necessary to introduce another auxiliary

function

Q(x) =
1

2
(W (x)−W

∗)2,

that can be considered as a storage function for (17).

Following the SG method the control action is chosen as

uℓ(t) = −γℓ(W (x)−W
∗)(xℓ(t)− nℓ) + vℓ (20)

for some γℓ > 0 and all ℓ = M + 1, . . . , N , where v =
[vM+1, . . . , vN ]T ∈ R

N−M is a disturbance input (essentially

bounded function of time) added to the system in order to investigate

the ISS (iISS) stabilizability property and to represent the model

uncertainty. Then, by proceeding with the derivative of Q(x) along

the system (17) and substituting (20) we achieve:

Q̇(x, u) ≤ −γ|(W (x)−W
∗)

N
∑

ℓ=M+1

(xℓ(t)− nℓ)|
2

+|(W (x)−W
∗)

N
∑

ℓ=M+1

(xℓ(t)− nℓ)||vℓ|,

where γ = minℓ=M+1,...,N {γℓ} . Therefore, the set of all invariant

solutions of the system for v = 0 is given by W = {n}∪Γ, where

Γ = {x : W (x) = W ∗}.

Finally, we have:

Q̇(x, u) ≤ −γ|y|2 + |y||v| ≤ −0.5ε|y|2 + 0.5ε−1|v|2 (21)

for some ε > 0. Using the same arguments as in Lemma 22, it

is easy to see that the smooth dissipativity property holds for this

system. Also, one can show that for M = 0 the equation (21) can

be written as an ISS-Lypunov function in the form:

Q̇(x, u) ≤ −α3(|x|W) + 0.5ε−1|v|2.

where α3 is a K∞ function rendering to the system the ISS property.

Now, we will illustrate by means of a simple numerical exper-

iment the convergence of the system trajectories to a set W . For

that, let us consider a system with one predator and one prey:

ẋ1 = k1x1 + β
−1
1 a12x1x2,

ẋ2 = k2x2 + β
−1
2 a21x1x2 + x2u2, (22)

where x1 ∈ R+ and x2 ∈ R+ represent, respectively, the predator

and the prey populations; k1 = −9, k2 = 7, β1 = 5, β2 = 4,

a12 = 2, and a21 = −a12 [27]. The equilibrium for the system

(22) for these parameters is n1 = 14 and n2 = 22.5. Therefore,

the quantity W (n) ∼= 160. For simulations, we choose as the initial

condition the point x(0) = [15 25]T , which results in W (x(0)) ∼=
160.69. We will choose W ∗ = 175, and apply the control law (20)

without and with the disturbance input v. In particular, the control

action (20) for our example is given by:

u2(t) = −γ2(W (x)−W
∗)(x2(t)− n2) + v2,

where it has been selected for simulations γ2 = 0.01 and v2 =
sin(20t).

The phase portrait for the controlled system (22) is shown in

Fig. 1. As we can conclude, for the case without disturbance the

trajectories of the closed-loop system converge to the desired limit

cycle, indirectly measured by W (x). For the case where there exists

a disturbance, it is possible to see that the boundedness is keeping

with some deviations of trajectories around the limit cycle without

achieving zero for none of the species. The behavior of W (x) for

the controlled system (22) without and with disturbance input is

shown in Fig. 2. This oscillation can be conveniently decreased

by increasing the gain γ2. Therefore, these results of numerical

experiments confirm the theoretical findings of the paper.
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Figure 1: Phase portrait for the controlled system (22) without and

with disturbance input, and W ∗ = 175
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Figure 2: Behavior of W (x) for the controlled system (22) without

and with disturbance input, and W ∗ = 175

V. CONCLUSION

The problems of ISS and iISS of passive and strict passive

systems have been studied in the context of multistable dynamics

and correspondingly defined storage and supply functions. Sev-

eral conditions are proposed, which distinguish the cases when

an additional output feedback is necessary or not to guarantee

robustness against additional perturbations in the input channel.

The obtained results are illustrated by the model of multispecies

population dynamics, and in particular it is shown that if all species

are controlled, then the ISS property can be recovered, but if a part

of them can be regulated directly, then only the iISS property can be

provided. For future research, the developments of general design

methods for ISS or iISS stabilization of multistable systems can be

considered.

REFERENCES

[1] D. Angeli. An almost global notion of input-to-state stability. IEEE

Trans. Automatic Control, 49:866–874, 2004.
[2] D. Angeli and D. Efimov. Characterization of input-to-state stability for

systems with multiple invariant sets. IEEE Transactions on Automatic

Control, 60:3242–3256, 2015.
[3] D. Angeli, J.E. Ferrell, and E.D. Sontag. Detection of multistability,

bifurcations and hysteresis in a large class of biological positive-
feedback systems. Proc. Natl. Acad. Sci. USA, 101:1822–1827, 2004.

[4] D. Angeli, E. D. Sontag, and Y. Wang. A characterization of integral
input-to-state stability. IEEE Transactions on Automatic Control,
45:1082–1097, 2000.

[5] M. Chaves, T. Eissing, and F. Allgöwer. Bistable biological systems:
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