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Abstract

Nonlinear implicit Lyapunov function based control algorithms with delay in control and/or measurement channel are presented. The proposed control algorithms provide global asymptotic stability for all delays less than a certain threshold value and global asymptotic stability with respect to a compact set containing the origin for any delay over the threshold value. The algorithms are also applicable for the fast-varying delay and sampled-data cases. The theoretical results are supported by numerical simulations and comparison.

1 Introduction

Control development for plants with input delays has received increasing attention in the very recent years, due to the wide use of teleoperated and networked systems (see e.g. [2]-[8] to name a few). The lags and delays usually appear in robotic remote control systems, aerospace and seabed applications, medicine (for instance, tele-surgery), etc. Such an attention is due to the time-delays can be a source of oscillations and system instability in many cases. Therefore, stability analysis and development of control algorithms, which are robust with respect to uncertain and time-varying delays, are of theoretical and practical importance. Another motivating point for studying this topic is that modern control algorithms are mostly digitally implemented, i.e. in applications sampled-data control naturally appears. According to [13], [5] a sampled-data control system can be represented as a system with time-varying delay in control channel, where the delay is piecewise linear (sawtooth).

Despite of variety of methods solving the described problem, most of them deal with linear control systems. There is a number of control schemes in the literature to handle the systems with input delays: predictive or adaptive control, \(H\)\(_\infty\) control techniques, application of delay identification methods, sliding mode control techniques, etc. (see, for example, [2]-[12], [31], [32] and references inside). Each of these schemes has different features (i.e. whether the delay is known, whether the delay is constant or time-varying, known delay and its derivative bounds, etc.) that should be considered when designing a control system. For example, the use of methods based on Artstein reduction requires knowledge of the delay (or application of delay identification methods [32]), that may suffer from being sensitive to parameter uncertainties and, still more, to delay mismatches [2]. In the case of uncertain delay with known boundaries, the synthesis of control algorithms becomes more complicated. For this case, for most approaches even matching additive disturbances cannot be completely rejected, which implies the ultimate boundedness (in the best case) instead of the asymptotic convergence [2]. For example, the sliding mode control presented in [31] is designed to achieve ultimate boundedness of the closed-loop system with a domain of convergence proportional to the delay and disturbance amplitudes.
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Note, that constructive and computationally tractable conditions (e.g. in the form of Linear Matrix Inequalities (LMIs)) exist for linear time-delay models only [2]. The LMI approach provides constructive finite-dimensional conditions, in spite of significant model uncertainties (see, for example, [5], [31]).

Of particular interest is the use of homogenising control algorithms due to delay robustness properties of nonlinear homogeneous systems. For example, if for zero delay the system is homogeneous with negative degree and globally asymptotically stable, then for any delay it is converging to some compact set around the origin [28]. In other words, the system has delay-independent ISS property, which is not observed for linear systems.

The presented results combine delay robustness properties of nonlinear homogeneous systems with constructive conditions in the LMI form. In particular, the paper addresses robustness analysis of Implicit Lyapunov Function (ILF)-based control system introduced in [29]. It has been shown, that ILF control algorithm preserves boundedness of the system trajectories for any delay and guarantees finite-time stability of the origin in absence of delay. Based on this result in this note ILF-based control algorithms are developed, which preserve asymptotic stability for small delays \( 0 < \tau < \tau_0 \) and global asymptotic stability with respect to a compact set containing the origin for \( \tau \geq \tau_0 \). Since all proofs in this work do not contain any constraints on the delay derivative, presented algorithms can be used for the case of a time-varying delay \( \tau(t) \). Such control algorithms may be useful, for example, when the data transmission channel is unreliable and fickle (for instance, the delay of data transmission depends on the number of network users, there are packet losses, etc.).

The presented feedbacks have several advantages:

- the closed-loop system is robust in the sense of ISS stability with respect to any time-varying delay;
- unlike most of the corresponding approaches, a large increase of the delay value does not lead to an instability of the closed-loop system. Therefore, the proposed results can be used for system protection against unforeseen increase of the delay;
- the feedbacks allow to reject some non-Lipschitz disturbances;
- the results don’t require the use of delay identification algorithms;
- in the absence of delay one of the presented feedbacks provides finite-time stability.

Notation: \( \mathbb{R}^n \) denotes the n dimensional Euclidean space with vector norm \( \| \cdot \| \), \( \mathbb{R}_+ = \{ s \in \mathbb{R} : s > 0 \} \), \( \mathbb{R}_\geq = \{ s \in \mathbb{R} : s \geq 0 \} \), \( \text{diag}(\lambda_i)_{i=1}^n \) is the diagonal matrix with the elements \( \lambda_i \) on the main diagonal, the notation \( P > 0 \), for \( P \in \mathbb{R}^{n \times n} \) means that \( P \) is symmetric and positive definite, the minimal and maximal eigenvalues of \( P \) are denoted by \( \lambda_{\text{min}}(P) \) and \( \lambda_{\text{max}}(P) \), respectively. The Banach space of continuous functions \( \phi : [-\tau, 0] \rightarrow \mathbb{R}^n \) with the uniform norm \( \| \phi \| = \sup_{-\tau \leq s \leq 0} |\phi(s)| \) is denoted by \( C_{[-\tau, 0]} \). The symbol \( 1, m \) is used to denote a sequence of integers \( 1, \ldots, m \).

2 Problem formulation

Consider a single input control system of the form

\[
\dot{x}(t) = Ax(t) + bu(t) + d(t, x(t)),
\]

where \( x(t) \in \mathbb{R}^n \) is the state vector, \( u(t) \in \mathbb{R} \) is the control input, \( A = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix} \), \( b = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \), \( d : \mathbb{R} \rightarrow \mathbb{R}^{n+1} \). \( \mathbb{R}^n \) describes the system nonlinearities, uncertainties and disturbances, which may be non-Lipschitz or discontinuous. The presented system appears for a number of control applications since many controllable single-input nonlinear systems can be transformed to a canonical form like (1) (see, for example, [14]). Note that in the presence of delayed control the use of feedback transformations leads to appearance of additional terms that should be considered as disturbances.

Assume that there is delay \( \tau \) in the control (and/or measurement) channel, i.e.

\[
\dot{x} = Ax(t) + bu(t - \tau) + d(t, x),
\]
or retreating \( \int_{t-\tau}^t \! \ddot{u}(s) \, ds \) as a disturbance

\[
\dot{x} = Ax(t) + bu(t) + d(t, x) + d_\tau(t),
\]

where \( d_\tau(t) = -b \int_{t-\tau}^t \ddot{u}(s) \, ds \). It is assumed that the delay \( \tau \) is unknown, but its upper bound is known, i.e. \( \tau < \tau_0, \tau_0 \in \mathbb{R}_\geq \).

The aim of the paper is to develop the stabilizing control algorithms for the system (2), which

- provide finite-time attractiveness of some compact set around the origin for any delay \( \tau \) (for \( \tau = 0 \) the origin is finite-time stable);
- provide asymptotic stability of the system for the delay \( \tau < \tau_0, \tau_0 \in \mathbb{R}_\geq \) and preserve boundedness of the system trajectories for any delay \( \tau \geq \tau_0 \).

3 Preliminaries

Let us consider the system

\[
\dot{x} = f(x), \quad x(0) = x_0,
\]
where $x \in \mathbb{R}^n$ is the state vector, $f : \mathbb{R}^n \to \mathbb{R}^n$ is a vector field. If the vector field $f$ is discontinuous with respect to $x$, then the solutions of (3) fall into the area of differential inclusions and need to be understood in the sense of Filippov [15].

3.1 Implicit Lyapunov function method

The following theorem presents the IGF method [22], [23] for finite-time stability analysis.

**Theorem 1** [29] If there exists a continuous function

$Q : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}$

$(V, x) \mapsto Q(V, x)$

such that

**C1)** $Q(V, x)$ is continuously differentiable for $\forall x \in \mathbb{R}^n \setminus \{0\}$ and $\forall V \in \mathbb{R}_+$;

**C2)** for any $x \in \mathbb{R}^n \setminus \{0\}$ there exist $V^- \in \mathbb{R}_+$ and $V^+ \in \mathbb{R}_+$ such that $Q(V^-, x) < 0 < Q(V^+, x)$;

**C3)** for $\Omega = \{(V, x) : (V, x) \in \mathbb{R}^{n+1} : Q(V, x) = 0\}$

$\lim_{x \to 0^+} V = 0$, $\lim_{V \to 0^+} \|x\| = 0$, $\lim_{x \to +\infty} V = +\infty$;

**C4)** the inequality $\infty < \frac{\partial Q(V, x)}{\partial V} < 0$ holds for $\forall V \in \mathbb{R}_+$ and $\forall x \in \mathbb{R}^n \setminus \{0\}$;

**C5)** the inequality $\frac{\partial Q(V, x)}{\partial x} f(x) \leq hV^{1-\mu} \frac{\partial Q(V, x)}{\partial V}$ holds $\forall (V, x) \in \Omega$, where $0 < \mu \leq 1$ and $h > 0$ are some constants.

Then the origin of the system (3) is globally finite-time stable with the settling time estimate $T(x_0) \leq \frac{V_0}{h\mu}$.

Based on this result in [29] a finite-time stabilizing control law has been developed for the system (1).

Introduce the implicitly defined Lyapunov function by $Q(V, x) = x^T D(V^{-1}) P D(V^{-1}) x - 1$, (4)

where $D(\lambda)$ is the diagonal matrix of the form $D(\lambda) = \text{diag}(\pm (i-\mu)\lambda^i)_{i=1}^n$ and $P \in \mathbb{R}^{n \times n} : P = P^T > 0$.

Denote the diagonal matrix $H_\mu = \text{diag}(\pm (n-i)\mu)_{i=1}^n$.

**Theorem 2** [29], [19] If

- the system of matrix inequalities

$$
\begin{align*}
AX + XA^T + by + y^T b^T + L + R & \leq 0, \\
\frac{1}{\alpha} L & \geq XH_\mu + H_\mu X, \quad X > 0, \quad R > 0,
\end{align*}
$$

is feasible for some $R \in \mathbb{R}^{n \times n}$, $\mu \in (0, 1]$, $\alpha \in \mathbb{R}_+$, $X \in \mathbb{R}^{n \times n}$ and $y \in \mathbb{R}^{1 \times n}$;

- the control has the form

$$
u(V, x) = V^{1-\mu} k D(V^{-1}) x,$$

where $k = yX^{-1}$, $V \in \mathbb{R}_+ : Q(V, x) = 0$ (7)

and $Q(V, x)$ is defined by (4) with $P = X^{-1}$;

- the disturbance function $d(t, x)$ satisfy

$$
d^T(t, x) D(V^{-1}) R^T D(V^{-1}) d(t, x) \leq \beta V^{-2n_2 T} D(V^{-1}) P L P D(V^{-1}) x
$$

with $\beta \in (0, 1)$ and $(t, x) \in \mathbb{R}_+ \times \mathbb{R}^n$.

Then the closed-loop system (1), (6) is globally finite-time stable and the settling time function estimate has the form $T(x_0) \leq \frac{V_0}{\alpha m(t-\beta)}$, where $V_0 \in \mathbb{R}_+ : Q(V_0, x_0) = 0$.

3.2 Weighted homogeneity

For any $r_i > 0$, $i = \frac{1}{\alpha} n$ and $\lambda > 0$, define the dilation matrix $D(\lambda) = \text{diag}(\lambda^i)_{i=1}^n$ and the vector of weights $r = (r_1, ..., r_n)^T$.

For any $r_i > 0$, $i = \frac{1}{\alpha} n$ and $x \in \mathbb{R}^n$ the homogeneous norm can be defined as follows [25], [16]

$$
|x| = \left( \sum_{i=1}^n |x_i|^{\rho / r_i} \right)^{1 / \rho}, \quad \rho \geq \max_{1 \leq i \leq n} r_i.
$$

For any $r_i > 0$, $i = \frac{1}{\alpha} n$ and $\phi \in \mathbb{C}_{[-\tau, 0]}$ the homogeneous norm can be defined as follows [21]

$$
||\phi||_r = \left( \sum_{i=1}^n |\phi_i|^{\rho / r_i} \right)^{1 / \rho}, \quad \rho \geq \max_{1 \leq i \leq n} r_i.
$$

Define $B^T_\rho = \{ \phi \in \mathbb{C}_{[-\tau, 0]} : ||\phi||_r \leq \rho \}$ as a closed ball of radius $\rho > 0$ in $\mathbb{C}_{[-\tau, 0]}$.

Consider an autonomous functional differential equation of retarded type [27]:

$$
\dot{x}(t) = f(x_t), \quad t \geq 0,
$$

where $x(t) \in \mathbb{R}^n$ and $x_t \in \mathbb{C}_{[-\tau, 0]}$ is the state function, $x_s(t) = x(t + s)$ for $s \in [-\tau, 0]$, $f : \mathbb{C}_{[-\tau, 0]} \to \mathbb{R}^n$ is continuous and ensures existence and uniqueness of solutions in forward time [27], $f(0) = 0$. We assume that the system (9) for the initial functional condition $x_0 \in \mathbb{C}_{[-\tau, 0]}$ has a unique solution.
Definition 5 [24] The function $g: C_{[-\tau,0]} \rightarrow \mathbb{R}$ (vector field $f: C_{[-\tau,0]} \rightarrow \mathbb{R}^n$) is called $r$-homogeneous ($r_i > 0$, $i = \Gamma, n$), if for any $\phi \in C_{[-\tau,0]}$ the relation

$$g(D(\lambda)\phi) = \lambda^r g(\phi)$$

$$f(D(\lambda)\phi) = \lambda^m D(\lambda) f(\phi)$$

holds for some $d \in \mathbb{R}$ ($d \geq -\min_{1 \leq i \leq n} r_i$) and all $\lambda > 0$.

In both cases, the constant $d$ is called the degree of homogeneity. The system (9) is called $r$-homogeneous of degree $d$ if the function $f$ admits this property.

The introduced notion of weighted homogeneity in $C_{[-\tau,0]}$ is reduced to the standard one in $\mathbb{R}^n$ if $\tau = 0$.

Theorem 3 [25] Let $f: \mathbb{R}^n \rightarrow \mathbb{R}^n$ be defined on $\mathbb{R}^n$ and be a continuous $r$-homogeneous vector field with degree $d$ ($d < 0$). If the origin of the system (3) is locally asymptotically stable then it is globally asymptotically stable (globally finite-time stable) and there exists a continuously differentiable Lyapunov function $V$ which is $r$-homogeneous of degree $v > -d$.

By definition of homogeneity there exist constants $c_1, c_2 > 0$ such that

$$c_1 \|x\|_P \leq V(x) \leq c_2 \|x\|_P^r.$$  (10)

For example, the system (1), (6) for $d(t, x) = 0$ is $r$-homogeneous of degree $-\mu$ with $r = (1 + (n-1)\mu, 1 + (n-2)\mu, \ldots, 1)^T$ and the ILF is homogeneous of degree 1, where the parameters $c_1, c_2$ can be estimated as follows

$$c_1 = \min \left\{ \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)}, \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)} \right\},$$

$$c_2 = \max \left\{ \left(\frac{n\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)}\right)^{\frac{1}{r}}, \left(\frac{n\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)}\right)^{\frac{1}{r}} \right\}.$$ (11)

In [26], [28], [17], [18] robustness with respect to delays has been discussed for homogeneous systems.

Lemma 1 [26] Let $f(x, t) = F[x(t), x(t-\tau)]$ in (9) and the system (9) be $r$-homogeneous with degree $d \geq 0$ and globally asymptotically stable at the origin for $\tau=0$, then for any $\rho > 0$ there is $0 < \tau_0 < +\infty$ such that (9) is asymptotically stable at the origin in $B_{\rho}^+\mathbb{R}^n$ for any delay $0 \leq \tau \leq \tau_0$.

Lemma 2 [28] Let $f(x_1) = F[x(t), x(t-\tau)]$ in (9) be uniformly continuous and the system (9) be $r$-homogeneous with degree $d < 0$ and globally asymptotically stable at the origin for $\tau = 0$, then for any $\epsilon > 0$ there is $0 < \tau_0 < +\infty$ such that (9) is globally asymptotically stable with respect to $B_{\epsilon}^+\mathbb{R}^n$ for any delay $0 \leq \tau \leq \tau_0$.

4 Main results

In this section, first, we provide an LMI-based approach to evaluate the domain of attraction of a finite-time stable control (6) in the case of the delayed plant in (2). Second, a unifying control is designed with commutation between two laws providing a global bounded of all trajectories in (2) for any delay, and convergence to the origin for a sufficiently small one.

4.1 Control providing boundedness of the system trajectories in presence of delay

Lemma 3 (Disturbance-free case) Let the system of linear matrix inequalities

$$AX + XA^T + by + y^T b^T + L + R \leq 0,$$

$$\eta X \geq AX + XA^T \geq -X, \quad X > 0, \quad L \geq \varpi X,$$ (12)

$$XH_{\mu, \lambda} + H_{\mu, \lambda} X \geq \eta X, \quad \begin{pmatrix} X & y^T \\ y & \zeta \end{pmatrix} \geq 0,$$

be feasible for $R = \begin{pmatrix} 0_{n-1} & 0 \\ 0 & r_{nn} \end{pmatrix}$ and some $\lambda \in (0, 1]$, $\varpi, \mu, \lambda, \zeta, \varpi \in \mathbb{R}_{++}$, $X \in \mathbb{R}_{++}^{n \times n}$, $y \in \mathbb{R}^{1 \times n}$. The system (2), (6) with $d(t, x)$ = 0 is globally asymptotically stable with respect to $B_{c_1/c_2}^+\mathbb{R}^n$ for any $c \in \mathbb{R}_{++}$ if

$$\tau < \frac{\sqrt{r_{nn}\varpi\varepsilon}}{\eta^{-1}\sqrt{1 + 2(\sqrt{\varpi(T_{nn}\varepsilon)} + \sqrt{\varepsilon} + |\varpi|\sqrt{\varepsilon}}}}.$$ (13)

where $P = X^{-1}, k = yX^{-1}, l_1 = \lambda_{\text{max}}(X^{1/2}(1 - \mu)I + H_{\mu}k^T k((1-\mu)I + H_{\mu}X)^{1/2}), l_2 = \lambda_{\text{max}}(X^{1/2}ATk^T kAX^{1/2}).$

Note that in absence of the delay ($\tau = 0$) the origin is finite-time stable.

Proof. The system (2), (6) for $d(t, x(t)) = 0$ is $r$-homogeneous of degree $-\mu$ and according to [28] all solutions of (2) stay bounded for $0 \leq t \leq \tau$ and converge to some compact set around the origin asymptotically.

In accordance with Theorem 2 one can obtain $\dot{V}(x(t)) \leq -C V^{1-\mu}(x(t)), C \in \mathbb{R}_{++}$ if the following inequality holds

$$d^T(t) D(V^{-1}(t)) R^{-1} D(V^{-1}(t)) d(t) \leq$$

$$\beta V^{-2\mu}(t) x^T(t) D(V^{-1}(t)) P L P D(V^{-1}(t)) x(t)$$

for some $\beta \in (0, 1)$. Rewriting this inequality after substitution $d(t) = b \int_{-\tau}^t \dot{u}(s) ds$ we yield

$$\left( \int_{-\tau}^t \dot{u}(s) ds \right)^2 \leq r_{nn} \beta \varpi V(t)^{2-2\mu}.$$ (14)
Now, let us consider derivative of the ILF (7) calculated for the system (2) for \( t \geq \tau \). Denote \( V(t) = V(x(t)) \). Firstly, introduce \( \gamma = 1 + g \) for some \( g > 0 \) and following Lyapunov-Razumikhin approach consider the term \( \dot{V}(t) \) for the case \( \gamma V(t) \geq V(t + \theta), \forall \theta \in [-2\tau, 0] \). According to [20] we obtain

\[
\dot{V}(x(t)) = \left( x^T(t)D(V^{-1}(t))(H_\mu P + PH_\mu^T)D(V^{-1}(t))x(t) \right)^{-1} \times \\
\left( V^{-1}(t)x^T(t)V^{-1}(t)(PA + A^T P)D(V^{-1}(t))x(t) + \\
2V^{-1}(t)(t - \tau)x^T(t)V^{-1}(t)PbkD(V^{-1}(t - \tau))x(t - \tau) \right) \leq \\
\eta^{-1}V^{-1}(t) \times \\
\left( |x^T(t)V^{-1}(t)(PA + A^T P)D(V^{-1}(t))x(t)| + \\
2\gamma^{-1}V^{-1}(t)PbkD(V^{-1}(t - \tau))x(t - \tau) \right) \leq \\
\eta^{-1}V(t)^{-1} \left( \eta + 2\gamma^{-1} \sqrt{P_{nn}} \zeta \right).
\]

(15)

In order to apply Lyapunov-Razumikhin Theorem assume that \( \gamma V(t) \geq \max_c (c, \sup_{\theta \in [-2\tau, 0]} V(t - \theta)) \) for \( c \in \mathbb{R}_+ \), then considering the term \( \int_{t-\tau}^t \tilde{u}(s) ds \) with \( V(t) \geq \bar{\zeta} \) and taking into account (15) we obtain

\[
\int_{t-\tau}^t \tilde{u}(s) ds = \\
\int_{t-\tau}^t V^{-\mu}(s)\dot{V}(s) \left( (1 - \mu)I + H_\mu D(V^{-1}(s))x(s)ds + \\
\int_{t-\tau}^t V^{1-2\mu}(s)kAD(V^{-1}(s))x(s) + \\
\int_{t-\tau}^t V^{-\mu}(s)V^{1-\mu}(s - \tau)kbkD(V^{-1}(s - \tau))x(s - \tau)ds \right) \leq \\
\eta^{-1} \left( \eta + 2\gamma^{-1} \sqrt{P_{nn}} \zeta \right) \sqrt{\tau} \left| \int_{t-\tau}^t V^{-1}(s)ds \right| + \\
\sqrt{\tau} \left| \int_{t-\tau}^t V^{1-2\mu}(s)ds \right| + \gamma^{-1} \sqrt{\eta} \sqrt{\bar{\zeta}} \left| \int_{t-\tau}^t V^{-1}(s)ds \right| \leq \\
\eta^{-1} \sqrt{\tau} \left( \eta + 2\gamma^{-1} \sqrt{P_{nn}} \zeta \right) + \sqrt{\tau} + \gamma^{-1} \sqrt{\bar{\zeta}} \times \\
e^{-\mu \tau} - \gamma^{-1} \sqrt{P_{nn}} \zeta.
\]

(16)

Substituting (16) into (14) we yield

\[
\tau \leq \gamma^{-1} \eta^{-1} \sqrt{\tau} \left( 1 + 2\gamma^{-1} \sqrt{P_{nn}} \zeta \right) + \sqrt{\tau} + \gamma^{-1} \sqrt{\bar{\zeta}} \times e^{-\mu \tau} - \gamma^{-1} \sqrt{P_{nn}} \zeta.
\]

Since \( \eta \) can be chosen arbitrary small and \( \beta \) can be chosen arbitrary close to 1 we can rewrite this expression as strict inequality (13). Thus, according to Lyapunov-Razumikhin Theorem [20] the system is asymptotically stable with respect to the set \( \Omega_c = \{ x \in \mathcal{C}[-2\tau, 0]: V(x(s)) \leq c, s \in [-2\tau, 0] \} \). Finally, since \( \Omega_c \subset B_{\frac{\tau}{\gamma_c}}^{c} \), validity of Lemma 3 is thus concluded. ■

**Remark 1** From the results presented in Lemma 3, knowing the value of delay, one can find the compact set \( B_{\frac{\tau}{\gamma_c}}^{c} \) the system asymptotically converging to. And vise versa, for a given \( c \) one can easily find a value \( \tau_0 \) such that for any \( \tau < \tau_0 \) the system (2), (6) is globally asymptotically stable with respect to \( B_{\frac{\tau}{\gamma_c}}^{c} \).

**Remark 2** The result of Lemma 3 holds for the case of time-varying delay and sampled-data control realization.

Remarks 1, 2 remain true for all the subsequent results presented below.

**Corollary 1** The system (2), (6) can be asymptotically stabilized with respect to an arbitrary small set for any bounded delay by appropriate choosing the parameter \( c \) and changing the matrix variable \( \bar{P} = P/v, v \in \mathbb{R}_+ \).

**Proof.** Let the LMI (12) is feasible. Then for the change of the matrix variable \( \bar{P} = P/v, v \in \mathbb{R}_+ \), we can obtain the corresponding result with \( \bar{X} = P^{-1} = vX \), \( \bar{g} = vy, \bar{k} = \bar{g}X^{-1} = k, \bar{R} = vR \) and \( t = u, \bar{z} = \bar{w}z \), \( \bar{\eta} = \eta, \bar{\zeta} = v\zeta, \bar{l}_1 = vl_1 \) and \( \bar{l}_2 = vl_2 \). Note that this change does not affect on the condition (13) and the system is asymptotically stable with respect to the set \( \Omega_c \). According to (4) with \( \bar{P} = P/v \) we have \( \Omega_c \subset \Gamma = \{ x \in C[-2\tau, 0]: \| x \| \leq \sqrt{\eta \max |c_{\min}^{\max} e^{\max}} \} \).

Then by choosing the parameters \( v \) and \( c \) the system can be asymptotically stabilized with respect to an arbitrary small set \( \Gamma \) and any delay \( \tau \) (i.e. the bigger value \( c \) the bigger \( \tau_0 \) and the smaller value \( v \) the smaller set \( \Gamma \)). ■

**Example 1** Consider the system (2) for \( n = 3 \) in the disturbance-free case (\( d(t, x(t)) = 0 \)). Define ILF-based control in the form (6) with the parameter \( \mu = 0.3 \). The matrix \( P > 0 \) and the vector \( k \) are obtained from the system (12) with \( \tau_{nn} = 0.99, \eta = 1: \)

\[
P = \begin{pmatrix}
1.0191 & 2.0359 & 0.1055 \\
2.0359 & 5.0957 & 3.0452 \\
0.1055 & 3.0452 & 3.0446 \\
\end{pmatrix}
\]

and \( k = \begin{pmatrix} -1.0046 \\
-3.0112 \\
-3.0074 \end{pmatrix} \).

Obtained value of maximal delay for \( c = 5 \) is \( \tau_0 = 5.1 \times 10^{-2} \). The estimation \( c_1 = 0.1812 \) is obtained in accordance with (11). Then the system (2), (6) is globally asymptotically stable with respect to \( B_{\frac{\tau}{\gamma_c}}^{c} \).

It is easy to extend Lemma 3 for disturbed case.

**Lemma 4** (Disturbed case) Let the system of linear matrix inequalities

\[
\begin{align*}
\kappa (AX + XA^T + by + y^T b^T) + L_1 + R_1 \leq 0, \\
(1 - \kappa) (AX + XA^T + by + y^T b^T) + L_2 + R_2 \leq 0, \\
lX \geq AX + XA^T \geq -lX, \\
XH_\mu + H_\mu X \geq \eta X, \\
\omega_3 X \geq \geq L_2 \geq 0, \\
\omega_2 X \geq \geq R_2 \geq 0,
\end{align*}
\]

\( \kappa = \begin{pmatrix} 0.001 & 0.001 & 0.001 \\
0.001 & 0.001 & 0.001 \\
0.001 & 0.001 & 0.001 \end{pmatrix} \) and

\[
\begin{pmatrix}
X & y^T \\
\end{pmatrix} \geq 0.
\]

(17)
be feasible for $R_1 = \begin{pmatrix} 0_{n-1} & 0 \\ 0 & r_{nn} \end{pmatrix}$ and some $\mu \in (0,1]$, $\kappa \in (0,1)$, $r_{nn}, \eta, \zeta, \tau_1, \tau_2, \tau_3 \in \mathbb{R}_+$, $X \in \mathbb{R}^{n \times n}$, $y \in \mathbb{R}^{1 \times n}$, and the inequality

$$d^T(t,x(t))D(V^{-1}(t))R_2^{-1}D(V^{-1}(t))d(t,x(t)) \leq \beta V^{-2n}(t)x^T(t)D(V^{-1}(t))P L_2 PD(V^{-1}(t))x(t)$$

(18)

holds for $\beta \in (0,1)$ with $V(t) > c$. The system (2), (6) is globally asymptotically stable with respect to $B_{c_1}^c$ for any $c \in \mathbb{R}_+$ if

$$\tau < (\eta^{-1}\sqrt{T} \tau + 2\sqrt{\tau T} + 2\sqrt{r_{nn} r_{nn}} + \sqrt{r_{nn} r_{nn}})^{-1} \sqrt{r_{nn} r_{nn}} e^\mu,$$

(19)

where $P = X^{-1}$, $k = \lambda_{max}(X^{-1/2} (1 - \mu) I + H_k) k T_k (1 - \mu) I + H_k X^{1/2})$, $l_2 = \lambda_{max}(X^{-1/2} A T_k A k A X^{1/2})$.

Note that if $\tau = 0$ and the inequality (18) holds globally, then the origin is finite-time stable.

Proof. Rewrite for disturbance case the expression (15)

$$|\dot{V}(x(t))| = |(V^{-1}(t)x^T(t)D(V^{-1}(t)) (H_k P + P H_k) \times D(V^{-1}(t)x(t))^{-1} (V^{-1}(t)x^T(t)D(V^{-1}(t)) (P A + A P) \times D(V^{-1}(t)x(t)) + 2V^{-1}(t)x^T(t)(t - \tau)x(t)D(V^{-1}(t))P b k \times D(V^{-1}(t)x(t))x(t - \tau) + 2x^T(t)D(V^{-1}(t))P D(V^{-1}(t))d(t,x(t)))| \leq \eta^{-1} V^{-1/2}(t) \left( 2 + 2 \sqrt{T} T + 2 \sqrt{r_{nn} r_{nn}} \right) + 2\eta^{-1} V^{-1/2}(t) \left| P^{1/2} D(V^{-1}(t))x(t) \right| \leq \eta^{-1} V^{-1/2}(t) \left( 2 + 2 \sqrt{T} T + 2 \sqrt{r_{nn} r_{nn}} \right)$$

and the expression (16)

$$\int_{t_{-\tau}}^{t} \dot{u}(s) ds = \int_{t_{-\tau}}^{t} V^{-1/2}(s) \dot{V}(s) k (1 - \mu) I + H_k) D(V^{-1}(s)) x(s) ds + \int_{t_{-\tau}}^{t} V^{-1/2}(s) k A D(V^{-1}(s)) x(s) ds + \int_{t_{-\tau}}^{t} V^{-1/2}(s) k b D(V^{-1}(s)) x(s) ds + \int_{t_{-\tau}}^{t} V^{-1/2}(s) k D(V^{-1}(s)) d(s, x(s)) ds \leq \eta^{-1} T \tau \left( 1 + 2 \sqrt{T} T + 2 \sqrt{r_{nn} r_{nn}} \right) + \sqrt{r_{nn} r_{nn}} \eta^{-1} \left| \int_{t_{-\tau}}^{t} V^{-1/2}(s) ds \right| + \tau c \eta^{-1} \frac{1}{2} \left( \eta^{-1} T \tau + 2 \sqrt{T} T + 2 \sqrt{r_{nn} r_{nn}} \right) \left( 2 + 2 \sqrt{T} T + 2 \sqrt{r_{nn} r_{nn}} \right) V^{-1/2}(t).$$

According to [19] it can be shown that

$$\dot{V}^c(x(t)) = \left( \begin{pmatrix} D(V^{-1}(t))x(t) \\ D(V^{-1}(t))d(t,x(t)) \end{pmatrix} \right)^T W_1 \left( \begin{pmatrix} D(V^{-1}(t))x(t) \\ D(V^{-1}(t))d(t,x(t)) \end{pmatrix} \right) + \left( \begin{pmatrix} D(V^{-1}(t))x(t) \\ D(V^{-1}(t))d(t,x(t)) \end{pmatrix} \right)^T W_2 \left( \begin{pmatrix} D(V^{-1}(t))x(t) \\ D(V^{-1}(t))d(t,x(t)) \end{pmatrix} \right)+ + V^{\mu}(t)d^T(t)D(V^{-1}(t))R_1^{-1}D(V^{-1}(t))d(t,x(t)) - V(t)^{-\mu} x^T(t)D(V^{-1}(t))P L_1 P D(V^{-1}(t))x(t)+ + V^{\mu}(t)d^T(t)D(V^{-1}(t))R_2^{-1}D(V^{-1}(t))d(t,x(t)) - V(t)^{-\mu} x^T(t)D(V^{-1}(t))P L_2 P D(V^{-1}(t))x(t),$$

where

$$W_1 = \begin{pmatrix} PL_1 P & P \\ P & -V^{\mu}(t) R_1^{-1} \end{pmatrix}, \quad W_2 = \begin{pmatrix} PL_2 P & P \\ P & -V^{\mu}(t) R_2^{-1} \end{pmatrix}$$

are negative semidefinite. Then, taking into account (18) we obtain

$$\dot{V} \leq V^{\mu}(t) d^T(t) D(V^{-1}(t)) R_1^{-1} D(V^{-1})(t) d(t,x(t)) - V(t)^{-\mu} x^T(t) D(V^{-1}(t)) P L_1 P D(V^{-1}(t)) x(t).$$

The remaining proof follows a line similar to Lemma 3.■

Remark 3 If the matching condition $d_i(t,x(t)) = 0$, $i = 1, n - 1$ holds, then to relax the system (17) the matrix $R_2$ can be chosen as $R_2 = \begin{pmatrix} 0_{n-1} & 0 \\ 0 & \tilde{r}_{nn} \end{pmatrix}$, $\tilde{r}_{nn} \in \mathbb{R}_+$.

Remark 4 Considering the case of sampled-data control realization for the system (1) by Lemma 3 (or Lemma 4) global attractiveness of a compact set containing the origin can be shown only. In [29] this issue was studied more precisely where global asymptotic stability of the origin is proven.

Example 2 Consider the system (2) for $n = 3$ in the case of matched disturbances $d_1(t,x(t)) = d_2(t,x(t)) = 0$, $d_3(t,x(t)) = 0.1 x_i^{0.4}$. Define the control (6) with the parameter $\mu = 0.6$. The parameters of the control (6) were selected solving the LMI (17) for $r_{nn} = 0.807$, $\tilde{r}_{nn} = 0.1831$, $\kappa = 0.8151$, $\eta_1 = 1$: $P = \begin{pmatrix} 1.0153 & 0.2096 & 1.0136 \\ 0.2096 & 0.0572 & 1.8044 \\ 1.0136 & 0.4044 & 3.6398 \end{pmatrix}$ and $k = \begin{pmatrix} -0.0027 \\ 0.0009 \\ -0.0050 \end{pmatrix}$. Since $d_3^2 \leq 0.01 |x|^{2 \mu}$ and $V(x) \geq c_1 |x|^\mu$ it can be easily checked the inequality (18) holds. The estimation $c_1 = 0.218$ is obtained in accordance with (11).
Then, according to Lemma 4 the system (2), (6) is globally asymptotically stable with respect to 

\[ B_{c,f}^{27} \] (\( c = 3 \)) for any delay \( \tau \leq \tau_0 = 5.36 \times 10^{-2} \).

### 4.2 Control providing asymptotic stability in presence of delay

Using of Lemma 3 and Lemma 4 allows to design new hybrid stabilization algorithms, which preserve asymptotic stability of system trajectories.

Consider two implicit Lyapunov functions defined by

\[
\begin{align*}
Q_1(V,x) & = x^T D_{\nu}(V^{-1}) P D_{\mu}(V^{-1}) x - 1, \\
Q_2(V,x) & = x^T D_{\nu}(V^{-1}) P D_{\mu}(V^{-1}) x - 1,
\end{align*}
\]

where \( P \in \mathbb{R}^{n \times n}, P > 0, D_{\nu}(\lambda) = \text{diag}\{\lambda^{1+(n-i)\nu}\}_{i=1}^{n} \) and \( D_{\mu}(\lambda) = \text{diag}\{\lambda^{1+(i-1)\nu}\}_{i=1}^{n} \). Denote \( H_{\mu} = \text{diag}\{1+(n-i)\mu\}_{i=1}^{n} \) and \( H_{\nu} = \text{diag}\{1+(i-1)\nu\}_{i=1}^{n} \).

Then the following results can be obtained.

**Theorem 4 (Disturbance-free case)** Let for \( \mathbf{d}(t,x(t)) = 0 \) the system of linear matrix inequalities

\[
\begin{bmatrix}
AX + XA^T + by + y^TB + L_{\mu} + R_{\mu} \\
AX + XA^T + by + y^TB + L_{\nu} + R_{\nu}
\end{bmatrix} \geq 0, \quad L_{\nu} \succeq \omega_{\nu} X,
\]

be feasible for \( \mu \in \mathbb{R}_{\geq}^n, \nu \in (0,1], t_{\nu}, \eta_{\nu}, \rho_{\nu}, r_{\nu}, \zeta \), \( w_{\mu}, w_{\nu} \in \mathbb{R}_{\geq}, X \in \mathbb{R}^{n \times n}, y \in \mathbb{R}^{1 \times n} \) and the control law \( u \) is chosen in the form

\[
u(V,x) = \begin{cases} 
V^1_{-\mu} k D_{\nu}(V^{-1}) x & \text{for } x^T P x \geq 1, \\
V^1_{-\mu} k D_{\nu}(V^{-1}) x & \text{for } x^T P x < 1,
\end{cases}
\]

where \( k = y X^{-1}, P = X^{-1} \) and \( V \) is defined by

\[
V \in \mathbb{R}_{\geq}^n: \begin{cases} 
Q_1(V,x) = 0 & \text{for } x^T P x \geq 1, \\
Q_2(V,x) = 0 & \text{for } x^T P x < 1.
\end{cases}
\]

The system (2), (21) is globally asymptotically stable if

\[
\tau < \min \left\{ \frac{\nu_{1}^{-1} \sqrt{\nu_{1}^{-1} + 2 \sqrt{n \nu_{1}}} + \sqrt{\nu_{1} + |k_{\mu}| \sqrt{\zeta}}}{\sqrt{\nu_{1}^{-1} + 2 \sqrt{n \nu_{1}}} + \sqrt{\nu_{1} + |k_{\mu}| \sqrt{\zeta}}}, \right. \\
\left. \frac{\nu_{1}^{-1} \sqrt{\nu_{1}^{-1} + 2 \sqrt{n \nu_{1}}} + \sqrt{\nu_{1} + |k_{\mu}| \sqrt{\zeta}}}{\sqrt{\nu_{1}^{-1} + 2 \sqrt{n \nu_{1}}} + \sqrt{\nu_{1} + |k_{\mu}| \sqrt{\zeta}}} \right\},
\]

where \( l_{1} = \lambda_{\max}(X^{1/2}(1-\mu)I + H_{\mu})k^T k((1-\mu)I + H_{\mu})X^{1/2} \),

\( l_{2} = \lambda_{\max}(X^{1/2}(1+\nu)I + H_{\mu})k^T k((1+\nu)I + H_{\mu})X^{1/2} \)

and \( l_{2} = \lambda_{\max}(X^{1/2}A^T k^T kAX^{1/2}) \). Moreover, for any \( \tau > 0 \) trajectories of the closed-loop system are globally bounded.

**Proof.** The formula (22) implicitly defines the Lyapunov function candidate, which can be prolonged by continuity to the origin \( V(0) = 0 \). Note, that \( x^T P x \leq 1 \Rightarrow V(x) \leq 1 \) and \( x^T P x \geq 1 \Rightarrow V(x) \geq 1 \).

Similarly to Lemma 3 it can be shown that the set \( \Omega_{1} = \{ x \in c[-\tau,0]: V(x) \leq 1 \} \) is asymptotically attractive.

For the function \( Q_2(V,x) \) in the similar way as in the proof of Lemma 3 and according to [29] it can be shown, that \( V(x(t)) \leq \min \{ x(t) \geq 1 / \gamma \) if

\[
d_{\nu}^T(t) D_{\nu}(V^{-1}(t)) R_{\nu}^{-1} D_{\nu}(V^{-1}(t)) P D_{\nu}(V^{-1}(t)) x(t) \leq \beta_{\nu} V^2(t) \]

for some \( \beta_{\nu} \in (0,1) \).

The remaining proof follows a line similar to Lemma 3 to show the system is asymptotically stable in \( \Omega_{1} \). Validity of Theorem 4 is thus concluded.

**Example 3** Consider the system (2) for \( n = 3 \) in the disturbance-free case. Define the control \( u \) in the form (21) with the parameters \( \mu = \nu = 0.3 \). The matrix \( P > 0 \) and the vector \( k \) are obtained from the system (20) with \( r_{\mu} = 1, r_{\nu} = 2.5005, \eta_{\nu} = \eta_{\mu} = 1.5, w_{\mu} = w_{\nu} = 1: P = \begin{pmatrix} 0.3998 & 0.8005 & 0.3999 \\ 0.8005 & 2.0026 & 1.2014 \\ 0.3999 & 1.2014 & 1.2012 \end{pmatrix} \),

and \( k = \begin{pmatrix} -0.3999 \\ -0.9001 \\ -0.9001 \end{pmatrix} \). Obtained value of maximal delay is \( \tau_0 = \min \{ 2.68 \times 10^{-2}, 2.9 \times 10^{-2} \} = 2.68 \times 10^{-2} \). According to Theorem 4 the system (2), (21) is globally asymptotically stable if \( \tau < \tau_0 = 2.68 \times 10^{-2} \). Otherwise, similarly to Lemma 3 the system is converging to some compact set around the origin. The simulation results for \( \tau = 1.55 \times 10^{-2} \) are shown on Fig.1.
Theorem 5 (Disturbed case) Let for (2) the system of linear matrix inequalities
\[
\begin{align*}
\kappa_{\mu} (AX + XAT + by + y^T b^T) + L_{\mu_1} + R_{\mu_1} & \leq 0, \\
(1 - \kappa_{\mu}) (AX + XAT + by + y^T b^T) + L_{\mu_2} + R_{\mu_2} & \leq 0, \\
\kappa_{\nu} (AX + XAT + by + y^T b^T) + L_{\nu_1} + R_{\nu_1} & \leq 0, \\
(1 - \kappa_{\nu}) (AX + XAT + by + y^T b^T) + L_{\nu_2} + R_{\nu_2} & \leq 0,
\end{align*}
\]
be feasible for \( \mu \), \( \nu \) and some \( \kappa_{\mu}, \kappa_{\nu} \in (0, 1) \). Then the control law
\[
\begin{align*}
\eta & = \left\{ \begin{array}{ll}
0_{n \times 1} & \text{if } x^T P x \geq 1, \\
0_{n \times 1} & \text{if } x^T P x < 1,
\end{array} \right.
\end{align*}
\]
is asymptotically stable if
\[
\tau < \min\{ \frac{1}{\eta_{\nu}^2} l_1, \frac{1}{\eta_{\mu}^2} l_2, \frac{1}{|k_n|^2} l_1, \frac{1}{|k_n|^2} l_2, \frac{1}{\eta_{\nu}^2} l_1 + \frac{1}{\eta_{\mu}^2} l_2, \frac{1}{|k_n|^2} l_1 + \frac{1}{|k_n|^2} l_2 \}.
\]
5 Conclusion

The paper presents ILF-based control algorithms for systems with the delay in control (and/or measurement) channel, i.e., teleoperated and networked systems. Obtained nonlinear control algorithms preserve asymptotic stability for small delays \(0 < \tau < \tau_0 < \infty\) and global asymptotic stability with respect to a compact set containing the origin for any \(\tau \geq \tau_0\). The results can be used for the cases of a constant and fast-varying delays. Efficiency of the proposed control algorithms is demonstrated on numerical examples. There are a lot of topics for future research. For example, the presented results can be extended for linear MIMO systems using generalized homogenizing stabilization algorithm presented in [30]. Other directions are relaxation of restrictions, extension to output control case, study of transient performances, etc.
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