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Abstract
We construct strongly walk-regular graphs as coset graphs of the duals of three-weight codes
over Fq . The columns of the check matrix of the code form a triple sum set, a natural
generalization of partial difference sets. Many infinite families of such graphs are constructed
from cyclic codes, Boolean functions, and trace codes over fields and rings. Classification in
short code lengths is made for q = 2, 3, 4.
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1 Introduction

Since the seminal article of Delsarte [6], there is a well-known interplay between two-weight
codes and strongly regular graphs (SRG)via the coset graphof the dual code [1,2,19]. Strongly
walk-regular graphs (SWRG) were introduced in [20] as a generalization of strongly regular
graphs. Instead of a regularity condition bearing on paths of length 2, the notion of SWRG
demands a regularity on paths of length � > 1. Specifically, a graph is �-SWRG if there are
three integers (λ, μ, ν) such that the number of paths of length � between any two vertices
x and y is

• λ if x and y are connected;
• μ if x and y are disconnected;
• ν if x = y.
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2396 M. Shi, P. Solé

Thus � = 2 is the case of SRGs. Note that, by definition SRGs are �-SWRG for all � > 1. In
[4] was introduced the notion of triple sum set, a natural generalization of partial difference
sets, which enter the study of two-weight codes [3,14]. Let Fq denote the finite field of order
q. The set � ⊆ F

k
q is a triple sum set (TSS) if it is stable by scalar multiplication and if there

are constants σ0 and σ1 such that a nonzero h ∈ F
k
q can be written as

h = x + y + z, with x, y, z ∈ �,

• σ0 times if h ∈ �,

• σ1 times if h ∈ F
k
q \ �.

This was generalized in [11,12] to the notion of s-sum set by replacing the equation h =
x + y + z by h =

s∑

i=1
xi where each xi ∈ �.

The aim of this note is to connect these two notions bymeans of a third one: the coset graph
of a projective code [1]. The graphical approach of [20] makes several results on multiple
sum sets of [4,11,12] more transparent. Sometimes, new results are obtained (Theorem 6).
In the other direction, three-weight codes with known weight distributions provide many
infinite families of SWRGs with integral spectra that would be hard to construct otherwise.
Some classical tools of coding theory (Pless power moments, MacWilliams transform) allow
us to classify short codes over Fq with q = 2, 3, 4, that satisfy the hypotheses of Theorem
6, thus yielding s-sum sets for all odd s > 1.

The material is organized as follows. The next section collects the necessary definitions,
notations, and backgroundmaterial. The theoretical results are contained in Sect. 3. Section 4
classifies the three-weight codes of short length with the parameters of Theorem 6 for q =
2, 3, 4. Sect. 5 is devoted to many examples of constructions. Section 6 puts the results into
perspective and lists several challenging open problems.

2 Definitions and notation

2.1 Graphs

All graphs in this note are finite, undirected, connected, without multiple edges. Loops,
however, will be allowed. The neighborhood �(x) is the set of vertices connected to x . The
degree of a vertex x is the size of �(x). A graph is regular if every vertex has the same
degree. The i-neighborhood �i (x) is the set of vertices at geodetic distance i to x . A graph
is distance regular (DR) if for every pair of vertices u and v at distance i apart the quantities

ai = |�i+1(u) ∩ �(v)|
ci = |�i−1(u) ∩ �(v)|

solely depend on i and not on the special choice of the pair (u, v). In that situation the graphs
�i are regular of degree vi and we will refer to the vi s as the successive degrees of �. A DR
graph of diameter 2 is called a Strongly Regular Graph (SRG). Its parameters (ν, κ, λ, μ)

denote the number of vertices, the degree, the number of common neighbors of a pair of
connected vertices, the number of common neighbors of a pair of disconnected vertices. The
spectrum of a graph is the set of distinct eigenvalues of its adjacency matrix. It is denoted by
{λm1

1 , λ
m2
2 , . . . }, where mi stands for the multiplicity of the eigenvalue λi .
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Three-weight codes 2397

2.2 Linear codes

A linear q-ary code of length n, dimension k, minimum distance d is called an [n, k, d]q , or
an [n, k]q code for short. The (Hamming) weight of x ∈ F

n
q is the number of indices i where

xi �= 0. A two-weight code is an [n, k]q linear code having two nonzero weights w1 and w2.
A three-weight code or 3-weight code is an [n, k]q linear code having three nonzero weights
w1 < w2 < w3. In general, the weight distribution of the code is written in compact form
as [〈i, Ai 〉] where i runs over the weights in the code, and Ai is the number of codewords
of weight i . The dual weight distribution is the weight distribution of the dual code. The
duality is understood with respect to the standard inner product. The external distance of a
linear code is the number of nonzero weights in its dual. A coset of a linear code C is any
translate of C by a constant vector. A coset leader is any coset element that minimizes the
weight. The weight of a coset is the weight of any of its leaders. The covering radius is the
maximum weight of a coset. The coset graph �C of a code C is defined on the cosets of
C , two cosets being connected if they differ by a coset of weight one. Thus the diameter of
this graph equals the covering radius of the code. A code is completely regular if the weight
distribution of each of its cosets only depend on the weight of its coset leader. It is known [1]
that a code is completely regular iff its coset graph is a DR graph. In that case its covering
radius equals its dual distance.

From [1, Theorem 1.11.1], we have the following fact.

Theorem 1 If C is a q-ary code, of minimum distance at least three, with dual weight distri-
bution [〈i, Ai 〉], then the spectrum of �C is {(n(q − 1) − qi)Ai }. Thus Ai is the frequency of
weight i in C⊥ and the multiplicity of the eigenvalue n(q − 1) − qi .

A code is projective if the minimum distance of its dual code is at least three. The coset
graph with b loops �b

C of a code C is obtained from �C by adding b loops around every
vertex. The following result is immediate from the previous theorem.

Corollary 1 If C is a q-ary code, of minimum distance at least three, with dual weight distri-
bution [〈i, Ai 〉], then the spectrum of �b

C is {(b+n(q −1)−qi)Ai }. Thus Ai is the frequency
of weight i in C⊥ and the multiplicity of the eigenvalue b + n(q − 1) − qi .

3 Main results

If � ⊆ F
k
q and 0 /∈ �, we denote by C(�) the projective code of length n = |�|

q−1 obtained
as the kernel of the k × n matrix H with columns the projectively non equivalent non zero
elements of�. Thus H is the check matrix of C(�). To simplify notation, let �C(�) = �(�)

and �b
C(�) = �(�)b.

The following result is immediate from the definitions in the Introduction, and will be
used repeatedly and implicitly in the rest of the paper.

Theorem 2 The following are equivalent

• � (resp �
⋃

0) is an s-sum set,
• �(�) (resp. �(�)1) is an s-SWRG.

Proof Observe that�(�) is a Cayley graph on the group (Fk
q ,+)with generators the columns

of H . Thus the definition of an s-sum set can be regarded as a statement on the number of
paths of length s between 0 and h. 	
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The following result comes from the well-known connection between SRGs and two-
weight codes [1,2]. It was observed implicitly in [4].

Theorem 3 If C(�)⊥ is a two-weight code, then both �
⋃

0 and � are s-sum sets for all
s > 1.

Proof If C(�)⊥ is a two-weight code, it is well-known that �(�) is an SRG [1,2]. The result
follows by Theorem 2, and the observation, made in the Introduction, that SRGs are s-SWRG
for all s > 1. 	


The following result was observed in [12, Theorem III.6].

Theorem 4 If � or �
⋃

0 is an s-sum sets, then C(�)⊥ has at most three non-zero weights.
Furthermore, if s is even, then C(�)⊥ is an s-weight code.

We come to the coding-theoretic characterization of 3-sum sets which is contained in
a slightly less detailed form in [4, Theorem 2.1]. The consideration of coset graphs with
loops might seem artificial but is justified by the existence of several non trivial examples,
as evidenced by Sect. 4.

Theorem 5 Assume that C(�)⊥ is of length n and has three nonzero weightsw1 < w2 < w3.

Let b be any integer.

• � is a 3-sum set iff w1 + w2 + w3 = 3n(q−1)
q ;

• �
⋃

0 is a TSS iff w1 + w2 + w3 = 3(1+n(q−1))
q ;

• �b
C(�) is a 3-SWRG iff w1 + w2 + w3 = 3(b+n(q−1))

q .

Proof Follows by [20] Proposition 4.1, upon using either Theorem 1 or its corollary. 	

Remark In general, the parameters λ,μ, ν of a 3-SWRG graph are related to the three non-
trivial eigenvalues of the graph by the system of three equations in three unknowns given by
[20, Prop. 3.1]. The resulting formulas are too messy to be displayed.

Example 1 If q = 2 and n = 8, then the possible triples of weights are {345, 246, 156, 237,
147, 138}.
Example 2 If C(�) is the perfect binary Golay code, its dual weights are 8, 12, 16, and the
second condition of the above theorem is satisfied

8 + 12 + 16 = 3(23 + 1)

2
.

Example 3 IfC(�) is the extended ternary Golay code, its coset graph is distance regular [1].
Still, since its dual weights are 8, 12, 16, neither condition is satisfied, even though �(�) is
DR. This is a case where DR does not imply SWRG.

The following result is new in the context of s-sum sets.

Theorem 6 Assume that C(�)⊥ is of length n and has three nonzero weights w1 < w2 =
n(q−1)

q < w3, with w1 + w3 = 2n(q−1)
q . Then � is an s-sum set for all odd s > 1.

Proof Follows by [20] Proposition 4.2, upon using Theorem 1. 	


123



Three-weight codes 2399

The following result improves Prop. 4.3 of [11] by giving a simpler and more explicit dio-
phantine equation bearing on the weights of C(�)⊥.

Theorem 7 Assume that C(�)⊥ is of length n and has three nonzero weightsw1 < w2 < w3.

Let b be any integer.

• � is an s-sum set iff (w3 − w2)(n(q − 1) − qw1)
s + (w1 − w3)(n(q − 1) − qw2)

s +
(w2 − w1)(n(q − 1) − qw3)

s = 0.
• �

⋃
0 is an s-sum set iff (w3 − w2)(1+ n(q − 1) − qw1)

s + (w1 − w3)(1+ n(q − 1) −
qw2)

s + (w2 − w1)(1 + n(q − 1) − qw2)
s = 0.

• �b
C(�) is an s-SWRG iff (w3 − w2)(b + n(q − 1) − qw1)

s + (w1 − w3)(b + n(q − 1) −
qw2)

s + (w2 − w1)(b + n(q − 1) − qw2)
s = 0.

Proof Follows by [20] Proposition 4.3, upon using Theorem 1 or its corollary. 	

Example 4 If n = 24, q = 2 the only triples (w1, w2, w3) satisfying the first condition
of the above theorem for s = 5 are those satisfying the conditions of Theorem 6, namely
{11 + i, 12, 13 + i}, for i = 0, 1, . . . , 10.

Motivated by many similar examples, we are led to the following conjecture.

Conjecture � is an s-sum set for some s > 3 iff

(w1, w2, w3) = (w1,
n(q − 1)

q
,
2n(q − 1)

q
− w1),

for some 0 < w1 <
n(q−1)

q . In other words, the only s-sum sets for s > 3 are those satisfying
the hypotheses of Theorem 6.

This is consistent with the observation in [20, p. 808]: “It remains open whether there are
�-SWRG with � > 3 that are not m-SWRG for all odd m �= �”. The next result shows that,
when the conditions of Theorem 6 are not satisfied, a given code can yield an s-sum set for
at most one value of s.

Theorem 8 Assume that C(�)⊥ is of length n and has three nonzero weightsw1 < w2 < w3.

If w2 �= n(q−1)
q , or w1 + w3 �= 2n(q−1)

q , then there is at most one s > 1 such that � is an
s-sum set.

Proof Follows by [20, Theorem 4.4], upon using Theorem 1 or its corollary. 	


4 Classification in short lengths

In this section we classify three-weight codes satisfying Theorem 6 for q = 2, 3, 4, and
n small. For a 3-weight code C of parameters [n, k]q with weights w1 < w2 < w3, dual
distance ≥ 3, and respective frequencies A1 = Aw1 , A2 = Aw2 , A3 = Aw3 , denoted here
by [A1, A2, A3], we recall the Pless power moments (PPM) [13].

A1 + A2 + A3 = qk − 1

A1w1 + A2w2 + A3w3 = n(q − 1)qk−1

A1w
2
1 + A2w

2
2 + A3w

2
3 = n(q − 1)(1 + n(q − 1))qk−2.
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2400 M. Shi, P. Solé

The dimension of C is constrained by the fact that the distance of C⊥ is ≥ 3. This gives an
upper bound on n − k by the tables of [10] , and thus, a lower bound on k. The Delsarte
bound [13, Theorem 11.3.3] states that the covering radius of a code is at most its external
distance. Since C is a 3-weight code, the covering radius of C⊥ is ≤ 3. This implies by the
sphere-covering bound [5, p. 18] that

qk ≤ 1 + n(q − 1) +
(
n

2

)

(q − 1)2 +
(
n

3

)

(q − 1)3.

When q = 2,we can also use the tables on t[N , K ] the smallest covering radius of an [N , K ]2
code [5, p. 191]. This provides an upper bound on k. We denote by BK LC(GF(q), n, k)
the code given by Magma [15], as an [n, k, d]q with the largest d.

4.1 Binary codes

Observe first that, from the expression for w2, the length n must be even.

• If n = 4 or n = 6 the PPM eliminate all sets of parameters, returning non integral or non
positive solutions.

• If n = 8, q = 2 the only triples (w1, w2, w3) satisfying the first condition of the above
theorem for s = 5 are {(1, 4, 7), (2, 4, 6), (3, 4, 5)}.
– It is easy to see that 1, 4, 7 cannot be the threeweights of a binary code since 4−1 = 3,

and 4 + 1 = 5.
– It can be proved, using Pless power moments, andMacWilliams transform, that there

are exactly two codes of length 8, distance≤ 3, and dual weights (2, 4, 6), a [8, 2, 3]
and a [8, 3, 3] with respective weight distributions

[〈0, 1〉, 〈3, 1〉, 〈5, 1〉, 〈8, 1〉],
and

[〈0, 1〉, 〈3, 2〉, 〈4, 2〉, 〈5, 2〉, 〈8, 1〉].
– The Pless power moments return negative frequencies for a 3-weight codes with

weights (3, 4, 5) and dual distance ≥ 3.

• If n = 10, the PPM eliminate all parameters.
• If n = 12, similar arguments as for n = 8 only allows the weights (5, 6, 7) and (4, 6, 8).

The first set admits the unique frequencies (3, 3, 9). This is impossible since we must
have k ≥ 5. The second set admits eight possible triples of frequencies which reduce to
4 after using 5 ≤ k ≤ 8. These triples are

[16, 12, 3], [26, 24, 13], [42, 40, 45], [90, 72, 93].
The last two can be eliminated by MacWilliams transform. There are two codes with

[〈0, 1〉, 〈4, 16〉, 〈6, 12〉, 〈8, 3〉]
or

[〈0, 1〉, 〈4, 26〉, 〈6, 24〉, 〈8, 13〉].
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Three-weight codes 2401

These are BK LC(GF(2), 12, 5) and BK LC(GF(2), 12, 6) respectively. We do not
know if they are unique with these weight distributions.

4.2 Ternary codes

Observe first that, from the expression forw2, the length n must be a multiple of 3.Note also
that a ternary code can only have even frequencies since the map x → −x is a Hamming
isomorphism.

• If n = 3,weobtain the solution (1, 2, 3) for theweights, and [6, 12, 8] for the frequencies,
which determines uniquely the universe code F3

3.• If n = 6, the only admissible triple of weights is (2, 4, 6) which is impossible by the
PPM.

• If n = 9, the only admissible triple of weights are (3, 6, 9), (4, 6, 8), (5, 6, 7).Observing
that 3 ≤ k ≤ 6, the possible triple of frequencies given by the PPM are, respectively,

– [6, 66, 8], [24, 192, 26] and [78, 570, 80]. The last two can be ruled out by
MacWilliams transform. We leave the construction of a ternary 3-weight code with
weight distribution [〈0, 1〉, 〈3, 6〉, 〈6, 68〉, 〈9, 8〉] as an open problem.

– None that is integral.
– [6, 8, 12]. A codewith the dualweight distribution is BK LC(GF(3), 9, 6) inMagma

notation. This code has covering radius 2,missing the Delsarte bound by one. Hence
it is not completely regular. So its coset graph is not DR, hence not a SRG, but it is
an s-SWRG for all odd s!

• If n = 12, the only triple of weights not eliminated by PPM is (6, 8, 10). We know that
3 ≤ k ≤ 6. The only admissible triple of frequencies compatible with this condition
are [17, 42, 21], [71, 96, 75] and [233, 258, 237] which all contain odd components. No
code for n = 12.

4.3 Quaternary codes

Observe first that, from the expression for w2, the length n must be a multiple of 4.

• If n = 4, there is no possible triple of weights.
• If n = 8, the possible triples of weights are (4, 6, 8) and (5, 6, 7). The respective triple

of frequencies are [27, 3, 33], in the latter case, and

[6, 48, 9], [42, 168, 45], [186, 648, 189]

in the former, using the conditions 3 ≤ k ≤ 5. The triple [27, 3, 33], leads to a
MacWilliams transform with negative coefficients. A similar phenomenon happens for
[186, 648, 189]. The triple of frequencies [42, 168, 45] is realized for the binary first
order Reed-Mueller code RM(1, 3) read over F4. The existence of an [8, 3]4 with weight
distribution

[〈0, 1〉, 〈4, 6〉, 〈6, 48〉, 〈8, 9〉],

is left as an open problem.
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5 Infinite families

5.1 Binary cyclic codes

There are many examples from binary cyclic codes. If we consider the codes of length
n = 2m − 1 with either the weights in [9, Tables 1, 2], that is either {2m−1, 2m−1 ± 2m−1−�},
or {2m−1, 2m−1±2(m−2)/2},we see that the second condition of Theorem 5 is satisfied. These
codes are cyclic codes with two zeros, closely related to preferred pairs ofm-sequences [17].

5.2 q-ary cyclic codes

If we consider the codes C⊥ of length n = qm − 1 with the weights in [9, Tables 6–8] they
satisfy the relation

w1 + w2 + w3 = 3(1 − 1/q)(n + 1).

This shows, upon applying the third condition of Theorem 5 that the coset graph �
q−1
C with

q − 1 loops is a 3-SWRG.

5.3 Codes from Boolean functions

In [16] it is proved that so-called plateaued Boolean functions f on Fn
2 have a Cayley graph

G f on the group (Fn
2,+) with generating set the support of f that is

� f = {x ∈ F
n
2 | f (x) = 1},

that is 3-SWRG and �-SWRG for all odd � [16, Theorem 2]. Actually, this is the situation
of Theorem 6. Thus, � f is a TSS, and an �-sum set for all odd �. Moreover, C(� f ) is a
three weight code of length |� f | and codimension n. In that case the weights of C(� f ) are

{ n2 , n±2(n+s−2)/2

2 }, where s is a parameter depending on f . These codes were introduced first
in [7].

5.4 Trace codes over fields

The binary codes C⊥ of length n = 2m−1 − 1 with the weights in Table 1 of [8], satisfy the
relation

w1 + w2 + w3 = 3(1 − 1/2)(n + 1).

This shows, by the third condition of Theorem 5, that the coset graph �1
C is a 3-SWRG. It

also shows, by the second condition of Theorem 5, that the corresponding � with 0 adjoined
is TSS. The p-ary codes C⊥ of length n = pm−1 − 1 with the weights in [21, Tables 3-4]
satisfy the relation

w1 + w2 + w3 = 3(1 − 1/p)(n + 1).

This shows, by the third condition of Theorem 5, that the coset graph �
p−1
C with p− 1 loops

is a 3-SWRG.
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Table 1 Constructions from
codes

n q � Graph References

2m − 1 2 3 �1
C [9]

qm − 1 q 3 �
q−1
C [9]

2m 2 Odd �C [16]

2m−1 − 1 2 3 �1
C [8]

p2m − pm p 3 �C [18]

5.5 Trace codes over rings

Trace codes over rings can give few-weight codes over fields by application of a Gray map.
The three-weight p-ary codes C⊥ of length n = p2m − pm in [18] satisfy the relation

w1 + w2 + w3 = 3(1 − 1/p)n.

This shows, by the first condition of Theorem 5, that the coset graph �C is a 3-SWRG, or,
equivalently, that the � such that C(�) = C is a TSS.

5.6 Summary

We summarize the previous subsections in the following table.

6 Conclusion and open problems

In this article, we have developed the dictionary between multiple sum sets and strongly
walk-regular graphs via the coset graph of the code attached to such a set. Motivated by
concrete examples we have considered coset graphs with loops. In comparison with the
classical works on the topic [4,11,12] our note contains many infinite families of such sets
or graphs. It seems that most known families of three-weight codes were constructed in the
last five years. Classification in short length has been made for q = 2, 3, 4. It might be of
interest to go for larger fields or longer lengths.

One aim of researchwould be to findmore three-weight codes satisfying the first condition
of Theorem 5. Only one infinite family can be found in §4. Another open problem would
be to characterize by their parameters three-weight codes the coset graph of the dual code
of which is both DR and SWRG. Example 3 shows that this is not always true. Eventually,
the main open problem is the Conjecture of Sect. 3, which can be summarized as follows: an
s-sum set for some s > 3 is an s-sum set for all odd s > 3.
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