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Algorithm to compute nonlinear partial observer normal form
with multiple outputs

Wided Saadi, Driss Boutat, Gang Zheng, Lassaad Sbita and Lei Yu

Abstract—It is well-known that observer design is a powerful tool
to estimate the states of a dynamical system. Given a multi-output
nonlinear dynamical system whose states are partially observable, this
paper investigates the problem of observer design to estimate those
observable states. It considers firstly a nonlinear system without inputs,
and provides a set of geometric conditions, guaranteeing the existence
of a change of coordinates which splits the studied nonlinear dynamical
system into two subsystems, where one of them is of the well-known
nonlinear observer normal form, for which a Luenberger-like observer
can be designed. An extension to nonlinear systems with inputs has then
been deduced.

Index Terms—Partially observable, observer design, differential geo-
metric method

I. INTRODUCTION

A considerable amount of research has been done on observer error
linearization problem for a nonlinear dynamical system (see e.g. [1],
[2], [3] and the references herein). One of well-known approaches is
to seek a change of coordinates that transforms the studied system
into the so-called nonlinear observer normal form. This latter form
enables us to easily design an observer which generates a linear error
dynamics. This concept was firstly addressed by [2] for single-output
dynamical systems described as

ẋ = f (x) (1)

y = h(x) (2)

with y ∈ R. For such a system, they established necessary and
sufficient conditions that guarantee the existence of a change of
coordinates z = φ(x) which transforms (1-2) into the following
famous nonlinear observer output injection normal form

ż = Az+β (y) (3)

y = Cz (4)

where A and C are of the well-known Brunovsky observable canonical
form. It is important to note that the proposed change of coordinates
z = φ(x) linearizes the output of (2) as well. In order to enlarge the
class of dynamical systems that can be transformed into a nonlinear
observer normal form, one can also apply a diffeomorphism on the
output of the form ȳ = ϕ(y), which will lead to a similar observer
normal form as follows: ż = Az+β (ȳ), ȳ =Cz, where ȳ = ϕ(y). We
can see that, even if ϕ is a nonlinear function of the output y, it does
not cause problems when designing a Luenberger-like observer. This
idea was firstly proposed in [4] to relax the linearization constraint on
the output for the multi-output nonlinear system. A few years later,
[3] provided further information and clarifications on the work of [4],
[5] while limiting only to the case ϕ = I.
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One can also find the works of [6], [7] for a geometric character-
ization and the works of [8], [9] for an algebraic characterization.
Other related works on this topic dealt with the problem of the
linearization of the error dynamics by the so-called generalized input-
output injection or direct transformation (see eg. [10], [11]). Besides,
there exist as well some works treating the case where the above
matrices A and C in (3-4) are of the Brunovsky form depending on the
output (see eg. [12], [13], [14], [15]). A generalization of the work [3]
was done in [16] for a triangular form of the output diffeomorphism
ϕ . Within the framework of full-order nonlinear observer normal
form, we can also refer to the works for the extended nonlinear
observer normal form ([17], [18], [19], [20], [21], [22], [23]).

Up to now, most of research on this topic assumed that the
whole state of the studied system is observable, for the purpose of
transforming the whole system into the so-called observability normal
form. Few works have been done for the partial observability case,
which makes sense in many practical problems when only a part of
states are observable for the controller design. To our knowledge, one
of the first works to consider this problem is [24], where the authors
provided necessary and sufficient geometric conditions which guar-
antee the existence of a change of coordinates transforming a single-
output nonlinear dynamical system into a special partial observer
normal form. These conditions are improved in [25]. Unfortunately,
the proposed form turns out to be very restrictive since it is a direct
extension of the result proposed by [2]. To overcome this weakness,
[20] introduced a new partial observer normal form, which however
treated only single-output nonlinear dynamical system.

We would like to emphasize that the objective of this type
of transformation method is to facilitate the design of observer,
i.e., re-using the well developed observers in the literature for the
transformed normal form. If the whole state of the studied system is
observable, one can design either full-order observer or reduced-order
observer [26]. The concept of reduced-order observer is to decompose
the studied dynamical system into two parts: the part of measured
states (i.e., outputs) and those to be estimated, and the reduced-order
observer aims at estimating only the second part of the decomposed
system. This concept has been applied in [27], [28] and references
therein for nonlinear systems.

Although reduced-order observers estimate only partial observable
states for a fully observable system, the result presented in this paper
is completely different, since it treats partially observable dynamical
system. For linear system, via a linear transformation related to
observability indices, Kalman decomposition [29] enables us to de-
compose the studied system into observable and non-observable parts.
For nonlinear system, a similar result exists as well: by introducing
a diffeomorphism defined by observability indices, the nonlinear
system can be decomposed into observable and non-observable parts
[5]. It should be noted that the observable part of the transformed
system, by applying those two methods, is not of output injection
form (3-4), but of classical Brunovksy form with nonlinearity in
the last row of the observable part. Such a classical form cannot
admit a simple Luenberger-like observer. Unlike those methods, this
paper proposes geometric conditions that guarantee the existence of a
change of coordinates that decomposes a partially observable multi-
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output nonlinear dynamical system into two subsystems, where the
first dynamics is of output injection normal form involving observable
state, whereas the second subsystem contains all observable and
unobservable states. The advantage of such a decomposition is that we
can design a simple Luenberger-like observer for the studied system.

In fact, this paper attempts to complete our previous paper [30] for
multi-output nonlinear dynamical system by clarifying the important
dependence property and giving complete proofs of results. Particu-
larly, this paper gives corrections of Theorem 1 stated in [30] where
the conditions were wrong, since it was an intuitive translation of the
result obtained in [20] for the single-output case. For this, Proposition
1 in this paper is introduced. Moreover, in this work we give two
examples to explain more clearly our results and to show that the
multi-output case is quite different with respect to the single-output
case studied in [20]. Also, an extension to nonlinear systems with
inputs has also been presented in this paper.

II. NOTATIONS AND PROBLEM STATEMENT

This section provides notations and assumptions which are needed
in this work. Let us consider a multi-output nonlinear dynamical
system described as follows:

ẋ = f (x) (5)

y = h(x) (6)

where x ∈ X ⊂ Rn, f : X ⊂ Rn → Rn and h : X ⊂ Rn → Rm.
Without loss of generality, it is assumed that 0 ∈ X is an open
subset of Rn, f (0) = 0 and h(0) = 0. Furthermore, we assume that
the components of h: yi = hi for 1 ≤ i ≤ m are independent. Thus
the co-distribution D0 = span{dhi, for 1≤ i≤ m} spanned by the
differential of the outputs satisfies rankD0 =m. Set m0 =m and θi,1 =
dhi for 1≤ i≤m. Then, for k≥ 1 we define the following family of
co-distribution Dk = span

{
θi, j, for 1≤ i≤ m, 1≤ j ≤ k+1

}
where

θi, j = dL j−1
f hi denotes the ( j−1)th Lie derivative of the ith output in

f direction, with dL0
f hi = dhi = θi,1 . Now, for j≥ 1, we have D j−1⊆

D j, and let us note m j = rankD j − rankD j−1. Then, we can define
the observability indices of the pair ( f ,h) as the m-tuple (r1, · · · ,rm)
of integers where ri = max{ j : m j ≥ i} (see [31]). With a possible
reordering of the outputs indices, it can be assumed that r1 ≥ r2 ≥
·· · ≥ rm. In this paper, the following assumption is imposed ([31]):

Assumption 1: The observability indices {ri}1≤i≤m are assumed
to be constant on the open set X and satisfy the partial observability
rank condition, i.e., r = ∑

m
i=1 ri ≤ n. If r = n, then we have the full

observability rank condition, i.e. the whole states are observable.
Otherwise, there is an unobservable sub-manifold of the state space
X . In this case we say that the dynamical system is partially
observable.

For the partial observability case, this paper treats the following
problem.
Problem statement: Under Assumption 1, deduce necessary and
sufficient geometric conditions that guarantee the existence of a
change of coordinates φ(x) = (zT ,ηT )T where z = (z1, · · · ,zm)

T with
zi =

(
zi,1, · · · ,zi,ri

)T for 1≤ i≤m and η = (η1, · · · ,ηn−r)
T such that

the nonlinear dynamical system (5-6) can be transformed into the
following normal form with two decoupled subsystems:

żi = Aizi +βi(ȳ) (7)

η̇ = ξ (z,η) (8)

ȳi = Cizi (9)

where Cizi = zi,ri = yi +ϕ(y1, · · · ,yi−1), Ai and Ci are respectively
the (ri× ri) and (1× ri) well-known Brunovsky forms:

Ai =


0 · · · 0 0
1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

 , Ci =
(

0 · · · 0 1
)
.

The reason to propose such a normal form (7-9) is that we can
easily design a Luenberger-like observer for the subsystem (7) as
follows:

˙̂zi = Aiẑi +βi(y)+Ki(yi−Ciẑi) (10)

where Ki are the gains to be chosen such that (Ai−KiCi) is Hurwitz.
Accordingly, the observation error ei = zi− ẑi satisfies the following
linear dynamics: ėi = (Ai−KiCi)ei, for 1 ≤ i ≤ m. It is clear that
the observable states zi of (7) can be exponentially estimated via the
above Luenberger-like observer.

In order to deduce the required change of coordinates φ(x), the
following notations are introduced. For θi, j = dL j−1

f hi, define the
following co-distribution

∆ = span
{

θi, j, for 1≤ i≤ m and 1≤ j ≤ ri
}

(11)

Under Assumption 1, the above co-distribution is of dimension r =
rank∆ = ∑

m
i=1 ri ≤ n, implying that dLk

f h j ∈ ∆ for any k.
If dim∆ = n, we have the fully observable case which has been

treated in [4] and [3]. This paper is interested in the partially
observable case, i.e., dim∆ < n, then the annihilator (or kernel) of
∆, defined as follows:

∆
> = {X : ν(X) = 0, for any ν ∈ ∆} (12)

is a distribution of dimension n− r.
Before ending this section, we are going to introduce an important

family of vector fields
(
τ̄i, j
)

for 1 ≤ i ≤ m and 1 ≤ j ≤ ri, with
∑

m
i=1 ri = r = dim∆, which will be used to construct the change of

coordinates. The first m vector fields τ̄i,1 for 1≤ i≤m are chosen as
one solution of the following algebraic equations:

θi,ri

(
τ̄i,1
)

= 1, for 1≤ i≤ m (13)

θi,k
(
τ̄i,1
)

= 0, for 1≤ k ≤ ri−1 (14)

θ j,k
(
τ̄i,1
)

= 0, for j < i and 1≤ k ≤ ri (15)

θ j,k
(
τ̄i,1
)

= 0, for j > i and 1≤ k ≤ r j (16)

It is worth noting that the solution of (13-16) is not unique for the
following two key reasons:

1) The non uniqueness might exist even for the fully observable
case, i.e. r = ∑

m
i=1 ri = n. It can be explained by the number

of the algebraic equations for which the vector field τ̄i,1 should
satisfy. Indeed, the first vector field τ̄1,1 may satisfy r algebraic
equations (if r = n, then it is unique), while the other τ̄i,1
need only fulfill iri +∑

m
k=i+1 rk = r−∑

m
j<i(r j − ri)+∑

m
k=i+1 rk

algebraic equations;
2) For the case where r < n, one can notice that even τ̄1,1 is not

unique. For a given solution τ̄i,1 of the above algebraic equation,
it can be seen that τ̄i,1 +H is also a solution of (13-16) for any
H ∈ ∆>. However, we observe that those solutions are defined
modulo the distribution ∆>.

For each family of vector fields τ̄i,1 for 1≤ i≤m fulfilling (13-16),
we can calculate the rest of vector fields by induction as follows:

τ̄i,k =−ad f τ̄i,k−1, for 1≤ i≤ m and 2≤ k ≤ ri (17)

where ad f τ̄i,k−1 = [ f , τ̄i,k−1] denotes the Lie bracket of f with τ̄i,k−1.
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By using those vector fields and the associated 1-forms, the
objective is to deduce a change of coordinates φ(x), such that its

differential (noted as φ∗) yields φ∗( f ) =
[

Aizi +βi(ȳ)
ξ (z,η)

]
. The details

will be presented in Section IV, and in Section III we would like
firstly clarify the key difference when treating nonlinear systems with
single output and multiple outputs.

III. PRELIMINARY RESULT

Unlike single-output dynamical systems, the normal form for
nonlinear systems with multiple outputs may have a link between the
outputs and their high-order derivatives. This phenomenon becomes
an obstruction to design a Luenberger-like observer for such a normal
form. The purpose of this section is to clarify the conditions that
enable us to avoid this situation. To achieve this goal, we will firstly
recall the classical results for nonlinear multi-output observer normal
forms investigated in [4], [3] and [16], and then discuss the above
issue of dependence between an output and the derivative of others.
To do so, consider the following set:

£i =
{

dLk−1
f h j, for 1≤ j ≤ m and 1≤ k ≤ ri

}
\{dLri−1

f hi} (18)

for 1 ≤ i ≤ m, where the symbol \ means exclusion. Note as well
£ =

{
θi, j, for 1≤ i≤ m and 1≤ j ≤ ri

}
, thus ∆ = span{£} where ∆

is defined in (11).
Assume that the studied dynamical system (5-6) is fully observable,

i.e., dim∆ = r = n. Then the following result was stated in [4], [3].
Theorem 1: There exists a local diffeomorphism z = φ(x) which

transforms the dynamical system (5-6) into the form (7-9) without
the dynamics (8), if and only if
1) there exists a frame τ̄ j,s given by equations (13-17) such that:[

τ̄i,k, τ̄ j,s
]
= 0 (19)

for all 1≤ i, j ≤ m, 1≤ k ≤ ri and 1≤ s≤ r j;
2)

span{£i}= span{£i∩£} (20)

where £i for 1≤ i≤ m are defined in (18).
The condition (20) in Theorem 1 ensures that the outputs do not

influence each other by their derivatives. To clarify this fact, assume
that there exists 1 ≤ i ≤ m such that span{£i} 6= span{£i∩£}, then
there exists j > i with ri > r j and 1≤ k ≤ ri− r j such that

dLr j−1+k
f h j /∈ span{£i∩£} (21)

Since the studied system is assumed to be fully observable, we have

dL
r j−1+k
f h j = ∑

i−1
s=1

(
∑

rs−ri
t=1,rs>ri

λs,ri+t θs,ri+t

)
+λi,ri θi,ri +µ (22)

where we put all the terms with rs ≤ ri in µ = ∑
i
s=1 ∑

ri
t=1 βs,tθs,t

with βi,ri = 0 . It’s clear that µ ∈ span{£i∩£}, θs,ri+t ∈ £\£i∩£. In
particular, we have µ(τ̄i,1) = 0 and µ(τ̄s,rs−(ri+t)+1) = 0 for 1≤ s≤
i−1 and 0≤ t ≤ rs− ri. The following result provides another way
to check equation (21). A partial result of the following proposition
can be found in [16] for a triangular form without any proof.

Proposition 1: For 1 ≤ i < j ≤ m, the following assertions are
equivalent:
1) for 1≤ k ≤ ri− r j, dLr j−1+k

f h j ∈ span{£i∩£}
2) for 1≤ s≤ i−1, 0≤ t ≤ rs− ri and 1≤ k ≤ ri− r j,{

dLr j−1+k
f h j(τ̄i,1) = 0

dLr j−1+k
f h j(τ̄s,rs−(ri+t)+1) = 0

3) for 1≤ s≤ i−1, 0≤ t ≤ rs− ri and 1≤ k ≤ ri− r j,{
dh j(τ̄i,r j+k) = 0
dh j(τ̄s,rs−(ri+t)+r j+k) = 0

Proof. By definition of τ̄ j,s given by (13-17) and definition of £i
in (18), it is clear that the distribution given by the kernel of the
co-distribution span{£i∩£} is spanned by τ̄i,1 and τ̄s,rs−(ri+t)+1 for
1≤ s≤ i−1 and 0≤ t ≤ rs−ri. Hence, from the expression (22), we
can conclude that items 1) and 2) of Proposition 1 are equivalent.

In order to show that the items 1) and 2) are equivalent to the
item 3) of Proposition 1, we would like firstly to prove that if
dLl

f h j(τ̄p,q) = 0, then

dLl+1
f h j(τ̄p,q) =−dLl

f h j(τ̄p,q+1) (23)

For this, let us recall that for a differential 1-form ν , its differential
dν is a differential 2-form, defined by its evaluation on a pair of
vector fields X and Y as follows:

dν(X ,Y ) = LX ν(Y )−LY ν(X)−ν([X ,Y ]). (24)

Now, in (24) let us set ν = dLl
f h j, X = f and Y = τ̄p,q. As ν is

an exact 1-form, then we have 0 = L f dLl
f h j(τ̄p,q)−Lτ̄p,q dLl

f h j( f )−
dLl

f h j([ f , τ̄p,q]). Therefore, if dLl
f h j(τ̄p,q) = 0, the above equation

becomes 0 = −dLl+1
f h j(τ̄p,q) + dLl

f h j(τ̄p,q+1) which leads to the
desired equation (23).

Consequently, as we have dLl
f h j(τ̄p,q) = 0 for 1 ≤ l ≤ r j −

2 + k, therefore, by induction we can obtain dLr j−1+k
f (τ̄p,q) =

dh j(τ̄p,q+r j+k−1). Thus, by taking τ̄p,q = τ̄i,1 or τ̄s,rs−(ri+t)+1, with
the knowledge of dLl

f h j(τ̄p,q) = 0 for 0≤ l ≤ r j−2+ k, we proved
the equivalence between item 2) and item 3) of Proposition 1.

Remark 1:
1) The item 3) of Proposition 1 is very useful because it uses only

the objects that have already been computed (i.e., dh j, τ̄i,r j+k
and τ̄s,rs−(ri+t)+r j+k). Thus, we do not need to compute high-

order derivatives dLr j−1+k
f h j for k ≥ 1;

2) If the item 3) of Proposition 1 is not fulfilled for some integers
s and t for 1≤ s≤ i−1 and 0≤ t ≤ rs− ri, then the jth output
y j will be affected by the high-order derivative y(ri−(r j+k))

i of
the output yi or y(ri+t−(r j+k))

s of the output ys;
3) This shows that the condition (20) in Theorem 1 is fundamental

for the case where the outputs are not affected by the others for
the observer normal form (7-9) without the dynamics (8).

Example 1: In order to clarify the fact discussed above, consider
the following dynamical system{

ẋ1 = 0, ẋ2 = x1, ẋ3 = x2 + x3x4, ẋ4 = x3
ẋ5 = x5x6, ẋ6 = x5,y1 = x4,y2 = x3 + x6

A straightforward calculation leads to θ1,1 = dx4, θ1,2 = dx3,
θ1,3 = dx2 + x4dx3 + x3dx4, θ1,4 = dx1 + d

(
x4x2 + x3x2

4 + x2
3
)
,

θ2,1 = dx3 + dx6, and θ2,2 = dx5 + dx2 + x4dx3 + x3dx4.
From equations (13-16) and (17) we obtain τ̄1,1 =

∂

∂x1
,τ̄1,2 = ∂

∂x2
, τ̄1,3 = ∂

∂x3
, τ̄1,4 = ∂

∂x4
+ x4

∂

∂x3
, τ̄2,1 = ∂

∂x5
,

τ̄2,2 = ∂

∂x6
+ x6

∂

∂x5
, £1 = { θ1,1,θ1,2,θ1,3,θ2,1,θ2,2,dL2

f h2,dL3
f h2 },

£ = { θ1,1,θ1,2,θ1,3,θ1,4,θ2,1,θ2,2 }, and £1 ∩ £ =
{ θ1,1,θ1,2,θ1,3,θ2,1,θ2,2 }.

It is clear that those vector fields commute, thus condition (19)
of Theorem 1 is fulfilled. Thus, there exists a change of coordinates
as z1,1 = x1, z1,2 = x2, z1,3 = x3− 1

2 x2
4 and z1,4 = y1 = x4. However,

condition (20) of Theorem 1 fails, since a straightforward calculation
shows that dL2

f h2 = θ1,4 + x6
(
θ2,2−θ1,3

)
+ x5

(
θ2,1−θ1,3

)
/∈ £1 −

(£1∩£). Indeed, we have z2,1 = x5− 1
2 x2

6 and z2,2 = x6 = y2− ẏ1.
That means the output z2,2 provided by this change of coordinates
is affected by ẏ1. Therefore it cannot be considered as a measured
output for the obtained normal form. This can be explained by the
fact that dh2( τ̄1,3) 6= 0 or dL2

f h2
(
τ̄1,1
)
6= 0.
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The second part of this section is to discuss some properties of the
co-distribution ∆ defined in (11) which will be used in the sequel to
deduce the required change of coordinates.

Lemma 1: For (5-6), we have the following properties:
1) the co-distribution ∆ defined in (11) and the distribution ∆>

defined in (12) are involutive;
2) the co-distribution ∆ defined in (11) and the distribution ∆>

defined in (12) are both invariant with respect to the vector field
f of (5-6), i.e., L f ν ∈ ∆ for any 1-form ν ∈ ∆ and [ f ,H]∈ ∆> for
any vector field H ∈ ∆>;

3) there exist (n− r) vector fields, noted as {τr+1, · · · ,τn}, that span
∆> and commute, i.e., [τi,τ j] = 0 for r+1≤ i, j ≤ n.

Proof. The following will prove the above three results one by one.
1) It is clear that the co-distribution ∆ defined in (11) is involutive
since it is spanned by the exact forms θ j,k. Then for any X ,Y ∈ ∆>,
and for 1 ≤ i ≤ m and 1 ≤ j ≤ ri, due to (24), we have dθi, j = 0,
θi, j(Y ) = θi, j(X) = 0, which gives θi, j([X ,Y ]) = 0. This is equivalent
to [X ,Y ] ∈ ∆>. Thus, the annihilator ∆> is also involutive.
2) Using the well-known Cartan’s identity [32], we have L f θi, j =
ı f dθi, j + dı f θi, j = dı f θi, j because dθi, j = 0. On the other hand,
dı f θi, j = dθi, j( f ) = θi+1, j for 1 ≤ j ≤ ri − 1 and dθi,ri( f ) =

dLri+1
f θi,ri ∈∆ due to the partial observability rank condition imposed

by Assumption 1. Therefore, in any case we have L f θi, j ∈ ∆.
Now, let H ∈∆>. Since θi, j for 1≤ i≤m and 1≤ j≤ ri are closed,

then thanks to (24) we have θi, j([ f ,H]) = L f θi, j(H)−LHθi, j( f ) =
−LHθi, j( f ). Using again the Cartan’s identity, we obtain LHθi, j( f ) =
iHdθi, j( f ) because iHθi, j( f ) = 0 which is due to the fact that the
interior product of a function by a vector field is equal to zero. As
dθi, j( f ) = L f θi, j ∈ ∆>, we obtain θi, j([ f ,H]) = 0, thus [ f ,H] ∈ ∆>.
3) As ∆> is involutive, it is well-known (see e.g. [33]) that there exists
a basis {τr+1, · · · ,τn} such that [τi,τ j] = 0 for all r+1≤ i, j ≤ n.

Lemma 2: Given a family of τ̄i, j deduced by equations (13-17) for
1≤ i≤m and 1≤ j≤ ri, then for any H ∈ ∆> we have [τ̄i, j,H]∈ ∆>,
i.e., ∆> is invariant with respect to τ̄i, j.
Proof. It should be noted that we need only to prove the result for
τ̄i,1 with 1≤ i≤m. The reason is that, according to the construction
τ̄i, j = [τ̄i, j−1, f ] for 1≤ i≤m and 1≤ j≤ ri, by using the well-known
Jacobi’s identity, we have

[τ̄i, j,H] = [[τ̄i, j−1, f ],H] =−[[H, τ̄i, j−1], f ]− [[ f ,H], τ̄i, j−1]

which belongs to ∆> if and only if [τ̄i, j−1,H]∈ ∆> since [ f ,H]∈ ∆>

thanks to second item of Lemma 1. Therefore, if we can prove the
result stated in Lemma 2 for τ̄i,1 with 1 ≤ i ≤ m, then it will be
satisfied as well for τ̄i, j for 1≤ i≤ m and 2≤ j ≤ ri.

To achieve such a goal, we should prove θs,t(
[
τ̄i,1,H

]
) = 0 for 1≤

i≤m, 1≤ s≤m, 1≤ t ≤ rs, and this is equivalent to
[
τ̄i,1,H

]
∈ ∆>.

As θs,t for 1 ≤ s ≤ m and 1 ≤ t ≤ rs are closed and θs,t(H) = 0
for any H ∈ ∆>, then from formula (24) we have θs,t(

[
τ̄i,1,H

]
) =

LHθs,t(τ̄i,1) for which the following two different cases should be
distinguished.
Case 1: i = 1

According to (13-16), we know that θs,t(τ̄1,1) is a constant (either
0 or 1 for different indices), therefore its Lie derivative is 0. Thus
θs,t(

[
τ̄1,1,H

]
) = LHθs,t(τ̄1,1) = 0, which implies that

[
τ̄1,1,H

]
∈ ∆>.

Case 2: 2≤ i≤ m
For i 6= 1, the function θs,t(τ̄i,1) is not necessarily constant for all

θs,t . In what follows, we will prove the result for i = 2, and the same
argument can be used to prove the result for 3≤ i≤ m.

According to (13-16), it can be seen that θs,t(τ̄2,1)= 0 for 2≤ s≤m
and 1≤ t ≤ rs, except when s= 2 and t = r2 for which θ2,r2(τ̄2,1) = 1.
On the other hand we have θ1,t(τ̄2,1)= 0 for 1≤ t ≤ r2. Consequently,
for all θs,t , we have θs,t(

[
τ̄2,1,H

]
) = 0 for any H ∈ ∆>.

It remains us to prove that the result is true as well for
θ1,r2+1, · · · ,θ1,r1 . As we have proved in the above that it is always
true if θ1,k(τ̄2,1) for r2 +1≤ k≤ r1 is constant. In the following, we
will show that it is true as well even if θ1,k(τ̄2,1) is not constant.

For this, for any θ1,k(τ̄2,1) = λ which is not constant, we can
rewrite it as follows: θ1,k = λθ2,r2 +ν where ν is 1-form such that
ν(τ̄2,1) = 0, since θ1,k and θ2,r2 belong to ∆ which implies ν ∈ ∆.
Therefore, we have

ν = ∑qi, jθi, j (25)

which is a combination of some θi, j that vanish on τ2,1 and qi, j are
functions.

As θ2,r2([τ̄2,1,H]) = 0 because of the formula (24), due to the
fact that θ2,r2(τ̄2,1) = θ2,r2(H) = 0, then θ2,r2([τ̄2,1,H]) = 0 is equiv-
alent to ν([τ̄2,1,H]) = 0. To show this, consider again the for-
mula (24) for ν : dν(τ̄2,1,H) = Lτ̄2,1 ν(H)−LHν(τ̄2,1)−ν([τ̄2,1,H]).
As ν(H) = ν(τ̄2,1) = 0, this equation becomes dν(τ̄2,1,H) =
−ν([τ̄2,1,H]). On the other hand, the differentiation of (25) gives
dν = ∑dqi, j ∧ θi, j + ∑qi, jdθi, j = ∑dqi, j ∧ θi, j since dθi, j = 0.
Hence, dν(τ̄2,1,H) = ∑dqi, j(τ̄2,1)θi, j(H) − dqi, j(H)θi, j(τ̄2,1) = 0
since θi, j(H) = θi, j(τ̄2,1) = 0. Finally, we obtain θ1,k([τ̄2,1,H]) =
ν([τ̄2,1,H]) = 0, and we proved [τ̄2,1,H] ∈ ∆> for any H ∈ ∆>.

The above lemma enables us to state the following result.
Corollary 1: Given a family of τ̄i, j deduced by equations (13-17)

for 1≤ i≤ m and 1≤ j ≤ ri, then we have[
τ̄i,k +Hi, τ̄ j,s +H j

]
=
[
τ̄i,k, τ̄ j,s

]
modulo ∆

> (26)

for any Hi ∈ ∆> and H j ∈ ∆>.
Proof. Given a family of τ̄i, j deduced by equations (13-17) for 1≤
i≤ m and 1≤ j ≤ ri, a straight calculation yields[

τ̄i,k +Hi, τ̄ j,s +H j
]
=
[
τ̄i,k, τ̄ j,s

]
+
[
τ̄i,k,H j

]
+
[
Hi, τ̄ j,s

]
+
[
Hi,H j

]
We know from Lemma 1 that ∆> is involutive, thus

[
Hi,H j

]
∈ ∆>.

From Lemma 2 we deduced that
[
τ̄i,k,H j

]
and

[
Hi, τ̄ j,s

]
both belong

to ∆>, thus we proved the result stated in Corollary 1.

IV. MAIN RESULT

This section deals with the geometric condition that guarantees the
existence of a change of coordinates transforming system (5-6) into
the proposed observer normal form (7-8). Before stating the main
result of this work, we need the following lemma.

Lemma 3: For a family of τ̄1,k satisfying (13-16) and the associated
τ̄i,k for 2≤ k≤ ri deduced from (17), there exists a family of vector
fields τi,k = τ̄i,k modulo ∆⊥ such that

[
τi,k,τ j,s

]
= 0 for 1≤ k≤ ri and

1≤ s≤ r j , if and only if [τ̄i,k, τ̄ j,s] ∈ ∆⊥.
Proof. Necessity: Suppose that there exist Hi,k ∈ ∆⊥ and H j,s ∈ ∆⊥,
which determine τi,k = τ̄i,k +Hi,k and τ j,s = τ̄ j,s +H j,s for 1≤ k≤ ri
and 1≤ s≤ r j such that

[
τi,k,τ j,s

]
= 0, then we have 0 =

[
τi,k,τ j,s

]
=

[τ̄i,k, τ̄ j,s] modulo ∆⊥, which implies that [τ̄i,k, τ̄ j,s] ∈ ∆⊥.
Sufficiency: Assume that for one choice of the family τ̄1,k satisfying
(13-16), we have [τ̄i,k, τ̄ j,s]∈ ∆⊥ for 1≤ k≤ ri and 1≤ s≤ r j defined
in (17). Then we need to prove that there exist Hi, j ∈∆⊥,H j,s ∈∆⊥ for
1≤ k≤ ri and 1≤ s≤ r j such that [τi,k,τ j,s] = 0 where τi,k = τ̄i,k+Hi,k
and τ j,s = τ̄ j,s +H j,s.

Let {τr+1, · · · ,τn} be (n−r) determined commutative basis of ∆⊥,
it is well-known (see [33]) that there exist r commutative vector fields,
noted as {X1, · · · ,Xr}, such that they commute with {τr+1, · · · ,τn},
thus form together a basis of the tangent fiber bundle TX of X .

Therefore, we can rewrite τ̄i,k as: τ̄i,k = ∑
r
l=1 γ

i,k
l (x)Xl +

∑
n
l=r+1 µ

i,k
l (x)τl where functions γ

i,k
l (x) are constant on the leaves

of ∆⊥ thus Lτi γ
i,k
l = 0 because of the invariance of ∆⊥ by
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means of τ̄i,k thanks to Lemma 2 : [τ̄i, j,τi] ∈ ∆⊥. By choos-
ing Hi,k = −∑

n
l=r+1 µ

i,k
l (x)τl ∈ ∆⊥, then we have: τi, j = τ̄i,k +

Hi,k = ∑
r
l=1 γ

i,k
l (x)Xl . For the same reason, there exists H j,s =

∑
n
l=r+1 κ

j,s
l (x)τl ∈ ∆⊥ yielding: τ j,s = τ̄ j,s +H j,s = ∑

r
l=1 α

j,s
l (x)Xl .

Moreover, for 1≤ j ≤ ri and 1≤ s≤ rt , due to the invariance of ∆⊥

by means of τ̄i, j, we have

[τ̄i,k, τ̄ j,s] = [τi,k,τ j,s] modulo ∆⊥ (27)

As [Xk,Xs] = 0 for 1 ≤ k,s ≤ r and the fact that functions γ
i,k
l and

α
j,s

l are constant on the leaves of ∆⊥, then (27) becomes [τ̄i,k, τ̄ j,s] =[
∑

r
l,m=1 γ

i,k
l LXl α

j,s
m Xm−∑

r
m,l=1 α

j,s
l LXm γ

i,k
l Xl

]
modulo∆⊥.

Thus, if [τ̄i,k, τ̄ j,s] ∈ ∆⊥, then there exist Hi,k ∈
∆⊥ and H j,s ∈ ∆⊥ defined above, such that
[τi,k,τ j,s] = ∑

r
l,m=1 γ

i,k
l LXl α

j,s
m Xm−∑

r
m,l=1 α

j,s
l LXm γ

i, j
l Xl = 0

which is due to the fact that Xk /∈ ∆⊥.
Based on the preliminary results presented in Section III and in

the above Lemma 3, we are now ready to state our main theorem.
Theorem 2: There exists a local change of coordinates (zT ,ηT )T =

φ(x) which transforms system (5-6) into the observer normal form
(7-8) if and only if the following conditions are satisfied:

1) there exists a family of vector fields τ̄i,1 for 1≤ i≤ m which are
solutions of algebraic equations (13-16), such that we have[

τ̄i,k, τ̄ j,s
]
∈ ∆
> (28)

where τ̄i,k and τ̄ j,s are defined by (17) for all 1 ≤ i, j ≤ m, 1 ≤
k ≤ ri and 1≤ s≤ r j;

2) for all 1≤ i≤ m, 1≤ k ≤ ri we have[
τ̄i,k,τl

]
∈ ∆ (29)

where the vector fields τl , for r+1≤ l ≤ n, were deduced in the
item 3) of Lemma 1;

3) for 1 < i < j ≤ m and ri > r j we have

dh j(τ̄i,r j+k) = 0 and dh j(τ̄s,rs−(ri+t)+r j+k) = 0, (30)

with 1≤ k ≤ ri− r j, 1≤ s≤ i−1 and 0≤ t ≤ rs− ri

Proof. Necessity: Suppose that there exists a local change of co-
ordinates (zT ,ηT )T = φ(x) which transforms (5-6) into (7-8). Note
ω = dφ(x), then ω is the pullback of dz and dη for (7-8). Therefore,
we need only to check the necessity for (7-8). It is clear that, for (7-8),
there exist τ̄i,k =

∂

∂ zi,k
for 1≤ i≤m and 1≤ k≤ ri and τr+ j =

∂

∂η j
for

1≤ j ≤ n− r such that all conditions in Theorem 2 are satisfied for
(7-8). Then, according to the property of pullback, we can conclude
that those conditions are necessary for (5-6).
Sufficiency: Suppose that all conditions in Theorem 2 are satisfied.
Then we can construct the following multi-valued matrix Λ:

Λ =



θ1,1(τ̄1,1) · · · θ1,1(τ̄1,r1 ) · · · θ1,1(τ̄m,rm )
...

. . .
...

. . .
...

θ1,r1 (τ̄1,1) · · · θ1,r1 (τ̄1,r1 ) · · · θ1,r1 (τ̄m,rm )
θ2,1(τ̄1,1) · · · θ2,1(τ̄1,r1 ) · · · θ2,1(τ̄m,rm )

...
. . .

...
. . .

...
θm,rm (τ̄1,1) · · · θm,rm (τ̄1,r1 ) · · · θm,rm (τ̄m,rm )


.

Let us set θ =
(

θ1,1, · · · ,θ1,r1 ,θ2,1, · · · ,θm,rm

)T and τ̄ =(
τ̄1,1 · · · τ̄1,r1 τ̄2,1 · · · τ̄m,rm

)
. The 1-forms θi, j can be seen

as co-vectors (row vectors) and τ̄i, j are column vectors. Therefore, θ

and τ̄ are matrices of type r×n and n×r, respectively. As the 1-forms
θi j and the vectors τ̄i, j are both independent, then θ and τ̄ are both
of rank r. Recall that ∆T = kerθ , and we have ∆T ⋂span{τ̄i, j}= 0,

then we deduce that Λ = θ × τ̄ is a r× r invertible matrix. Hence,
we can define r differential 1-forms as follows:

ω =
(

ω1,1, · · · ,ω1,r1 ,ω2,1, · · · ,ωm,rm

)T
= Λ

−1
θ (31)

From the above formula, we see that 1-forms ωi, j are linear combina-
tions of 1-forms θi, j. Thus they span the same co-distribution ∆ and
have the annihilator as ∆>. Therefore, they are well defined from any
family τ̄i,1 modulo ∆>. By the definition we have ωi, j(τ̄s,t) = δ s

i δ t
j

where δ s
i is the Kronecker delta, therefore if the condition (28) of

Theorem 2 is fulfilled, then the co-distribution spanned by ωi, j is
integrable. From the dual version of the result (see Theorem 2.42
and Corollary 2.43 and their proofs on page 57 of [33]), there always
exist ωk for 1 ≤ k ≤ n− r that complete this basis. In other words,
we can find n− r differential 1-forms ω j for 1≤ j ≤ n− r such that

• ω j(τk) = δ
j

k for r+1≤ k, j ≤ n;
• ω j(τ̄s,t) = 0 thus the annihilator of these 1-forms is spanned by

τ̄s,t .

Note that, by using formula (24), the above 1- forms ω j together with
ωi,k are independent and closed. Then, according to the construction
procedure, we have ω j(τr+ j) =

∂

∂η j
for 1≤ j≤ n−r and ωi,k(τ̄i,k) =

∂

∂ zi,k
. Therefore, thanks to Poincaré’s Lemma, there exists a change

of coordinates φ(x) = (zT ,ηT )T such that the differential of φ is
φ∗ = ω .

Let us show how the vector field f in the dynamical
system (5-6) is transformed by φ . To do so, we compute

∂

∂η j
φ∗( f ), and we obtain ∂

∂η j
φ∗( f ) =

[
∂

∂η j
,φ∗( f )

]
. Then

we have ∂

∂η j
φ∗( f ) = φ∗(

[
τr+ j, f

]
) ∈ φ∗(∆>) because

τr+ j ∈ ∆> and ∆> is f -invariant by Lemma 1. Therefore
∂

∂η j
φ∗( f ) ∈ span{ ∂

∂ηk
, for 1≤ k ≤ n− r}.

Now we compute ∂

∂ zi, j
φ∗( f ) for 1 ≤ i ≤ m and 1 ≤ j ≤ ri − 1,

and we obtain ∂

∂ zi, j
φ∗( f ) = φ∗(

[
τ̄i, j, f

]
) = φ∗(τ̄i, j+1 +

H) = φ∗(τ̄i, j+1) + φ∗(H) where H ∈ ∆> which gives
∂

∂ zi, j
φ∗( f ) = ∂

∂ zi, j+1
modulo ∆>. Therefore, by integration we have

φ∗( f ) = ∑
m
j=1

(
∑

r j−1
k=1 z j,k

∂

∂ z j,k+1

)
+β (zr1 , · · · ,zrm) modulo ∆> . It

remains to find the relation between (zr1 , · · · ,zrm) and the outputs
y1, · · · ,ym. For this, it should be noted that from the equation
(30), together with (16) for 1 ≤ i, j ≤ m and ri > r j + 1, we have
dLk

f h j(τ̄i,1) = 0 for 0≤ k ≤ ri−1.
Now, using formula (24) for ν = dLk

f h j, X = f and Y = τ̄i,1 we
obtain 0 = L f dLk

f h j(τ̄i,1)−Lτi,1 dLk
f h j( f )−dLk

f h j[ f , τ̄i,1].
If dLk

f h j(τ̄i,1) = 0, then we obtain dLk+1
f h j(τ̄i,1) = dLk

f h j(τ̄i,2).
Therefore, by induction we deduce that dh j(τ̄i,ri−1) = · · · =
dh j(τ̄i,1) = 0..

Thus the output h j does not depend on ẏi, · · · ,y
(ri−1)
i . However,

dh j(τ̄i,ri) may not be equal to 0. Therefore by integration we obtain
y j = zr j +ϕ j(zr1 , · · · ,zr j−1).. As zr1 = y1, zr2 = y2+ϕ(y1) and so forth
zrm = ym +ϕ(y1, · · · ,ym−1), finally we obtain (9).

The following statements can be made by applying the results of
Lemma 2 and Corollary 1.

Remark 2:
1) The following two items are equivalent

- The items 1), 2) and 3) of Theorem 2 are fulfilled by at
least one family of vector fields τ̄i, j;

- The items 1), 2) and 3) of Theorem 2 are fulfilled for
the family of vector fields τi, j obtained from any τ̄i, j
by removing the components in τl directions. Especially,
this family fulfills the following commutativity conditions[
τi,k,τ j,s

]
= 0 and

[
τi,k,τl

]
= 0.
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2) If the dynamical system (5-6) is fully observable, i.e., dim∆ =
r = n, then ∆> = 0. Therefore, condition (28) of Theorem 2
becomes the same as condition (19) of Theorem 1, condition
(29) is always satisfied and thanks to the Proposition 1, equation
(30) is equivalent to equation (20). Thus, in this sense, we can
say that Theorem 2 is a generalization of Theorem 1.

Let show an example to highlight the first two items in Remark 2.
Example 2: Consider the following dynamical system{

ẋ1 = x3x1, ẋ2 = x1, ẋ3 =−x3 + x3x2
2

ẋ4 =−x4 + x1x2
3 + x2

4,y1 = x2, y2 = x3

A straightforward calculation leads to θ1,1 = dx2 , θ1,2 = dx1 and
θ2,1 = dx3. A solution of (13-16) can be chosen as τ̄1,1 =

∂

∂x1
, τ̄1,2 =

∂

∂x2
+ x3

∂

∂x1
+ x2

3
∂

∂x4
and τ̄1,3 = ∂

∂x3
. It’s clear that ∆ = span{ ∂

∂x4
}.

Therefore, we obtain
[
τ̄1,2, τ̄1,3

]
= − ∂

∂x1
− 2x3

∂

∂x4
/∈ ∆> because of

the presence of the direction ∂

∂x1
. However, if we choose τ̄1,3 =

∂

∂x3
+ x2

∂

∂x1
, then the Lie bracket becomes

[
τ̄1,2, τ̄1,3

]
= −2x3

∂

∂x4

which belongs to ∆>. As τ4 = ∂

∂x4
, the condition (29) in Theorem

2 is also fulfilled. The second item of Remark 2 means that we can
choose τ̄1,2 =

∂

∂x2
+x3

∂

∂x1
modulo ∆>. The last condition in Theorem

2 is obviously satisfied, because in this case we have r1 = r2 + 1.
The above discussion is in accordance with the fact that if we take
the following change of coordinates z1 = x1− x3x2 and keep other
variables unchanged, we can obtain the desired normal form.

Theorem 2 is for system (5-6) which does not contain any input.
The extension of this result to treat systems with inputs is presented
in the following corollary.

Corollary 2: Consider

ẋ = f (x)+∑
s
k=1 gk(x)uk

y = h(x)
(32)

where uk ∈ R for 1 ≤ k ≤ s is input. Assume that the pair ( f ,h)
fulfills the conditions in Theorem 2. Then the above system can be
transformed into

żi = Aizi +βi(ȳ)+∑
s
k=1 γ1,k(ȳ)uk

η̇ = ξ (z,η)+∑
s
k=1 γ2,k(ȳ)uk

ȳi =Cizi

if and only if the following conditions are satisfied:
• [τ̄i, j,gk] ∈ ∆ for all 1≤ i≤ m, 1≤ j ≤ ri−1 and 1≤ k ≤ s
• [τl ,gk] ∈ ∆ for all r+1≤ l ≤ n and 1≤ k ≤ s

where τ̄i, j and τl are given in Theorem 2.
Proof. The proof of this corollary is quite similar to that of Theorem
2. The following just gives a sketch of the proof.

Since the pair ( f ,h) of (32) satisfies the conditions in Theorem
2, then there exists a diffeomorphism φ such that the vector field

f of (32) can be transformed as φ∗( f ) =
[

Aizi +βi(ȳ)
ξ (z,η)

]
. Now let

us see how φ∗ transforms the vector fields gk for 1 ≤ k ≤ s. For
this, we need to compute ∂

∂ zi, j
φ∗(gk) and ∂

∂ zl
φ∗(gk) for 1 ≤ i ≤ m,

1≤ j≤ ri−1, r+1≤ l ≤ n and 1≤ k≤ s. The stated two conditions
in Corollary 2 are then equivalent to ∂

∂ zi, j
φ∗(gk) = φ∗[τ̄i, j,gk]∈ ∆ and

∂

∂ zl
φ∗(gk) = φ∗[τl ,gk] ∈ ∆. Hence, we get the stated result by simply

following the same arguments as those in Theorem 2 for φ∗( f ).
Given a multi-output nonlinear dynamical system of the form (5-

6), the following summarizes the complete procedure when applying
the proposed method:
Step 1: Determine the observability indices ri for 1≤ i≤ m and com-

pute the associated observability 1-forms θi, j for 1 ≤ i ≤ m
and 1≤ j ≤ ri;

Step 2: Determine ∆, ∆⊥ and calculate a commutative basis
{τr+1, · · · ,τn} that spans ∆⊥;

Step 3: Choose any solution τ̄i,1 of (13-16) for 1 ≤ i ≤ m, and
eliminate all its terms modulo ∆⊥ which yields τi,1;

Step 4: Iteratively, for 2≤ j ≤ ri, compute [τi, j, f ] and eliminate all
its terms modulo ∆⊥ which yields τi, j;

Step 5: Calculate the multi-valued matrix Λ and the associated r
differential 1-forms ω;

Step 6: Integrating ω yields z = φ1(x), and then we can choose
η = φ2(x), complementary to φ1(x) such that φ(x) =
[φ T

1 (x),φ T
2 (x)]T forms a change of coordinates;

Step 7: For (5-6), applying φ(x) = (zT ,ηT )T to obtain the form (7-
9), and design an observer of form (10).

V. EXAMPLE

In order to highlight the proposed result, let us consider the
following nonlinear system:

ẋ1 = x2x5 + x3x4− x3
3 + x3x5, ẋ2 = x1, ẋ3 = x2

ẋ4 =−2x3x4 +2x3
3−2x2x5, ẋ5 = x4− x2

3
ẋ6 =−x6 + x2x5,y1 = x3,y2 = x5

(33)

In the literature, for a general nonlinear system, most of existing
methods of observer design need to impose some additional assump-
tions on the nonlinear terms, such as global Lipschitz condition [34],
or similar norm-inequalities [35]. Concerning the above example
which contains the quadratic and cubic terms, it can be easily
checked that those assumptions are not satisfied. Consequently, these
techniques cannot be applied to design observer for the studied
example. The following shows, via the diffeomorphism, a simple
Luenberger-like observer can be designed for this example.
Step 1-2: A straightforward calculation gives θ1,1 = dx3, θ1,2 = dx2,
θ1,3 = dx1, θ2,1 = dx5 and θ2,2 = dx4−2x3dx3, we can see that those
1-forms are independent. Thus, ∆ = span{ θ1,1,θ1,2,θ1,3,θ2,1,θ2,2 }
is of rank 5, thus we have observability indices r1 = 3 and r2 = 2,
and we have ∆T = span{τ6} where τ6 =

∂

∂x6
.

Step 3-4: Now, let us take the following one solution of (13-16):
τ̄1,1 = ∂

∂x1
and τ̄2,1 = ∂

∂x4
, and compute the other vector fields by

using (17): τ1,2 = ∂

∂x2
, τ1,3 = ∂

∂x3
+ x5

∂

∂x1
− 2x5

∂

∂x4
+ x5

∂

∂x6
, τ2,2 =

∂

∂x5
+x3

∂

∂x1
−2x3

∂

∂x4
It is easy to check that [τ̄i, j, τ̄k,s] = 0 except for

τ̄1,3 with τ̄2,2. In fact we have
[
τ̄1,3, τ̄2,2

]
= ∂

∂x6
∈ ∆T . Following the

result presented in Section IV, if we take τi, j = τ̄i, j for j 6= 3 and
τ1,3 = τ̄1,3−x5τ6, then all τi, j commute. Therefore, we can build the
change of coordinates.
Step 5-7: To compute the change of coordinates, we will first cal-

culate Λ =


0 0 1 0 0
0 1 0 0 0
1 0 x5 0 x3
0 0 0 0 1
0 0 −2x5−2x3 1 −2x3

. Then, by applying

equation (31) we obtain

dz1,1 = ω1,1 =−x5θ1,1 +θ1,3− x3dx5 = d (x1− x3x5)
dz1,2 = ω1,2 = dx2,dz1,3 = ω1,3 = dx3
dz2,1 = ω2,1 = d(x4 +2x3x5)
dz2,2 = ω2,2 = dx5

Due to the fact that τ6 = ∂

∂x6
, hence we can simply choose η = x6.

Therefore we deduce the following change of coordinates:

z1,1 = x1− x3x5,z1,2 = x2,z1,3 = x3
z2,1 = x4 +2x3x5,z2,2 = x5,η = x6

Finally, we obtain the transformed normal form as

ż1,1 = y2
1 + y1y2, ż1,2 = z1,1 + y1y2

z1,3 = z1,2, ż2,1 = 2y3
1, ż2,2 = z2,1−2y1y2− y2

1
η̇ =−η + z1,2z2,2,y1 = z1,3,y2 = z2,2
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Then, we can design a Luenberger-like observer of the form (10) to
estimate the observable states. The corresponding simulation results
are depicted in Figure 1 with the following gain:

K =

[
191.9958 103.9886 103.9886 −0.2064 −0.0334
−9.6788 −3.4892 −0.3029 35.0112 12.0017

]T

0 0.5 1 1.5 2 2.5 3
time(s)

-25

-20

-15

-10

-5

0

5

10

e11
e12

e13
e21

e22

Fig. 1. Estimation errors.

VI. CONCLUSION

This paper deduced necessary and sufficient geometric conditions
to transform a nonlinear dynamical system with multiple indepen-
dent outputs into a partial observer normal form. Then, a simple
Luenberger-like observer can be designed for such a partial observer
normal form. Examples were provided to highlight these conditions.
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