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Event-triggered observer design for delayed output-sampled systems
Chengcheng Song, Haoping Wang, Senior Member, IEEE , Yang Tian, and Gang Zheng

Abstract— This paper investigates the event-triggered observer
design problem for nonlinear state affine systems. The output data
of systems are event-triggered-sampled (sparse) and received by
observer with certain time delays. A novel event-triggered mecha-
nism is proposed to decide when the data need to be transmitted.
The proposed observer globally and exponentially converges to
the considered plant under the designed event-triggered mecha-
nism. The effectiveness of the proposed event-triggered observer
is illustrated with the comparison to existing works through simu-
lations.

Index Terms— Event-triggered, observer, nonlinear,
time delays.

I. INTRODUCTION

In conventional networked control systems, data are sampled
and transmitted periodically for the communication of different
components. Recently, the aperiodic event-triggered sampling and
transmission method becomes a rising concern due to the capacity
of saving energy, such as bandwidth and sensor battery energy. The
key of such a method is to design an event-triggered mechanism with
which the stability of the investigated system can be still guaranteed.

The problems of event-triggered control systems with full state
available have been abundantly studied in the literature [1]–[5],
including observer-based control techniques. However, most of these
studies are limited only to linear systems [6]–[13], and few papers
deal with nonlinear systems [14]–[22]. Precisely, [14], [15] studied
an event-triggered mechanism in which the data are sent when the
error induced by the event-triggered sampling exceeds a prescribed
threshold, and this threshold was replaced by a time-varying one
in [16]–[22]. In those mentioned papers, the common idea was
to design the event-triggered mechanism in a common fixed form,
depending on the dynamics of the data to be transmitted. Actually,
most of studies in the event-triggered transmission adopt this con-
ception to design the event-triggered mechanism. For example, [23]–
[25] studied the event-triggered sampling problem with time delays
based on this conception. Even though this conception provides the
convenience and simplicity for controller design, it still provides
some conservative conditions: it imposes more transmissions when
the system’s trajectory changes fast, and less transmissions when
it changes slowly. A more reasonable even-triggered mechanism
might be dependent of the system’s performance. Thus, a new event-
triggered mechanism depending on system’s performance is proposed
in this paper, based on which an impulsive observer is designed
for a class of nonlinear systems. The key conception is to design
the event-triggered mechanism, based on the system’s performance
requirement, to yield less restrictive condition. In fact, this conception
has already attracted researchers’ attention, for example [12], [26],
[27], however those studies were incomplete and unsystematic. [12]
studied only linear systems, while the method in this paper is for a
class of nonlinear systems. The result stated in [26] did not consider
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the time delay which will be studied in this paper. Although the
event-triggered mechanism has also been studied in [27] for nonlinear
systems, the system performance based conception was only used
to design a parameter of the event-triggered mechanism, instead of
designing the whole event-triggered mechanism.

The observer design of sampled-data system mainly has three
methods, including continuous-time method [28]–[30], discrete-time
method [31], and hybrid method [32], [33]. Generally, the observer
designed via the continuous-time method finally needs to be digitized
in practical applications, Consequently, the sampling period cannot
be too large. The observer designed via the discrete-time method
needs an exact discrete-time model of systems, which is usually
not suitable for nonlinear systems. Thus, the hybrid method is more
appropriate for dealing with the observer design problem for sampled-
data nonlinear systems, compared with the other two methods. The
idea of this paper is based on the hybrid observer proposed in
[33], which in fact was an extension of the result published in
[34]. In our work, an event-triggered observer for nonlinear state
affine systems in the networked environment is proposed. Due to
the limited communication resources, the system’s output is event-
triggered-sampled (sparse) and received by the observer from an
unknown network, inducing unknown time delays. Based on the
received data, an observer will be designed according to system
performance requirement with a novel event-triggered mechanism.

In this paper, the following notations are used. The symbols R
and R+ denote the sets of real numbers and positive real numbers,
respectively. The notation ‖x‖ represents the Euclidean norm of an
element x ∈ Rn, n ∈ N. For p, q ∈ N, Rp×q stands for the set
of real matrices of dimension p× q. For n ∈ N, In ∈ Rn×n is the
identity matrix of dimension n×n. For p, q,m, n ∈ N, if F ⊂ Rp×q
and G ⊂ Rm×n, C0(F,G) denotes the space of all continuous
functions mapping from F to G. For Q ∈ Rm×n,m, n ∈ N,
the notation ‖Q‖ represents the L2-norm of Q. F ′ represents the
transpose of matrix/vector F . We say that αIn ≤ S ≤ βIn
where S ∈ Rn×n, n ∈ N if λmin(S) ≥ α and λmax(S) ≤ β
where λmin(S) and λmax(S) denote the smallest and the biggest
eigenvalues of matrix S, respectively. For ζ : R→ Rp×q and t ∈ R,
the notation ζ−(t) denotes the left limit of ζ at instant t if it exists. t0
represents the initial time in the sequel. tk for k ∈ N represents the
detection instant of the proposed event-triggered condition, satisfying
tk − tk−1 = te where te ∈ R is a positive constant. t̄j for j ∈ N
is the sending instant (or the event-triggered instant). τ represents a
known upper bound of the communication delay that may occur.

II. PROBLEM FORMULATION

Consider the following class of systems:{
ẋ(t) = A(u)x(t) + b(u)
y(t) = Cx(t)

(1)

where x ∈ Rn is the state vector, u ∈ D ⊂ Rm is the input
vector, D is a compact set, and y ∈ Rp is the output vector. The
matrices A ∈ C0(Rm,Rn×n), b ∈ C0(Rm,Rn), C ∈ Rp×n are
known, with n,m, p ∈ N and x0 = x(t0). The transition matrix
of system (1) denoted as ψu ∈ C0(Rm,Rn×l) is known, with l ∈ N.
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Definition 1: Consider the following system, for t ∈ [t0,∞):{
ẋ(t) = A(u)x(t)
y(t) = Cx(t)

(2)

with the transition matrix ψu(·, t0), which satisfies ψu(t0, t0) = In.
The bounded input u is said to be regularly persistent, if there exist
ta, tb ∈ [t0,∞), δ ∈ R+, such that, for all t ≥ tb∫ t+ta

t ψ′u(s, t0)C′Cψu(s, t0)ds ≥ δIn (3)

Regularly persistent inputs ensure the studied system to be
observable, see [35]. Thus, We need the following hypothesis.

Hypothesis 1: The input u is regularly persistent and the constants
ta and δ are known.

In this paper, it is assumed that the output of system (1) is event-
triggered sampled and delayed. Under the assumption that system
(1) is observable, the objective of this paper is to propose an event-
triggered mechanism (ETM) and design an event-triggered observer,
such that the proposed observer can globally and exponentially
estimate the states of system (1) under the designed ETM.

As it has been explained, we are interested in how to design an
efficient observer for (1) when its output is sampled and contains
unknown delay. The word ‘efficient’ means that we want to use as less
information of the output as possible. Normally, a sampling process is
introduced before sending the measurement to observer through the
network with unknown but bounded delay. This sampling process
could be either periodic or aperiodic. In [33], the upper and lower
bounds of the sampling period are obtained. For the periodic sampling
case, since the upper bound of the sampling period is fixed, even for
the case where the observer can perfectly converge at the required
rate without triggers at some time instants, the measurement will still
be sampled with the upper bound period and sent to the network.
From the efficiency point of view, such a configuration is in fact
not a good option. Logically, if the observer can converge at the
required rate even without transmissions at some time instants, then
these transmissions are unnecessary. In other words, a mechanism to
judge the performance of observer is useful to increase the efficiency.
Inspired by this idea, the periodic sampling process is modified in
this paper by inserting an ETM, which is depicted in Fig. 1.
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Fig. 1. Configuration of event-triggered observer (E-O) design for delay
output-sampled system
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Fig. 2. Relationship between tk ∈ Sp and t̄j ∈ Se

The proposed event-triggered mechanism is designed to decide
whether to send the output data at each sampled instant tk. That

means the designed event-triggered mechanism actually belongs to
the kind of periodic event-trigger mechanism, i.e. we consider peri-
odic event trigger with delay. The notation tk for k ∈ N represents
a strictly increasing sequence such that limk→∞ tk = ∞ with
tk − tk−1 = te, te > 0, which means it is periodic. Define
Sp = {tk}, which are the judgment instants for the event-triggered
condition which will be exploited in Section III. In order to avoid the
ambiguity, denote Se = {tj} as the set of sending instants, or event-
triggered instants, which are aperiodic. Obviously, one has Se ⊆ Sp.
The relationship between tk ∈ Sp and t̄j ∈ Se is shown in Fig. 2.
Define τ as the known upper bound of the unknown transmission
delay due to the communication network, and it is assumed in this
paper that τ ≤ te. This assumption means that the sending data are
available for the observer before the next sending instant. Therefore,
the objective of this paper is to design an event-triggered observer, in
which an event-triggered mechanism is designed to decide t̄j when
the stability of observer system is guaranteed, and these will be
discussed in the next section.

III. EVENT-TRIGGERED OBSERVER DESIGN

A. Impulsive observer

For system (1), since τ is the upper bound of the unknown
transmission delay due to the communication network, then the
following event-triggered observer is proposed:
• for k ≥ 1, t ∈ [tk−1 + τ, tk + τ){

˙̂x(t) = A(u)x̂(t) + b(u)

Ṡ(t) = −A′(u)S(t)− S(t)A(u)− µS(t)
(4)

• for j ≥ 1, t ∈ [ tj−1 + τ, tj + τ)

ẇ(t) = CA(u(t− τ))x̂(t− τ) + Cb(u(t− τ)) (5)

• for t = tk + τ
S(tk + τ) = S−(tk + τ) + teC

′C
x̂(tk + τ) = x̂−(tk + τ)

+ρteS
−1(tk + τ)C′(w(tk + τ)− Cx̂(tk))

(6)

• for t = tj + τ
w(tj + τ) = y(tj) (7)

where the notation x̂ ∈ Rn is the estimation of x, S(t) ∈ Rn×n is
the observation gain, w(t) ∈ Rp is the output estimation, µ ∈ R+

and ρ ∈ [1,∞) are parameters which need to be designed. The
Proposition 1 in the next part ensures the positive definiteness of
matrix S, which guarantees the existence of S−1. x̂0 and S0 denote
the initial conditions, and S0 should be symmetric positive definite.
Define ŷ = Cx̂ as the output of observer.

Note that tk is the sampling instant which is periodic and the
period is determined based on Proposition 1 borrowed from [34]. t̄j
is the sending instant, which is aperiodic or event-triggered (See Fig.
2). Then it is clear that the proposed observer is composed of the
continuous mode (4-5) and the discrete mode (6-7). At each discrete
periodic instant tk + τ , an impulse is generated, and the observer
is switched from continuous mode (4) to discrete mode (6), so the
estimate of state is corrected with the output estimation w(tk+τ). At
each discrete aperiodic instant tj + τ , an impulse is also generated,
and the output estimator is switched from continuous mode (5) to
discrete mode (7), so the estimate of output is corrected with the real
output y(tj).

Note that the above designed observer (4-7) contains only the
known variables tk, t̄j and τ , so a copy of the observer model can
be set at the level of the event-triggered mechanism (or the sensor
side). In other words, the states of the proposed observer x̂ can be
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seen as the available information when designing the event-triggered
mechanism. Actually, the similar idea has also been used to solve
the problem of event-triggered control in the literature [36]. Since τ
is known, which is the upper bound of unknown delays, a buffer is
necessary to be set at the observer side, to store the received output
data, and then update observer at time instant t̄j + τ . To simplify
the notations, the following regards x̂ as the state of the observer
designed at the level of ETM.

Since the variables in the proposed observer can be seen as the
available information when designing the event-triggered mechanism,
now we can start to design a new event-triggered mechanism. Define
Vy(t) = e′y(t)ey(t) with ey = ŷ − y. Since the judgment instants
of the event-triggered condition are tk ∈ Sp, the sending instants (or
the event-triggered instants) t̄j ∈ Se are determined as follows:

Se =
{
t ∈ Sp

∣∣∥∥∥w(t) +
∫ t
t−τ (CA(u(s))x̂(s) + Cb(u(s)))ds− y(t)

∥∥∥2

> σ(t)Vy(t− te + τ)
}

(8)
where σ(t) ∈ R is positive which is one of parameters
designed/chosen by the user.

Remark 1: Actually, the above event-triggered rule (8) can be
written in a simple form as Se =

{
t ∈ Sp

∣∣∣∥∥w−(t+ τ)− y(t)
∥∥2

> σ(t)Vy(t−te+τ)
}

without the integral part. However, we do not
use this simple form because the inequality in (8) needs to be checked
at each instant tk, and we cannot have future value w−(tk+τ) at the
current instant tk, so we need to use the integral to make a prediction,
in order to respect the causality, which is given in (8).

Actually, the event-triggered mechanism designed in this paper
belongs to a static kind. In literature [37], [38], the dynamic event-
triggered mechanism is designed, where a filter is introduced to
improve the original static one, resulting in a less restrictive trigger
condition (less transmissions). This conception is useful to further
improve the event-triggered mechanism designed in this paper.

B. Convergence analysis
Define the state observation error as e = x̂−x, with equations (1)

(4) and (6), one obtains the following dynamical equations:{
ė(t) = A(u)e(t) t ∈ [tk−1 + τ, tk + τ)
e(tk + τ) = e1(tk + τ) + e2(tk + τ)

(9)

where e1(tk + τ) = e−(tk + τ) − ρteS−1(tk + τ)C′Ce(tk) and
e2(tk + τ) = ρteS

−1(tk + τ)C′(w(tk + τ)− y(tk)).
Consider the following Lyapunov function:

V (t) = 1
4e(t)

′S(t)e(t) (10)

where S(t) is defined by (4) and (6) which is always symmetric
positive definite, guaranteed by the following Proposition 1. In this
section, the goal is to prove the exponential decrease of Lyapunov
function V (t), including in continuous-time intervals and at discrete-
time instants. And at discrete-time instants, V (t) should satisfy the
condition V (tk+τ) ≤ γ(tk)V (tk−1 +τ) where γ(t) ∈ R satisfying
0 < γ(t) < 1 for all t = tk, k ≥ 1. Both the parameters γ(t) and
σ(t) can be designed later, and the specific method will be shown in
Remark 3.

Then we can state the following result.

Proposition 1: Let u be a regularly persistent input for sys-
tem (1), for all µ ≥ 2ξ where ξ = supt≥t0 ‖A(u(t))‖, if
te ≤ T , where T is the unique positive term such that T =

δe−2ξ(ta+T )/(4ξ‖C′C‖(ta + T )), then, for all S(t0) symmetric
positive definite, there exist constants α, β ∈ R+ such that, for
t ∈ [t0,∞)

αIn ≤ S(t) ≤ βIn (11)

The proof of Proposition 1 can be found in [34].

Remark 2: ξ is well defined because A is continuous and
the considered inputs belong to a compact set. T always exists:
writing condition T = δe−2ξ(ta+T )/(4ξ‖C′C‖(ta + T )) as
4ξ‖C′C‖(ta + T )T = δe−2ξ(ta+T ), it is clear that for positive
values of T , the polynomial term on the left-hand side will cross
the exponential on the right-hand side at a unique point.

Theorem 1: Assume that Hypothesis 1 holds and µ > 2ξ as stated
in Proposition 1. The proposed observer (4-7) globally and expo-
nentially converges to system (1) if there exist positive parameters
0 < γ(t) < 1, σ(t) > 0 for all t = tk, k ≥ 1 such that the following
conditions are satisfied: te ≤ min

{
α

ρ‖C‖2 , T
}

e−
µte
4 +

4∆5ξ
2‖C‖2τ2
α e−

µ(te−τ)
4 +

4(ρte)
2‖C‖4
α2 σ(tk) ≤ 2γ(tk)

(12)
where ∆5 = ρte

(
(1 + ρte

α ‖C‖
2)2 + ρte

α ‖C‖
2
)

.
Proof : Considering the Lyapunov function defined in (10), the

proof of Theorem 1 can be divided into the following 3 steps.
Step 1 proves the decrease of Lyapunov function in continuous-
time intervals, and Step 2-3 proves the decrease of Lyapunov
function at discrete-time instants. Specifically, Step 2 tries to prove
V (tk + τ) is bounded by a formula related to V (tk−1 + τ) and
‖w(tk + τ) − y(tk)‖2, which will be used in Step 3 to prove that
the Lyapunov function at discrete-time instants is decreasing if the
event-triggered mechanism is designed as (8).

Step 1: To prove V (t) is decreasing when t ∈ [tk−1 + τ, tk + τ).

Suppose that all conditions in (12) are satisfied. Then, with the
considered Lyapunov function V (t) for t ∈ [tk−1+τ, tk+τ) defined
in (10), its time derivative leads to

V̇ (t) = − 1
4µV (t) (13)

Step 2: To prove V (tk + τ) is bounded by a formula related to
V (tk−1 + τ) and ‖w(tk + τ)− y(tk)‖2.

According to (9), compute V (tk + τ) as

V (tk + τ) =
1

4
e(tk + τ)′S(tk + τ)e(tk + τ)

=
1

4
(e1(tk + τ) + e2(tk + τ))′S(tk + τ)

(e1(tk + τ) + e2(tk + τ))

≤ 1

2
(e1(tk + τ)′S(tk + τ)e1(tk + τ)

+ e2(tk + τ)′S(tk + τ)e2(tk + τ))

(14)

where we applied the Young’s inequality.
First, let us deal with e1(tk + τ)′S(tk + τ)e1(tk + τ). By using the
Leibniz integration formula, one obtains

e−(tk + τ) = e(tk) +
∫ tk+τ
tk

ė(s)ds (15)
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By substituting e(tk) with (15), e1(tk + τ) can be written as

e1(tk + τ) = e−(tk + τ)− ρteS−1(tk + τ)C′C

e−(tk + τ) + ρteS
−1(tk + τ)

C′C

∫ tk+τ

tk

ė(s)ds

= e−(tk + τ)− ρteS−1(tk + τ)C′C

e−(tk + τ) + ρteS
−1(tk + τ)

C′C

∫ tk+τ

tk

A(u(s))e(s)ds

(16)

Compute e1(tk + τ)′S(tk + τ)e1(tk + τ) according to (16) as

e1(tk + τ)′S(tk + τ)e1(tk + τ)

= e−(tk + τ)′∆1(tk + τ)e−(tk + τ)

+ e−(tk + τ)′∆2(tk + τ)I0 + I ′0∆3(tk + τ)I0

(17)

where

∆1(tk + τ) = S(tk + τ)− 2ρteC
′C

+ ρ2te2C′CS−1(tk + τ)C′C

∆2(tk + τ) = 2ρte(In − ρteC′CS−1(tk + τ))C′C

∆3(tk + τ) = ρ2t2eC
′CS−1(tk + τ)C′C

I0 =

∫ tk+τ

tk

A(u(s))e(s)ds

(18)

With some further computations, one gets

e−(tk + τ)′∆1(tk + τ)e−(tk + τ)

= V −(tk + τ) + ρ2t2ee
−
y (tk + τ)′CS−1(tk + τ)

C′e−y (tk + τ)− 2ρte‖e−y (tk + τ)‖2

≤ V −(tk + τ) + ρ2t2eα
−1‖C‖2‖e−y (tk + τ)‖2

− 2ρte‖e−y (tk + τ)‖2

(19)

and

e−(tk + τ)′∆2(tk + τ)I0

= 2ρtee
−(tk + τ)′C′(Ip − ρteCS−1(tk + τ)C′)CI0

≤ 2ρte

(
1 +

ρte
α
‖C‖2

)
‖CI0‖‖e−y (tk + τ)‖

≤ ρte
(

1 +
ρte
α
‖C‖2

)2

‖CI0‖2 + ρte‖e−y (tk + τ)‖2

(20)

From equations (17-20), one obtains

e1(tk + τ)′S(tk + τ)e1(tk + τ)

≤ V −(tk + τ) + te∆4‖e−y (tk + τ)‖2 + ∆5‖CI0‖2
(21)

with

∆4 =
ρ2te‖C‖2

α
− ρ

∆5 = ρte

((
1 +

ρte
α
‖C‖2

)2

+
ρte
α
‖C‖2

) (22)

The condition ∆4 ≤ 0 is satisfied with

te ≤
α

ρ‖C‖2 (23)

From (13), one can get

V (t) = V (tk−1 + τ)e−
1
4µ(t−tk−1−τ) ≤ V (tk−1 + τ) (24)

on [tk−1 + τ, tk + τ). With (11) and (24), one obtains
α

4
‖e(t)‖2 ≤ V (t) ≤ V (tk−1 + τ) (25)

on [tk−1 + τ, tk + τ).
According to (18), one can get

‖CI0‖ =

∥∥∥∥∥C
∫ tk+τ

tk

A(u(s))e(s)ds

∥∥∥∥∥
≤ ‖C‖

∫ tk+τ

tk

‖A(u(s))‖‖e(s)‖ds
(26)

Similar to the inequality (25), we have α
4 ‖e(t)‖

2 ≤ V (t) ≤
e−

1
4µ(te−τ)V (tk−1 + τ) on [tk, tk + τ), and with ‖A(u)‖ ≤ ξ,

(26) yields

‖CI0‖2 ≤ ‖C‖2ξ2
(∫ tk+τ

tk

‖e(s)‖ds
)2

≤ 4‖C‖2ξ2

α
τ2e−

1
4µ(te−τ)V (tk−1 + τ)

(27)

With (23-24) and (27), the inequality (21) can be further deduced
as

e1(tk + τ)′S(tk + τ)e1(tk + τ)

≤
(
e−

1
4µte + ∆5

4ξ2‖C‖2

α
τ2e−

1
4µ(te−τ)

)
V (tk−1 + τ)

(28)

After dealing with e1(tk + τ)′S(tk + τ)e1(tk + τ), we can then
analyze e2(tk + τ)′S(tk + τ)e2(tk + τ), with (11), which can be
written as

e2(tk + τ)′S(tk + τ)e2(tk + τ)

=
(
ρteS

−1(tk + τ)C′(w(tk + τ)− y(tk))
)′
S(tk + τ)(

ρteS
−1(tk + τ)C′(w(tk + τ)− y(tk))

)
≤ (ρte)

2

α
‖C‖2‖w(tk + τ)− y(tk)‖2

(29)

Then, gather the result stated in (28) for e1(tk + τ)′S(tk +
τ)e1(tk + τ) and the result stated in (29) for e2(tk + τ)′S(tk +
τ)e2(tk + τ), and with (14), one has

V (tk + τ)

≤ 1

2

(
e−

1
4µte + ∆5

4ξ2‖C‖2

α
τ2e−

1
4µ(te−τ)

)
V (tk−1 + τ)

+
1

2

(ρte)
2

α
‖C‖2‖w(tk + τ)− y(tk)‖2

(30)

Step 3: To prove V (tk + τ), k ∈ N, is decreasing if the event-
triggered mechanism is designed as (8).

It is clear that, if there exists a positive parameter 0 < γ(t) < 1,
such that

V (tk + τ) ≤ γ(tk)V (tk−1 + τ) (31)

then V (tk + τ) for k ≥ 1 is decreasing, which is a sufficient
condition to prove the convergence of the proposed observer with
(13). According to (30), it can be checked that the inequality (31) is
satisfied if

1

2

(
e−

1
4µte + ∆5

4ξ2‖C‖2

α
τ2e−

1
4µ(te−τ)

)
V (tk−1 + τ)

+
1

2

(ρte)
2

α
‖C‖2‖w(tk + τ)− y(tk)‖2 ≤ γ(tk)V (tk−1 + τ)

(32)
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is satisfied. The inequality (32) can be further rewritten as

‖w(tk + τ)− y(tk)‖2

≤
(

2γ(tk)− e−
1
4µte −∆5

4ξ2‖C‖2

α
τ2e−

1
4µ(te−τ)

)
α

(ρte)2‖C‖2
V (tk−1 + τ)

(33)

Because V (tk−1 + τ) is unknown in the detection of the event-
triggered condition, with (11), we have the following transformation
between V (tk−1 + τ) and Vy(tk−1 + τ)

Vy(tk−1 + τ) = e′y(tk−1 + τ)ey(tk−1 + τ)

= e′(tk−1 + τ)C′Ce(tk−1 + τ)

≤ 4‖C‖2

α

1

4
α‖e(tk−1 + τ)‖2

≤ 4‖C‖2

α
V (tk−1 + τ)

(34)

According to (34), the inequality (33) is true if

‖w(tk + τ)− y(tk)‖2

≤
(

2γ(tk)− e−
1
4µte −∆5

4ξ2‖C‖2

α
τ2e−

1
4µ(te−τ)

)
α2

4(ρte)2‖C‖4
Vy(tk−1 + τ)

(35)

is satisfied. And the inequality (35) is satisfied if the following
inequality is satisfied

‖w(tk + τ)− y(tk)‖2 ≤ σ(tk)Vy(tk−1 + τ) (36)

where

σ(tk)

≤
(

2γ(tk)− e−
1
4µte −∆5

4ξ2‖C‖2
α τ2e−

1
4µ(te−τ)

)
α2

4(ρte)2‖C‖4

which actually equals to the second condition of (12). And according
to it, one can choose both the parameters γ(t) and σ(t).
According to (5), one has

w−(tk + τ) = w(tk) +

∫ tk+τ

tk

ẇ(t)dt

= w(tk) +

∫ tk+τ

tk

(CA(u(t− τ))x̂(t− τ)

+ Cb(u(t− τ)))dt

= w(tk) +

∫ tk

tk−τ
(CA(u(t))x̂(t) + Cb(u(t)))dt

(37)

Actually, the inequality (36) is always true because of the
following statements:
Case 1: If the inequality in (8) is satisfied at the instant t = tk,
the transmission of the output data will be performed, which means
∃j ≥ 0, tj = tk and the value of w is updated with the real system’s
output as w(tj + τ) = y(tj), so the inequality (36) is satisfied since
‖w(tj + τ)− y(tj)‖2 = 0, which means‖w(tk + τ)− y(tk)‖2 = 0.

Case 2: If the inequality in (8) is not satisfied at the instant t = tk,
i.e., ‖w(tk) +

∫ tk
tk−τ

(CA(u(t))x̂(t) + Cb(u(t)))dt − y(tk)‖2 ≤
σ(tk)Vy(tk−1 + τ), which equals to ‖w−(tk + τ) − y(tk)‖2 ≤
σ(tk)Vy(tk−1 + τ), then the transmission will not be carried out, so
w is not updated with the real output data, and one has w(tk + τ) =
w−(tk + τ), therefore the inequality (36) is also satisfied.

Finally, we can prove that, if the event-triggered mechanism
is designed as (8), with (37), the inequality in (36) is always

satisfied for ∀k ≥ 1, which means (31) is satisfied. The conditions
(31) and (13) imply that the proposed observer (4-7) globally and
exponentially converges to system (1).

Remark 3: The second inequality of (12) e−
µte
4 +

4∆5ξ
2‖C‖2τ2
α e−

µ(te−τ)
4 +

4(ρte)
2‖C‖4
α2 σ(tk) ≤ 2γ(tk) makes it

possible for users to select both the parameters γ(t) and σ(t) with
t = tk ∈ Sp. In the practical applications, one can first choose the
parameter γ(t) with t = tk ∈ Sp in the premise of 0 < γ(tk) < 1

and 2γ(tk) − e−
µte
4 − 4∆5ξ

2‖C‖2τ2
α e−

µ(te−τ)
4 > 0 (the smaller

value of γ(t) with t = tk ∈ Sp implies the faster convergence
of the proposed observer). Under this selected value of γ(t) with
t = tk ∈ Sp, the existence of positive σ(t) with t = tk ∈ Sp is
guaranteed. Thus, one can select the positive value of σ(t) with
t = tk ∈ Sp according to the second condition of (12). The smaller
value of σ(t) with t = tk ∈ Sp implies more triggered events, i.e.,
more information needs to be sent to the observer. Actually, the
choice of those two parameters γ(t) and σ(t) with t = tk ∈ Sp is a
compromise between the performance and the economy. We would
like to highlight the parameters γ(t) and σ(t) with t = tk ∈ Sp
are time-varying. For simplifying the design, we can also choose
a uniform constant, which means γ(t) = γ and σ(t) = σ for all
t = tk ∈ Sp .

IV. COMMENTS

In this section, we would like to highlight some advantages of
the proposed observer over the existing results in the literature,
especially compared with the result of [33].

Firstly, the Lyapunov function is chosen as V (t) = ηe(t)′S(t)e(t)
with η ∈ R satisfying η > 0, so that one can choose the coefficient
η of Lyapunov function, and besides the last step of the deduction
in inequality (20) is changed to e−(tk + τ)′∆2(tk + τ)I0 ≤
χρte

(
1 + ρte

α ‖C‖
2
)2
‖CI0‖2 + 1

χρte‖e
−
y (tk + τ)‖2 with χ ∈ R

satisfying χ > 0 so that we can choose the coefficient χ, and finally
make the sending instant being periodic (te), i.e. we have Se = Sp,
thus we will have no σ(t) in the condition (38). Therefore, the
following theoretical conditions of periodic case is obtained (Since
γ(t) for all t is set to be infinitely close to 1 in [33], we have the
same setting here for the comparison):

te ≤ min
{

α
ρ‖C‖2 (2− 1

χ ), T
}

ηe−ηµte + ∆5(χ)
ξ2‖C‖2

α τ2e−ηµ(te−τ) < 1
τ ≤ te

(38)

with ∆5(χ) = ρte
(
χ(1 + ρte

α ‖C‖
2)2 + ρte

α ‖C‖
2
)

.
Note that the theoretical conditions obtained in [33] with periodic

transmissions are as follows:
te ≤ min

{
α( 3

2ρ−1)

ρ2‖C‖2 , T

}
e−µte + ∆5(2)

ξ2‖C‖2
α τ2 < 1

τ ≤ te

(39)

with the same value of ∆5(χ) as that in (38). The following remarks
can be made.

Remark 4: When the constraints of transmission period te are the
same in (38) and (39), the proposed observer in this paper has less
restrictive constraints of delay τ . In fact, One can obtain χ = 2ρ

2+ρ

when α
ρ‖C‖2 (2 − 1

χ ) =
α( 3

2ρ−1)

ρ2‖C‖2 is satisfied. Thus, the proposed
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method is less restrictive in the sense of delay because the following
inequalities are satisfied:

ηe−ηµte ≤ e−µte , ∃η
∆5( 2ρ

2+ρ ) ≤ ∆5(2), ρ ≥ 1

e−ηµ(te−τ) < 1

(40)

Remark 5: When the constraints of delay τ are the same in (38)
and (39), the proposed method is also less restrictive in the sense
of transmission period te. The proof is easy to get with the similar
analysis.

V. SIMULATIONS

In this section, a numerical example is considered to illustrate the
effectiveness of the proposed event-triggered observer.

A. Simulation results
A second-order system from [39] is considered as follows

ẋ1 = x2 sinu
ẋ2 = −0.1x1 sinu− 0.2x2

y = x1

(41)

where u(t) = 2 − cos2(0.1t). According to theoretical conditions
stated in Section III, after some calculations, the detection period of
event-triggered condition can be set as te = 0.11s. The upper bound
of unknown transmission delays can be set as τ = 0.5te = 0.055s.
An event-triggered observer is designed of the form (4-7) for
system (41). The relevant design parameters of event-triggered
observer are set as ρ = 1 and µ = 2.1. The initial conditions
are set as t0 = 0, x1(0) = x2(0) = 50, x̂1(0) = x̂2(0) = 0 and

S0 =

[
0.23 0
0 0.46

]
. By using numerical tools, the following

values can be found δ = 0.5, ta = 0.01, 2ξ = 2.0396 and
α ≥ 0.1125. Thus, the first condition in (12) is satisfied, i.e.
te ≤ min {0.1125, 0.21}. We choose two groups of values for γ
according to the rule in Remark 3, including:

(a) γ is a constant:γ = 0.6, 0.7, 0.9, 0.93.

(b) γ is time-varying:

γ0(t) =

{
sin(0.05t+ 1) t ∈ [0, 10]

sin(1.5) = 0.9975 t > 10

γ1(t) =

{
sin(0.05t+ 0.8) t ∈ [0, 10]

sin(1.3) = 0.96 t > 10

γ2(t) =

{
0.85 sin(0.05t+ 0.8) t ∈ [0, 10]

0.85 sin(1.3) = 0.82 t > 10

γ3(t) =

{
0.7 sin(0.05t+ 0.8) t ∈ [0, 10]

0.7 sin(1.3) = 0.67 t > 10

Thus, with the above settings, the maximum value of parameter
σ(tk) of event-triggered mechanism can be calculated according to
the second condition in (12) as:

(a) σ = 0.0517, 0.1040, 0.2086, 0.2243.

(b) σ(t) = (γ(t)− 0.5012)/1.9121, t ≥ 0

Consequently, according to Theorem 1, the event-triggered ob-
server is stable under the above parameter settings. Fig. 3 and 4 show
the estimation results and event-triggered instants, respectively under
the first group of values of γ. Fig. 5, 6, and 7 show the dynamics of
γ, estimation results, and event-triggered instants, respectively under
the second group of values of γ. From those figures, one can see
that the good estimation performance is obtained with very few data
transmissions by using the designed method in this paper. Besides,
when γ is smaller, faster convergence rate of estimation error and
more bandwidth occupation will be obtained. So, one can adjust the
parameter γ to obtain a trade-off between the estimation performance
and bandwidth savings.
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B. Comparison with the method of [33]

In this section, the event-triggered observer method proposed in
this paper and the method stated in [33] will be compared in
simulations.

In the method of [33], the sampling period is 0.06s which satisfies
the theoretical condition. The setting of other parameters is same
as that in Section V-A, and the relevant simulation results will be
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compared with the results based on γ3 of group(b) defined in Section
V-A.

Fig. 8 shows the estimation results of two methods, and Table I
shows the number of transmissions in 10s for these two methods.
According to Fig. 8 and Table I, one can see that, compared with
the method in [33], the number of transmissions when applying
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the proposed observer of this paper is reduced while the estimation
performance is almost the same for these two methods.

TABLE I
NUMBER OF TRANSMISSIONS IN 10s BASED ON DIFFERENT METHODS.

Methods This paper [33]

Number of transmissions 62 166

VI. CONCLUSION

An event-triggered observer for nonlinear state affine systems with
delayed and sampled output is designed in this paper. The effec-
tiveness of the designed observer is illustrated by simulations. The
bandwidth occupation is reduced while the comparable estimation
performance is guaranteed. The current work is based on a particular
nonlinear system, which may be generalized to general nonlinear sys-
tems in future studies. Besides, the novel event-triggered mechanism
designed in this paper can be further improved by introducing a filter
to design a dynamic one.
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