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ABSTRACT
This paper deals with the robust controller design problem to regulate the position of a soft
robot with elastic behavior, driven by 4 cable actuators. In this work, we first used an artificial
neural network to approximate the relation between these actuators and the controlled position
of the soft robot, based on which two types of robust controllers (type of integral and sliding
mode) are proposed. The effectiveness and the robustness of the proposed controllers have been
analyzed both for the constant and the time-varying disturbances. The performances (precision,
convergence speed and robustness) of the proposed method have been validated via different
experimental tests.

1. Introduction
Most of robots nowadays have the rigid body, such as mobile robot, humanoid and manipulator, for different rea-

sons. Mathematically, rigid body is supposed to have no deformation during its work, so it is relatively easy for the
modeling and control design. However, such a rigid robot also has some disadvantages, such as low adaptability and
unsafety. Note that, for the robots that serve human, the most important issue is safety. In such a case, we prefer the
soft contact between the robot and the human. That is why the research on soft and flexible robots have become one
of the hottest topics nowadays. Soft robot can also save energy because it is normally lighter than rigid robot, and it is
easier to be integrated into human beings’ body, serving as a prosthesis [1], [2], or as sensors [3]. Soft robotics is an
emergent research topic. In the literature, it covers two categories: the first one is about the rigid body with flexible
actuators, and the second one refers to the deformable body due to the flexibility of materials [4]. The first category
can be seen as a natural extension of traditional rigid robots by adding a certain dynamics to describe the behavior
of flexible actuators, while the second one is totally new and more attractive since it provides flexibility to robots, for
example, to adjust their shapes according to their tasks and environments. Due to the soft property, this type of robot
can easily achieve compliant and safe tasks.

For soft robots with deformable body, it is still a difficult problem when considering the control of soft robots. The
control theory developed for rigid robots is poorly applicable to this case [1]. It is mainly due to the lack of efficient
method to deduce its exact model (either kinematic, or dynamic). One of the most used techniques is to deduce the
model via the curvature information of soft robots. In [5], the kinematicmodel was deduced for a hyper-redundant robot
by using the information of backbone curves. In [6], the kinematic model is deduced by using geometric information,
and then a computed torque controller is applied to control an eel-like soft robot. A robust feedback control was
proposed in [7] to control the trajectory of soft robots, under as well the assumption of piece-wise constant curvature.
Other techniques have also been used to get the model. For example, in [8], the authors used Euler-Bernoulli beam
theory to model an inflatable robot, and design a force control for such a soft robot. [9] used the Cosserat theory to
deduce a static model of a special continuum soft robot, and a 3D steady-state model of a tendon-driven continuum soft
octopus-like manipulator has been developed in [10]. In [11], the authors proposed to use the Finite Element Method
(FEM) to model the deformation of soft robots, and to check its controllability. A feedback control for soft robots
was also realized by using FEM and visual tracking technique [12]. In [13], the dynamics of soft robots has been
analyzed, and the reduced-order model technique has been used to design the controller to achieve the fast control
of soft robots. Comparing with other approaches to model soft robots’ deformation, several advantages have been
identified for FEM method. First, it can be easily implemented with the constitutive law of the material which is
experimentally measurable, and secondly the accuracy and the computing cost have also been improved. However, for
the soft robots with complex shapes or special materials, it is difficult to get the constitutive law of the material.
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Robust control of soft robot

In order to avoid the mentioned disadvantages, this paper proposes to use artificial neural network (ANN) to get
an approximated model, for the purpose of describing the relation between actuators (inputs) and the controlled states
(outputs) for a soft robot made by silicone. In contrary to FEM, we can train this neural network to get an approximated
model without any information about the characteristics of soft robot itself. This strategy allows us to realize the
control of soft robots with complex shapes or unknown characteristics. Indeed, it is not new to use neural network
to approximate the model of soft robots. In [14], the researchers used neural network to solve the inverse statics of a
cable-driven soft armwith non-constant curvature. [15] used FEM to train a neural network to get the model of modular
soft robots. Model predictive control for a pneumatic soft robot has been studied in [16] which was based on the model
learned via neural networks. We would like to emphasize that most of those mentioned results did not provide any
theoretical convergence proof for the designed controllers. Also, no concrete theoretical analysis on the influence of
constant (or piece-wise constant) and time-varying disturbances has been carried out. Therefore, compared to those
existing results of ANN-based controller design for soft robots, the main contribution of this paper is as follows:

1. Based on ANN, two types of controllers were proposed with complete mathematical proofs;
2. Simple and checkable conditions are provided to judge whether the approximated model is precise or not;
3. Robustness analysis has been made by considering constant or time-varying bounded disturbances;
This paper is organized as follows. In Section 2, we briefly discuss the disadvantages of FEM and explain the

main motivation of using neural network. Section 3 recalls the classical method to design controller when knowing the
exact input-output model of robot, and some properties are investigated as well in this section. In Section 4, we firstly
present how to use neural network to obtain the approximated input-output model, based on which robust controllers
will be investigated. In the same section, we will mathematically prove that these controllers can work even without
the knowledge of the exact model, provided that the neural network can achieve a certain approximation accuracy. The
robustness of the proposed controllers have been analyzed as well in Section 4, and this paper is ended up with several
experiments on a real soft robot made by silicone in order to highlight the efficiency of the proposed method.

2. Problem statement
This paper investigates the control of the interested point of a soft robot made by silicone. The word soft means

the material used to build the robot might be deformable. According to the theory of continuum mechanics, the
deformability of material depends on different characteristics, such as Poison ratio, Young’s modulus, and also on the
shape and density of the material.

Generally, given a general configuration of soft robots, with the equipped actuators, it is difficult or impossible to
obtain its exact kinematic or dynamic model. Therefore, researchers attempt to approximate those exact models, and
then to design the closed-loop controller based on the approximated models. One recent approximation approach is to
use FEM. Its basic idea is to spatially discretize the shape of robots by using finite number of fine elements (named as
the mesh) to deduce its kinematic or dynamic model. Following the second law of Newton, we can use the following
nonlinear model to describe its behavior

M(q)q̈ +D(q, q̇)q̇ +K(q)q = HT (q)u (1)
where q ∈ ℝnq is the position of the nodes of the mesh, and u ∈ ℝm represents the magnitude of the actuators. M(q)
is the mass matrix which is always invertible,D is the damping matrix, andK(q) represents the stiffness matrix. H(q)
represents the force directions (including actuators from the robot itself), and is a rectangular operator, usually sparse,
as it has only non-zero values at the points where the actuators are applied.

Using FEM, the control of the interested point of soft robots (named as x ∈ ℝ3) can be seen as a projection q → x,
and a relation between x and u can be then obtained from (1). Such a method has been applied in [12] to control the
silicone soft robot described in Figure 1.

We would like to highlight that FEM method suffers from at least the following problems for the controller design:
• FEM will never give us a precise model.
• FEM method is computationally expensive.
• The designed controller, which is based on FEM model, might not be valid for the real system.
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Figure 1: The soft robot made by silicone and the approximated mode via FEM

In order to avoid the above mentioned inconveniences of FEM when approximating the dynamic model of such a
soft robot, this paper aims to train (off-line) an artificial neural network to approximate the robot’s input-output model,
based on which robust controllers will be synthesized to achieve the control (online) of the selected point of interest.

3. Closed-loop control with known input-output model
This section first recalls the classical method of how to design a closed-loop controller for the soft robot described

in Figure 1 by assuming that its input-output model is known. At this aim, suppose that the known input-output model
is deduced by the following algebraic equation

x = f (u) (2)
where x ∈ ℝ3 represents the position of the interested point to be controlled, u ∈ ℝ4 represents the control inputs (the
length of the cable linked between the robot and the motor) and f is a map from u to x, i.e., f ∶ ℝ4 → ℝ3.

Since we are working on the concrete soft robot made by silicone and actuated by cables, the following assumptions
are imposed.
Assumption 1. For the robot described in Figure 1, it is assumed that

1. the robot’s workspace is bounded, i.e., x ∈  where  represents the workspace boundedness;
2. the control input is physically bounded, i.e., u ∈  where  represents the boundedness of the input u;
3. the control u and x are changing smoothly, i.e., x, u ∈ ∞;
4. the point of interest x is controllable in its workspace  .

It is worth noting that the above assumptions are not at all restrictive since lots of concrete soft robots satisfy
directly these conditions. In fact, these properties are always fulfilled for the soft robot investigated in this paper with
 ⊂ ℝ3 and ⊂ ℝ4. These conditions, stated as assumptions, are only for the purpose of treating general soft robots
with different dimensions of  and  .

With the known and exact input-output model described by (2), since x is smooth, the map f should be smooth,
therefore all its components are differentiable and their derivatives are bounded. Consequently, the dynamics of the
input-output model can be written as

ẋ =
)f
)u
u̇ (3)

Then, by noting

J =
)f
)u

∈ ℝ3×4 (4)

there always exists a constant � > 0 such that
‖J‖2 ≤ �,∀u ∈  (5)
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which can be briefly interpreted as: the velocity of the robot is physically bounded for all admissible control inputs.
In addition, since the point of interest x is assumed to be controllable in  , this means that, for any given xd ∈  ,

there always exists u ∈  such that the point of interest x can be driven to xd . Therefore, J defined in (4) needs to be
right invertible, i.e., ∃J−1R ∈ ℝ3×4 such that JJ−1R = I3×3.This property enables us to design the following classical controller

u̇ = −�J−1R e (6)
with � > 0, where e represents the error between the actual position x and the desired position xd ∈  , i.e., e = x−xd .The proof of the convergence by applying this controller can be found in [17].

Moreover, since J defined in (4) is right invertible, therefore there exists a constant � > 0 such that
‖JJT ‖2 ≥ �,∀u ∈  (7)

It is worth noting that the constants � and � defined in (4) and (7) only depend on the studied robot and can be
regarded as the characteristic parameters of such a robot. Generally, those parameters can be obtained by performing
a prior test.

Concerning the soft robot studied in this paper, the controller (6) cannot be applied as the exact map (2) is unknown
in practice (thus it is impossible to obtain J ). However, in the following section, we will show that a similar robust
controller can be synthesized by using neural networks to approximate the exact map (2).

4. Closed-loop control with approximated model
4.1. Approximation by using neural networks

Neural network is a mechanism which has been developed from cognitive and information theories. It seeks to
imitate the learning process of human neurons. When some information comes to the neural system, certain neurons
will be activated. This activation is based on the analysis of some former neurons.

For a neuron, we can use the following equation to describe its process

y = g

(

∑

i
!ixi + b

)

(8)

where y denotes the output of a neuron, and xi denotes its former inputs. !i represents the significance of the ith former
neuron. In other words, it shows how strong the connectivity is between these neurons. In addition, b represents the
bias which is used to correct the value when the output y acts as the input of another neuron. And g represents an
activation function, which might be linear, sigmoid, hyperbolic tangent and so on [18].

With assembling such type of neurons to create a network with multiple layers, it has been shown in [19, 20, 21, 22]
that if the number of neurons and layers are sufficiently large, then any function f can be approximated, to any degree
of accuracy, by the output of the neural network.

In our work, we are interested in driving the position of the top point of the robot by controlling the 4 cables linked
to motors so that the following neural network is established to approximate the map f in (2).

Concerning the choice of the function g in (8) and due to the fact that f in (2) is smooth and the classical controller
(6) contains the derivative of f , a differential function is better to be chosen for g. Inspired by this thought, the
activation function is chosen as a sigmoid one, i.e.,

y = sgm(∑
i
!ixi + b)

where sgm represents the following function
sgm(z) = 1

1 + e−z

By randomly driving the studied robot to explore its whole workspace, we can then acquire the corresponding
positions of the interested point x. With these data, the modeling approximation problem can be then transformed
to a regression one, which could be solved by applying the existing optimization methods with an approximation
performance index.
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input layer output layerhidden layer

Figure 2: Neural network with 4 inputs (u) and 3 outputs (x)

4.2. Properties of the approximated input-output model
After the training phase, let us assume that the following input-output model has been obtained
x = f̂ (u) + � (9)

where f̂ ∈ ℝ3×4, and � represents the error between the exact function f and its estimation f̂ .
The function f̂ is differentiable as it is a combination of a series of sigmoid functions. Consequently, we can define

the associated Jacobian matrix as follows

Ĵ (u) =
)f̂ (u)
)u

=

⎡

⎢

⎢

⎢

⎢

⎣

)f̂1
)u1

)f̂1
)u2

)f̂1
)u3

)f̂1
)u4

)f̂2
)u1

)f̂2
)u2

)f̂2
)u3

)f̂2
)u4

)f̂3
)u1

)f̂3
)u2

)f̂3
)u3

)f̂3
)u4

⎤

⎥

⎥

⎥

⎥

⎦

(10)

Assumption 2. For the studied soft robot, with enough training data, it is assumed that there exists a constant  > 0,
named as approximation accuracy index, such that

‖J (u) − Ĵ (u)‖2 ≤ ,∀u ∈  (11)
The above assumption implies that we have used enough data to train the neural network, and the error between the exact
value of J and its approximation Ĵ is bounded in the norm sense. The smaller  is, the more accurate approximated
model we have obtained.
4.3. Robust controller design

For the soft robot described in Figure 1, let us choose its top as the point of interest x, and we want to control x to
reach a desired position, noted as xd . As the model described by (3) contains the derivative of the input u, therefore
the following dynamic extension [23] can be introduced for the controller design:

ẋ = )f
)u v

u̇ = v
(12)

It is clear that if we know the exact map f , then an integral controller

u = ∫

t

t0
v(�)d�, with v(�) = −�

[

f
)u

]⊤
e(�)
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can be designed, where e = x − xd . For the case where f is unknown, the following will use its approximation f̂
(obtained via the neural network) to design a similar controller as (6), which is of the following form:

u = −∫

t

t0
�
[

)f̂
)u

]⊤
e(�)d� (13)

where � > 0 and f̂ represents the model learned by the neural network.
The following result ensures the convergence of x to the desired constant position xd even if the exact input-outputmodel is not known.

Theorem 1. For the studied soft robot described by (12), if the neural network approximates f with an accuracy index
 satisfying the following inequality

 <
�
�

(14)
where � and � are the characteristic parameters of soft robot defined in (4) and (7), then the proposed controller (13)
can exponentially drive any x ∈  to the desired constant position xd ∈  , i.e.,

lim
t→∞

‖x(t) − xd‖2 = 0.

Proof 1. Note that we want to prove e(t) → 0 when t → ∞, and this is equivalent to prove V (e) → 0 when t → ∞,
where V (e) is a Lyapunov function defined as follows

V (e) = 1
2
eT e

At this aim, let us consider the derivative of V with respect to t, and it yields

V̇ = eT ė = eT
[

ẋ − ẋd
]

= eT )f (u))u u̇ (15)

where we used the fact that ẋd = 0, since the desired position xd is constant.
Substituting the proposed robust controller (13) into the above equation, we obtain

V̇ = −�eT
)f (u)
)u

[

)f̂ (u)
)u

]T

e

Note now

ΔJ = Ĵ − J =
)f̂ (u)
)u

−
)f (u)
)u

then we have

V̇ = −�eT
)f (u)
)u

[

)f̂ (u)
)u

+
)f (u)
)u

−
)f (u)
)u

]T

e

= −�eT JJT e − �eT JΔJT e
According to (4) and (7), we can then get

V̇ ≤ −�eT �e + �eT �‖ΔJ‖2e
= −�

[

� − �‖ΔJ‖2
]

eT e

Consequently, if the neural network approximates f with an accuracy index  satisfying the inequality (14), then
there exists an � > 0 such that

� − � = � > 0
and we can conclude that

V̇ ≤ −2��V
with � > 0.

The above inequality implies that V will exponentially converge to 0when t → ∞. Due to the fact that V (e) = 1
2e
T e,

we can finally prove that e will exponentially converge to 0 when t → ∞, i.e., any x ∈  will be exponentially driven
by the controller (13) to the desired constant position xd ∈  .
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The following part concerns the trajectory tracking problem. Using the same variable xd(t) to present the desired
trajectory and define their error as e(t) = x(t) − xd(t), then the following assumption of xd(t) is needed to design a
robust controller.
Assumption 3. The reference trajectory stays in  (i.e., xd(t) ∈  ,∀t > 0), and is differentiable (i.e., xd ∈ 1).

The above assumption implies that the first derivative of xd(t) should be bounded, i.e., ∃� > 0, such that
||ẋd||∞ < � (16)

We design the following controller of the sliding mode type [24]:

u = −∫

t

t0

[

)f̂
)u

]⊤ [
�1e(�) + �2

[

sign(e1), sign(e2), sign(e3)
]T
]

d� (17)

where �1 ≥ 0 and �2 > 0, and the following result can be stated.
Theorem 2. For the studied soft robot described by (12), if the neural network approximates f with an accuracy index
 satisfying (14), then there exists a positive �2 satisfying

�2 >
�

(� − �)
(18)

with �, � and � being defined in (4), (7) and (16), such that the proposed robust controller (17) can drive x to track
the desired trajectory xd in a finite time, i.e.,

‖x(t) − xd(t)‖2 = 0,∃t > T

where T is the setting time.

Proof 2. Note e = x − xd and choose the same Lyapunov function defined as follows

V (e) = 1
2
eT e = 1

2
‖e‖22

Following the similar procedure as that in the proof of Theorem 1, we can obtain

V̇ = −�1eT JJT e − �1eT JΔJT e − �2eT JJTw(e) − eT ẋd

where w(e) =
[

sign(e1), sign(e2), sign(e3)
]T for simplicity. Note that

eTw(e) = ‖e‖1 ≥ ‖e‖2

then we have
V̇ ≤ −�1 [� − �] ‖e‖22 − �2�‖e‖2 + �2�‖e‖2 + �‖e‖2
= −�1 [� − �] ‖e‖22 −

[

�2� − �2� − �
]

‖e‖2
Consequently, if the inequalities (14) and (18) are both satisfied, then we get

V̇ ≤ −2�1�1V −
√

2�2
√

V

with �1 = � − � > 0 and �2 = �2� − �2� − � > 0. This implies that there exists a finite time T such that
V (t) = 0,∀t > T , and this is equivalent to prove that e(t) will converge to 0 in a finite time.
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4.4. Robustness analysis
Let us consider now some disturbances � (which might be either the external perturbation, the modeling error, or

the approximation error introduced by ANN) are added into the system as:
x = f (u) + �

then system (12) can be rewritten as:
ẋ = )f

)u v + �̇
u̇ = v

(19)

It is evident that, if the disturbance � is constant or piece-wise constant, then �̇ = 0 (or almost every where equal
to 0 for the piece-wise constant case). In this case, the disturbed system (19) is exactly equivalent to system (12).
Therefore, the designed controllers (13) and (17) can still drive the robot to the desired position or trajectory.

For the case where the disturbance is time-varying, the boundedness assumption should be imposed for �̇ in order
to analyze the robustness of the proposed controllers.
Assumption 4. It is assumed that � ∈ 1, and �̇(t) is bounded, i.e., ∃�� > 0, such that ||�̇(t)||∞ < �� for all t > 0.

Based on the above assumption, let us firstly consider the controller (13) for the case where xd is constant. Using
the same Lyapunov function V = 1

2e
T e, then we have

V̇ = eT ė = eT
[

ẋ − ẋd
]

= eT )f (u))u u̇ + eT �̇ (20)

By following the same procedure as that in the proof of Theorem 1, we obtain
V̇ ≤ −2��V + eT �̇

where � > 0. Therefore, if Assumption 4 is satisfied, then by applying Young’s inequality we have

V̇ ≤ −2��V + �‖e‖22 +
1
�
‖�̇‖22 ≤ −2��V +

�
2
V + 1

�
‖�̇‖2∞ ≤ −(2�� − �

4
)V + 1

�
�2�

where � > 0 is an arbitrary positive constant. The above inequality implies that x will be controlled via (13) to enter
and stay in a neighborhood of xd whose size is mainly determined by the boundedness of �̇.

The same argument can be applied for the case of trajectory tracking. With the same Lyapunov function V = 1
2e
T e,

by applying the controller (17) to the disturbed system (19), we can then obtain
V̇ ≤ −2�1�1V −

√

2�2
√

V + eT �̇||�̇||22 ≤ −2�1�1V −
√

2�2
√

V + ��
√

V (21)
This implies that, if the neural network gives a precise approximation such that the inequalities (14) and (18) are
satisfied, then we can find an �2 such that �2 > ��∕

√

2 which will guarantee the finite-time convergence of x(t) to
xd(t).
Remark 1. The proposed controller is to control the soft robot made by silicone with 4 actuators. This methodology
can be easily generalized to control more general type of soft robots. However, the proposed approach works only if
we can obtain a precise approximation model via the used neural network. In other words, during the training stage
of neural network to get precisely approximated model, we need to actuate the robot to cover as largely as possible
its workspace to collect enough input-output data set. This in fact might be the main disadvantage of such a method,
since the model needs to be re-trained once the workspace is changed.

Remark 2. The above analysis shows that, the proposed controller (13) can eliminate constant (or piece-wise con-
stant) disturbance (or the approximation error introduced by the neural network) with a usual gain since it is in fact
an integral controller, but it can only attenuate time-varying bounded disturbance by using a high gain. If we want
to eliminate as well time-varying disturbance (of type 1), then we should use the controller (17) by combining the
sliding mode technique.
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Figure 3: Experimental setup with the soft robot and an OptiTrack system

Remark 3. Assumption 4 supposes that the disturbance (or uncertainty) is differentiable, which however in some situ-
ations is not true. For example the dry friction which leads to the dead-zone of servo-motor is indeed not differentiable,
but piece-wise differentiable. In this case, big jumps will appear in �̇ at the non-differentiable points, which will lead
to positive large jumps of V in (21). One possible solution is to approximate as well this type of uncertainty, by using
for example another neural network as presented in [25], and compensate it in the close-loop control design.

5. Validation of the proposed approach
5.1. Experimental setup

In the experiment, the robot described in Figure 1 was printed by 3D printer with silicone. It has 4 holders which
are linked with 4 independent cables, stretched by 4 independent motors inside the box. The height of the printed
silicone robot is 12cm, and the farthest distance between two holders is 22cm.

In our test, we are interested in controlling the top point of such a silicone robot. Therefore, a white sensing ball
was stuck on the top of the robot (see Figure 1). In order to capture the position of this sensing ball in real time,
an OptiTrack system with 4 ultra-red cameras was installed around this robot. These cameras were fixed above the
robot and can localize the position of the sensing ball with a high precision (in millimeter). The whole setup of the
experiment is depicted in Figure 3.
5.2. Neural network training

Since the studied silicone robot has infinity numbers of degrees of freedom, it is therefore very hard to establish
its model by using traditional analytical methods, such as Euler-Lagrange approach. Hence, as discussed in Section 4,
this paper uses the neural network to approximate this model.

During the test, we first sent random but admissible values to the 4 motors (u) for the purpose of generating a
corresponding static position x. This was regarded as a group of input-output data. In order to well train the neural
network, we tried to cover the whole admissible workspace of the robot, by collecting 6000 groups of data.

Base on those data, an estimation of � and � was obtained as follows:
� = 2.413, and � = 0.166

Before training the neural network, we chose to minimize the mean square error between the real position (provided
by OptiTrack system) and its approximation (using neural network) for all 6000 groups of data.

Generally, it is known that a more complicated network will often lead to a smaller mean square error. In our test,
we adopted a neural network with 2 hidden layers, in which the first layer has 32 neurons and the second one has 40
neurons. Each neuron has the same sigmoid activation function. We chose this structure since the increase of the
complexity for such a neural network does not make a big change in the final mean square error. As for the activation
function, we used the sigmoid function as the input-output model moves smoothly without the sudden changes.

During the training process, we initialized the network with random weights and bias. Then, we adjusted these
parameters little by little in order that the output could act as expected by the training data. Thanks to the smoothness
First Author et al.: Preprint submitted to Elsevier Page 9 of 12
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Figure 4: Performance comparison of the controller (13) and the PID.

of the sigmoid function, a small change of !i and b only corresponded a rather small change of output. With this
characteristic, we were able to modify the output of the network for a certain input without interfering much the other
inputs.

By iteratively tuning those parameters which was realized via classical gradient method, we finally obtained an
acceptable mean square error which was equal to 0.0027, and it was regarded as small enough for our experiment.
Based on the approximation function f̂ , we found out that

 = 0.053 <
�
�
= 0.0688

Therefore, the inequality (14) was satisfied, and then we would implement and validate the proposed controller (13)
on the real silicone robot. It is noticed that the tuning process can be accelerated by using modern algorithm such as
the adaptive population extremal optimization approach to improve the performance of the neural network [26].
5.3. Experimental result

A python script has been written for sending the command to the robot (according to the controller (13)) and for
receiving the position data of the robot, which is provided by OptiTrack system.

For the experiments, the initial position of the ball stuck on the top of robot was (1.6,−1.5,−216), and its desired
position was set as (−20, 20,−196). The unit of those values were millimeter. In the experiment, we chose � = 1.8. It
is worth noting that it is important to choose an appropriate value of �. In fact, if this value is too big, the robot will
over-react, which results in the visual oscillation. If it is too small, the convergence speed will be slow, i.e., it will take
much time to drive x to its desired position.

Figure 4 shows the position of the ball stuck on the top of robot (blue line) and its desired value (red line) in x−y−z
axis, respectively. In the same figure, the performance of the proposed controller (13) is compared with that of the
classical PID controller. We would like to emphasize that 12 gains need to be tuned for such a soft robot actuated
by 4 cables when applying the PID controller, it is therefore not an easy task to find out the optimal gains. It can be
seen that, for the PID controller, (x, y, z) converges to the desired position around (3.5s, 5s, 3s)while the values for the
proposed controller are around (1s, 1.5s, 2s) with only very small overshoot for y. From the performance comparisons
in Figure 4, it can be concluded that the controller (13) makes the point of interest converging to its desired position
faster with a comparable precision.

In order to show the robustness of the proposed controller, another small piece of soft material has been stuck on the
body of the soft robot which can be regarded as an external, permanent and constant disturbance. The experimental
results have been depicted in Figure 5. It can be clearly seen that a disturbance was added around 5s during the
experiment, and the proposed controller is robust in the sense that the top ball position still converges to the desired
position after a small transition interval.

6. Conclusion
It is quite challenging to have the precise kinematic or dynamic model for a general shape of soft robot made by

silicone, and that is the reason why researchers used the approximation method to obtain an approximated model,
First Author et al.: Preprint submitted to Elsevier Page 10 of 12
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Figure 5: Robustness of the controller (13) when adding an external disturbance around 5s.

based on which the controller can be then designed. This paper used an artificial neural network to learn the input-
output model of soft robots. Based on the obtained approximated model, two robust controllers have been proposed,
which can always guarantee the exponential or finite-time convergence of the interested point of soft robot to a desired
reference (constant or time-varying). These results were proven by using Lyapunov function, and were validated by
implementing them to control a real soft robot, made by silicone. As we have discussed in Remark 1 that the main
disadvantage of this method is that the training phase for soft robots needs to collect enough data for the purpose of
largely covering the robot’s workspace, which is obviously time-consuming, therefore our future work will be to train
the neural network by using a virtual soft robot modeled via high-dimensional FEM method. Instead of learning the
input-output model and then designing the robust controller, another interesting research direction is to learn directly
the robust controller for soft robots via the reinforcement learning technique.
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