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Abstract—In this paper, we propose a new approach for the
predictability and optimality of the inter-core communication
and execution of tasks allocated on different cores of multi-
core architectures. Qur approach is based on the execution
of synchronous programs written in the ForeC programming
language on deterministic architectures called PREcision Timed.
The originality of the work resides in the time-triggered model
of computation and communication that allows for a very precise
control over the thread execution. Synchronization is done via
configurable Time Division Multiple Access (TDMA) arbitrations
where the optimal size and offset of the time slots are computed
to reduce the inter-core synchronization costs. We implemented
a robotic application and simulated it using MORSE, a robotic
simulation environment. Results show that the model we pro-
pose guarantees time-predictable inter-core communication, the
absence of concurrent accesses (without relying on hardware
mechanisms), and allows for optimized execution throughput.

Index Terms—Multi-core, Architecture, PRET, Synchronous
Languages, Inter-core synchronizations

I. INTRODUCTION

Over the past decade, switching from single-core to multi-
core architectures has been the natural choice in many domains
in order to improve the performance of software application
while reducing the Size, Weight, and Power (SWaP) of the
computing platforms [1]. However, performance improvement
usually comes at the cost of temporal non-determinism [2] for
it relies on very complex and hardly predictable combinations
of micro-architecture mechanisms (e.g., multi-level caches,
branch predictors, ...). Although trading better average per-
formance for a loss of predictability is sometimes acceptable,
it is not for safety-critical applications where the time at which
a value is produced is often as important as the value itself.

The issue addressed in this paper can be summarized in
one question: how to guarantee the determinism of distributed
real-time applications deployed on multi-core architectures
while not sacrificing the global performances of the system?
To address this issue, we propose to combine the highly-
predictable PREcision Timed (PRET) micro-architecture with
a synchronous model of communication and execution, and
a Time Division Multiple Access (TDMA) arbitration mecha-
nism for the bus connecting the different cores.

The different contributions made in this paper are:

o An approach to programming synchronous applications

on multi-core architectures. It relies on a time-triggered

model of communication based on rendezvous to guaran-
tee task synchronization at very precise points in time.
It combines analyses of Worst-Case Execution Times
(WCETs) and Integer Linear Programming (ILP) to op-
timize the global throughput of the application given a
specific platform topology.

o The hardware extension of the single-core FlexPRET [3],
[4] to a multi-core version called MultiPRET, along
with its simulation environment. We propose three deter-
ministic inter-core communication mechanisms based on
TDMA arbitration and we show how the time-triggered
model we propose can be applied.

o The validation of the approach through a robotic appli-
cation.

The synchronous language we have chosen is ForeC [5],
[6], a C-based synchronous programming language developed
collaboratively by INRIA and the University of Auckland.
Compared to other synchronous languages, ForeC shows two
singular properties. Firstly, it has been explicitly designed to
support the development of applications deployed on multi-
core architectures. At design time, its syntax and semantics
(threads, shared variables, etc.) allows for expressing paral-
lelism at code-level. At execution time, a ForeC program is
executed by a set of truly parallel threads potentially executed
on different cores according to a static thread-to-core mapping.
Secondly, its syntax reuses and extends C, which makes it
easier to learn for developers who are familiar with C.

The paper is structured as follows: Section II presents dif-
ferent deterministic architectures and models of programming
for real-time critical systems; Section III presents the exe-
cution model of ForeC and introduces our running example;
Section IV details our approach, formalizes the time-triggered
model of communication, and applies it to different architec-
tures; Section V describes the extension made to FlexPRET
and details the evaluation we conducted; Finally, Section VI
concludes the paper.

II. BACKGROUND
A. Deterministic Hardware Architectures

To achieve a highly-predictable micro-architecture, one way
consists in giving up some of the mechanisms found in most



Component Off the Shelf (COTS) processors. For instance, the
PREcision Timed family of micro-architectures introduced by
Lee et al. [7] are exempt from bus congestion management,
cache memories, and control hazard mechanisms. Despite the
absence of those mechanisms, an acceptable level of perfor-
mances is maintained thanks to a fined-grained (hardware-
level) multi-threaded RISC pipeline and fast one-cycle access
ScratchPad Memories (SPMs).

Several flavours of PRET architectures have been de-
signed, implementing different Instruction Set Architectures
(ISAs) [3], [5], [8], [9]. ARPRET [5] and FlexPRET [3], [4]
are the latest of this series. The latter targets mixed-critically
applications where Hard Real-Time Threads (HRTTs) and
Soft Real-Time Threads (SRTTs) can be interleaved, while
keeping a strict temporal and spatial isolation between them.
FlexPRET uses the open RV32I ISA [10]. Programs are
written in C and compiled using GCC RISC-V!. FlexPRET
is, however, a single-core processor. To the difference of
FlexPRET, ARPRET [5] is a reactive multi-core processor
implemented as a soft-core on a Xilinx Microblaze [11]. It
can execute applications written in synchronous languages,
including PRET-C [12] and ForeC [5]. More details are given
in Sections II-C and III.

B. Deterministic Communication Architectures

One of the main challenge of multi-core architectures is
to support resilient, high-performance, and time-predictable
communication architectures to deal with shared resources
accessed by tasks running in parallel. TDMA arbitrations
are often favoured for multi-core architectures due to their
simplicity and their highly deterministic timing behaviour [13],
[14]. However, they are often resource-inefficient since several
time slots assigned to a core can be wasted when the core
does not perform memory accesses. Various static and dynamic
scheduling policies have been proposed in order to optimize
the use of the time slots [13], [15]-[17]. Our work is inspired
from them. In our work, we focus on pure timed-triggered
models of communication [18] supported by PRET architec-
tures, meaning that optimal time slots can be configured at
compile-time [19].

TDMA schemes have been successfully combined with
PRET architectures. In ARPRET, thread communications use
global variables located in a shared memory accessible via
a TDMA bus [5]. The TDMA bus has fixed-length time
slots accessed by the different cores in a round-robin fashion.
However, the TDMA bus is not optimized for a specific
application, therefore a thread deployed on a specific core may
require access to the TDMA bus outside of its allocated slot,
causing the bus access to be delayed until the next allocated
slot. Delaying is done using a receive routine that blocks
the execution of all threads on the core, preventing the core
from executing other (potentially less critical) tasks.

In a purely timed-triggered fashion, the initial implementa-
tion of a PRET architecture at UC, Berkeley [8] introduced
the concept of a memory wheel. While not intended for inter-
core communication, the memory wheel acts like a TDMA bus

A variant of The GNU Compiler for RISC-V architectures.

in order to grant different threads access to a shared address
space of an off-chip memory. When the memory wheel is
aligned with a memory access, accessing the off-chip memory
is performed in 13 cycles. Otherwise, it waits up to another 77
cycles’>. A DEAD z instruction is used to pause a thread for
cycles, in order to align its execution with the memory wheel.
Placing the DEAD instructions and computing the optimal
values of the = to get the perfect alignment ensures that all
memory accesses never block, but is difficult, all the more
when the number of threads becomes significant. In our work,
we propose to combine both approaches [8] and [5].

C. Deterministic Software Architectures

Enforcing determinism at hardware-level is a necessary
condition to achieve determinism at application-level, but it
is not sufficient: the software must also behave determinis-
tically. Towards that goal, various deterministic models of
execution have been proposed for real-time distributed pro-
gramming [20]-[26]. They can be categorized into three cat-
egories [23]: Zero Execution Time (ZET), Logical Execution
Time (LET), and Bounded Execution Time (BET).

Synchronous languages [26] are parts of the ZET cate-
gory. They allow programmers to abstract away temporal
constraints, hence facilitating the design and the (formal) ver-
ification of the produced applications. Synchronous languages
rely on the “synchrony hypothesis”, i.e., between the start and
the end of a processing (called a tick), no modification of
the state of the system can be observed, hence the tick is
conceptually done instantaneously, in zero-time. Naturally, this
instantaneity is conceptual and any computation will actually
take some physical time to complete, but as long as the com-
putation completes before the occurrence of the next external
event, the conceptual model is an appropriate abstraction of
reality (i.e., the synchronous hypothesis is satisfied) and the
programmer does not have to care about the physical time
at which any particular operations takes place. Finding the
longest computation results in finding the Worst-Case Reaction
Time (WCRT) of the system.

Despite the benefits of synchronous languages, C, together
with Ada [24], remains the predominant programming lan-
guage used for real-time system development [20]. Support
of concurrent execution models and timing constructs are
provided by external libraries (e.g., Posix). Other C-based
programming languages have been proposed, including Real-
Time Concurrent C [25] and more recently Timed C [27].
C-based programming languages are often favoured thanks
to their portability to various platforms, including UNIX
platforms, RTOSs, and bare-metal. Besides, they are familiar
to most programmers and are strongly supported by compilers
and toolchains. The problem is their lack of abstract constructs
to manipulate physical time, which is done thanks to external
functions, which makes the development of real-time systems
complex and fragile.

In our work, we combine the benefits of both worlds by
choosing ForeC [5], a C-like synchronous language dedicated
for multi-core programming allowing us to reuse the C syntax.

2Worst case reached when a thread just missed its allocated time slot. For
6 threads and 13 cycles for performing memory access: 13 x 6 — 1 = 77.



D. Motivation

To summarize, we propose to combine the approaches of
PRET [8] and ForeC [5]. Using synchronous languages, formal
analyses can be easily performed to precisely determine the
WCRT of the application. However, unlike [5], inter-core
communication is achieved and optimized via TDMA bus
arbitration to access to the shared memory, where time slots
are configured in order to be aligned with the memory accesses
of the threads. This enables the size and offset of the TDMA
slots to be computed from the knowledge of the execution
time of the threads interleaved on the different cores, so as
to optimize the global throughput of the application. In our
approach, memory accesses always succeed since memory
operations always occur within the TDMA allocated time slots.
To achieve this, we follow the approach of [8] to position
delays to pause the execution of a thread until it can access
the shared memory. Delays are expressed in absolute time,
so they are computation path-independent. Computing these
delays is automatically done offline through ILP as described
in Section IV. Using a synchronous model of computation
facilitates the positioning of these delays as shared memory
accesses only occur at the start and at the end of a tick.

Our contribution is based on FlexPRET. Compared to the
Microblaze implementation of [5], FlexPRET supports two
modes of execution: single-threaded and multi-threaded. In
the multi-threaded mode, threads are interleaved, therefore,
when a thread pauses, it can free up some CPU cycles for
other threads, potentially less critical, to execute. This allows
mixed-criticality applications combining SRTTs and HRTTs.

III. FOREC IN A NUTSHELL

A ForeC program is composed of a set of threads that are
created during the execution of par statements. The thread
that executes the par statement is the parent of the threads
created by the statement. So, the set of threads is a tree rooted
on the thread that has executed the application’s entry point.
Threads communicate with each other via variables. Variables
can be of four kinds. Input (resp. output) variables are variables
sampled from (resp. emitted to) the environment. They are
declared at the top level of the program and are accessible
by all threads. Variables declared with the shared keyword
are shared between a parent thread and its children. Normal
variables can also be used.

Conceptually, a ForeC program executes at the cadence
of the global tick. At the beginning of the global tick, all
input variables are sampled from the environment. Then, every
thread starts its local tick, which consists in: 1) creating copies
of shared variables they can access, 2) performing the thread’s
operations; and 3) propagating the local copies of the variables
to their parent thread. Operations are performed on local
copies of shared variables to avoid concurrent accesses and
race conditions. If multiple threads update the same shared
variables, a combination function must be specified to combine
all values computed by the threads. A combination function
must be associative and commutative, so the combination is
order-independent. During its local tick, the par statement is
used to fork-join threads. A local tick ends when a pause

statement is reached. A global tick ends when all local ticks
end. At the end of the global tick, output variables are emitted
to the environment.

The way ForeC threads are actually executed in parallel
depends on the target platform on which the program is
executed. ForeC currently supports three architectures: two
bare metal platforms (Xilinx multi-core Microblaze [11] and
PTARM single-core multi-threaded PRET [9]), and x86 plat-
forms implementing POSIX threads. To specify how ForeC
threads are deployed on the architecture, the programmer
provides a static core-to-thread mapping. The term core can
designate a physical core (e.g., of the Microblaze architecture),
or physical or logical threads (for PTARM and x86).

One contribution of this paper is to provide support for
the FlexPRET multi-core architecture we have developed. To
avoid any confusion, the term core designates a physical core
in the context of FlexPRET and a ForeC thread is implemented
by a hardware thread of FlexPRET. Section V will give
examples of ForeC code executed on the FlexPRET platform.

Running Example: The TwIRTee Autonomous Robot

Our deterministic execution platform and programming lan-
guage have been exercised on TwIRTee, a robotic demonstrator
developed at IRT Saint-Exupery. Its primary function is to
guide visitors from the entry desk to the office of the visited
person or some meeting room. Given the map of the building
and a goal specified as a set of way points, the mission of
TwIRTee is to navigate autonomously from its initial loca-
tion to its target location. To achieve this mission, TwIRTee
performs three main tasks: positioning, set point generation,
and tracking. Periodically, the robot calculates its position
(x,y,0), computes its next target position (called set point),
and elaborates the linear and rotational speed commands for
the wheels to track the target position.

Fig. 1 shows a ForeC model of the three threads realizing
the three periodic tasks. Given the one-to-one correspondence
between ForeC thread and task, we will employ these two
terms indifferently in the rest of the paper. All the tasks are
programmed in a single ForeC program. Hence, data and
control dependencies between tasks are managed by ForeC
directly. Input variables are shown on the left side of the figure
and output variables on the right side. The ForeC program
consists of a main function (application’s entry point), which
is composed of three threads Positioning, SetPoint Generation,
and Tracking. A shared variable called position is emitted at
every global tick by the Positioning thread and consumed by
the two others. A second shared variable called set point is
emitted by SetPoint Generation and consumed by Tracking.

Inputs Autonomous Robot Outputs

set point
(xy)

motion

sensors (dI, dr) _{ Pesiaiing
compass (8)

speed
H> command
v, Q)

SetPoint

gps (x,y) Generation

position (x, y, 8)

Fig. 1: TwIRTee model.
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input Position gps; // gps position
input int dl, dr, // motion sensors
theta; /] compass
output int v, w; // linear/rotational speed
Map map = ...; // Map of the building
Path path = ...; // Mission to follow
void main () { /! Application’s entry point
shared Position p; // Current position
shared Position sp; // Seed set point
par (
Positioning (dl, dr, theta, gps, p),
SetPointGen(p, sp, map, path),
Tracking (p, sp, v, wW)); }
thread Positioning(in int dl, in int dr,

in int theta, in Position gps,
out Position p) {

while (1) {
/] Calculate position from various sources
p = kalman(dl, dr, theta, gps);
pause; /= end of local tick =/ )
thread SetPointGen(in Position p, out Position sp,

Map map, Path path) {
while (1) {
// Get the projection on the path
Point h = projection(p, path);
// Compute the next target coordinate
sp = getSetPoint(h, path);
pause; /= end of local tick =/

b}

thread Tracking(in Position p, in Position sp,

out int v, out int w) {
while (1) {
// Kanayama call to track the defined set point
kanayama(p, sp, &v, &w);
pause; /x end of local tick =/ 1}

Listing 1: TwIRTee autonomous robot code snippet in ForeC.

Listing 1 gives an overview of the ForeC code of the
three tasks that are executed in parallel (par statement of
lines 12—15). The main function (line 9) is the application’s
entry point. Five input variables (lines 1-3) and two output
variables (line 4) have been globally defined. Two global
variables are defined for the map and the path to follow
(lines 6-7). Their initialization is not described here. Two
shared variables p and sp (lines 10-11) respectively contain
the current position and the speed set point. We use two well
known algorithms, Kalman filtering and Kanayama tracking,
for calculating respectively the current position of TwIRTee
based on various noised sources and the speed command.
Each periodic task is executed in a loop. Pause statements
(lines 23, 32, and 39) are used to synchronize all threads
between each tick.

Fig. 2 shows a trace of the execution of the ForeC ap-
plication. The rectangles show the instructions of Listing 1
that are executed. Black rectangles denote pause statements.
Triangles denote threads that are forked by the par statements.
Finally, the vertical axis shows the global ticks. The figure
shows the first two ticks that are executed. During the first
tick, the main function executes its instructions and forks the
child threads. Each child thread then executes in parallel and
pauses until all threads complete their processing. Once all

"T X main

Inputs Lines 9--11
~sampled |

% /\ Line12--15

- Positioning SPGen Tracking
Quinuts | Lines 2022 | | Lines27-31 | [ Lines36-38 |
emitted

;A

o~

£

]

2

Fig. 2: ForeC execution trace.

local ticks terminate, output variables are emitted.

IV. OPTIMIZATION APPROACH

Now that the application has been programmed with ForeC,
our objective is to optimize its actual implementation in order
to minimize the WCRT of the main functional chain. Our
approach is depicted on Fig. 3.

It consists of 6 steps. Given an application written in ForeC
and a static thread-to-core mapping, a C program distributed
over the different cores of the platform is generated (step
1). This program transposes the logical timing constraints
specified by the ForeC synchronous program into physical
timing constraints expressed using the specific timing instruc-
tions of FlexPRET (see Section V). From step 1, binaries
of the distributed C program are generated for each core
using the RISC-V GCC compiler (step 2). At this stage, the

Deterministic

Static thread-to-core mapping WCRT

1
Generate C code

ForeC
application P 4 Compute WCRT
= )_ Ny - (platform
Deterministic RISC-V C code Deterministic architectural
WCETs
2 Compile using
GCCRISC-V
toolchain
3 Compute WCETs
(micro-
architectural
definition
5 Executeon
FlexPRET

Legend:
» Design

flow
» Execution PRETdetermlmstic multicore Evaluation results

flow
» Analysis Estimate —

flow performances L _

Fig. 3: Approach overview.



program can be executed on the target FlexPRET platform
(step 5), but this would violate the execution semantics of
ForeC as no concurrency timing analysis has been performed.
Consequently, synchronizations between tasks have not been
made explicit yet. Timing analyses have to be performed such
that: (i) an upper bound of the WCET is determined for each
function (step 3), and (ii) the WCRT of the whole application
is computed (step 4).

Computing WCETs is commonly done through measure-
ment [28] or static analyses with, e.g., OTAWA [29]. Mea-
surement approaches often lead to under-estimating WCETs
while static analyses often lead to over-pessimistic upper
bounds [30]. One of the advantages of the chosen architecture
(FlexPRET) is that its micro-architecture remains simple and
exempt of any source of non-determinism, which allows
precise WCETSs to be computed®* or measured. Besides, ForeC
generates bare metal code, which facilitates the inclusion of
context switch costs in the computation/measurement of the
WCETs. Our approach is independent of the chosen technique,
but static analysis requires the hardware to be accurately
modeled, which is an ongoing work. Hence, for now, WCETs
are only obtained through measurement.

Computing the WCRTs on the application relies on the
platform architectural definition to access the shared mem-
ory of the target platform (number of cores, interconnect,
memories) and its efficient resolution constitutes the main
objective of this paper. The output of the WCRT computation
step is used to update the C program to comply with the
synchronous execution semantics and to provide a fair access
to the memory.

Our approach relies on the time-triggered model detailed in
Section IV-A. Based on the proposed model and the knowledge
of the WCET of each task running on the different cores,
ILP techniques are used to compute the configuration of the
interconnect that will minimize the WCRT of the application.
The resolution of the model is done offline at design time
and is dependent to the design of the interconnect. We have
successively designed two conventional constrained TDMA
buses (with fixed-length and variable-length time slots) which
guarantees exclusive access to the global memory at hardware-
level and a pure software implementation of the TDMA
using a unconstrained bus. Sections IV-B to IV-D successively
describe the three communication architectures.

In the following, we assume that the three communication
architectures are variants of the general architecture with n
FlexPRET cores depicted in Fig. 4. For the sake of clar-
ification, we will call the resulting multi-core architecture
MultiPRET to differentiate it from the original FlexPRET
architecture in the rest of this paper. Each core is identified by
its index 4 € [0, n[ and includes two on-chip scratchpad mem-
ories, respectively for instructions and data, and a conventional
5-stage pipeline where an arbitrary number of threads can be
interleaved. Inter-core communication is solely achieved via
a global memory accessible through an interconnect. Local
(private) memories for instructions and data of a core are

30TAWA provides a preliminary loader for the RISC-V ISA [31].
4WCET-aware C Compiler (WCC) for RISC-V is also to consider [30].

coren
ISPM
DSPM

Interconnect (e.g., TDMA bus)

corey
ISPM Shared memory
DSPM

<1t 1t>

Fig. 4: MultiPRET architecture overview.

accessible by all threads allocated to it, while global (shared)
memory for data is accessible by all threads of all cores. All
the cores are driven by the same clock and start at the same
time ¢ = 0. Memory accesses are performed in one CPU cycle
and the chosen interconnect has no added latency.

A. Time-Triggered Model

Each core can execute multiple tasks (ForeC threads) on
separate hardware (FlexPRET) threads. A task executed on
thread 4 deployed on core j is denoted by 7; ;. Given our syn-
chronous model of computation, each execution of a periodic
task can be decomposed into the following steps: 1) create lo-
cal copies of shared variables, 2) perform application-specific
operations, 3) update values of the shared variables, and 4)
synchronize with other tasks executed on potentially other
cores. Accesses to the shared memory are only performed
during steps 1 and 3. Consequently, delays must be correctly
positioned to ensure that all tasks access the shared memory
during their allocated time slot. The model we propose is
quite similar to existing time-triggered models in the literature,
such as Acquisition Execution Restitution (AER) [32]. The
originality resides in its automatic resolution through ILP and
its inherent support by ForeC for automatically partitioning
an application into the three phases reading, operating, and
updating (see Section IV-B).

The period T; ; of a task 7; ; is computed by the following
ILP equation:

Tpj = th] + 09 409 5] 4 thd 4 ¢89 (1)

Where ¢/, t29, t57, 453, ¢4, and %7 are expressed in CPU
cycles and respectively denote the number of required cycles
to: delay until the next allocated time slot (¢;]); perform the
initial copy of the shared variables (t%7); perform specific
operations of the task (tg’j ); delay until the next allocated
time slot (¢/;3); update the modified shared variables (t%;7); and
synchronise with all other tasks of the system (t%7). When
the task 7; ; is implicitly known, we will note t4; to keep
the notation simple, and similarly for the other delays. At
this point, no assumption is made of the chosen interconnect.
Allocated time slots can correspond to physical slots of a bus
controller or to conceptual slots to access to the global memory
in an exclusive way (as in a memory wheel).

Example 1: Let us consider the execution trace of Fig. 5
showing two tasks 79 ¢ and 7; ; respectively running on coreg
and core;. The horizontal axis shows the CPU cycles. The
two lines show the execution of the two tasks segmented with
respect to Eq. (1). Each segment is represented by a rectangle.
Segments during which a task is waiting for synchronization
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Fig. 5: Example of an execution trace with two tasks.

with its siblings or for being granted access to the global mem-
ory are hashed. Segments representing operations performed
by the task are filled.

In Eq. (1), t., t,, and ¢, are computed using WCET
computation techniques. Our goal is to properly set the values
of the three synchronization delays t41, tq42, and ¢ for each
task 7; ; so that the timeliness of the execution and the absence
of concurrent access to the shared memory are guaranteed
while minimizing the WCRT. When not properly set, core
interferences may occur. In Fig. 5, we can see that the two
segments t2:0 and ¢1'! are partially overlapping at ¢ = 2, which
may lead to core interferences.

Since the program is synchronous, all the tasks must share
the same period 7', yielding the following ILP equation:

Ti; =T 2

This common period 7' is the WCRT of the application.
Minimizing the WCRT is a linear optimization problem and
can be solved with ILP:

Minimize T 3

According to Eq. (1), minimizing 7" amounts to minimizing
tq1, ta2, and ¢, for each task 7; ;.

It is notorious that solving scheduling problems using ILP
may lead to scalability issues [33]. However, (i) our problem
only depends on the number of cores and not on the number of
threads interleaved (see below), and (ii) we only target small to
medium-size multi-cores. Accordingly, we are confident that
ILP is a suitable approach in this precise case, as we will show
in Section V.

The resolution of Eq. (3) being dependent on the chosen
interconnect, the following describes the three interconnects
we implemented.

B. Fixed-Length Time Slot TDMA Bus

Our first MultiPRET architecture is similar to the one
presented in [5]. It consists of n FlexPRET cores that are
instantiated and connected together through a TDMA bus. The
bus controller guarantees an exclusive access to the shared
memory for each core based on the definition of time slots. The
time slot size tg: € N, period Tigmae = tsiot * 1, and offset
togset € [0, Tiame[ are configurable. In our first architecture,
slots have constant sizes. A null initial offset means that the
first slot opens for coreg at t = 0.

t;] and ty;) are expressed by the following ILP equations:

thl = (k1 *n+ ) * taor — togset )
ty = (k2 s n+4) % taior — togser — ty] —th? —ti7  (5)

where ¢ is the thread index, j the core index, n the number of
cores, tsio¢ 1 a constant, ?,pse¢ 1S computed by ILP, and &,
and ko are two newly introduced ILP variables to make sure
that the ¢, and ¢,, segments (resp. reading from and writing to
the global memory) must start exactly when the TDMA time
slot opens for core;.

In the multi-threaded mode, threads allocated to the same
core are interleaved, meaning that only one thread executes
an instruction at the same time (in the execution stage of the
pipeline). Thus, there is no concurrent access to the memory
between threads allocated to the same core as all memory
accesses are performed in one CPU cycle only. We assume that
all threads allocated to the same core can access the shared
memory within the same TDMA time slot. Therefore, Eq.s (4)
and (5) do not depend on the number of threads interleaved
and hold for both single-threaded and multi-threaded execution
modes. However, interleaving multiple threads on the same
core impacts the WCET for each interleaved thread. An
orthogonal goal is to find the best allocation of ForeC threads
to FlexPRET cores given the number of available cores and
other allocation constraints. This is not addressed in this paper
whose primary focus is on the optimization of the WCRT of
an application composed of multiple threads whose allocation
has been given.

The third synchronisation delay ¢/ is required to synchro-
nize all the tasks and to align their periodic execution (during
the subsequent ticks) with the same TDMA time slot that
was opened during the former tick. Ignoring it would cause a
misalignment of the TDMA time slots during the subsequent
ticks, hence breaking the timed-predictability of the approach.
Thanks to FlexPRET [3], the CPU cycles during which the
HRTTs are waiting are not wasted and can be used to execute
SRTTs on the same core. t%/ is computed by the following
ILP equation in such a way that the period 7. is a multiple
of Tiama:

t?J = (k3 *n + ]) * tslot - toﬁset
—t) — T —thT ) — (6)

where ks is a newly introduced ILP variable to make sure
that all the 7; ; tasks finish their period at the same time and
remain aligned with the TDMA slots.

Computing t41, t42, and ts for each task amounts to mini-
mizing the values of the k; and ko, and k3 while satisfying:

tar >0 A tg22>0 A t, >0 (7N

Finally, to guarantee the “synchrony hypothesis”, we must
ensure that, for any two tasks 7; ; and 73 ¢, we have:

td T T ] < Rl gt (8)

that is, the duration required by 7; ; to successively: 1) wait
for its allocated time slot, 2) create local copies of shared
variables, 3) perform its main operations, and 4) wait for
its next allocated time slot, allowing it to propagate the
modifications made to the shared variables cannot be less than
the duration required by 74 ¢ to create local copies of shared
variables. Violating this property could cause a thread to read
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Fig. 6: Execution trace violating Eq. (8).

updated values of shared variables that would normally be
visible only within the next global tick.

To illustrate Eq. (8), let us consider the execution trace
depicted by Fig. 6. The first line shows the TDMA time slots.
Fig. 6 shows that the task 7 ; executes faster than 7y o, making
it possible for 7y ; to update (¢, of core;) the values of the
shared variables before they are copied (. of coreg) by 7o,0.
Eq. (8) guarantees that such scenarios never occur.

Overall, the ILP problem is to minimize Eq. (3) under the
constraints of Egs. (1)—(2) and Egs. (4)—(8). Recall that the
TDMA period T}4m, and the TDMA time slot size tg;,¢ are
constants of the ILP solver, i.e., they are provided by the
system’s designer. In the first architecture, ¢4, is set to the
largest access a task can require. This design choice ensures
that a read or write operation from/to the shared memory fits
inside a single TDMA time slot. A possible improvement will
be to segment long read or write operations into several parts,
each one fitting in a TDMA slot. T} g, 1S set to the time slot
size tg;,¢ multiplied by the number of cores n.

Example 2: let us consider the three tasks of our running
example allocated on three different cores. In this example,
each core executes exactly one thread in single-threaded mode.
So we simplify the notation by labelling the three tasks 7,05,
Tsp> and Tyrqcr and we compute their corresponding period to
minimise T, _, Tr , and T;, . . All cores are configured as
single-threaded, so all threads execute during each CPU clock.

Tab. I gives the details of the computation of the period of
each of the three tasks. The different values of the execution
times t., t,, and t, for each task are estimated on the left
side. Those values can be obtained through timing analyses
or measurement. Based on the constants provided in Tab. Ia,
we compute the variables provided in Tab. Ib using the GLPK
ILP solver. The optimum of the global period 7' is found for
an initial offset of 10 given a time slot of size 5.

Fig. 7 shows a trace of the execution of the three tasks
Tposs Tsp» and Typqc1 TESPEctively allocated to coreq, coreq, and
corey. The execution has been configured with respect to the
ILP solution given in Tab. I. We consider that the periodic tasks

0 1 2 3 4

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
| I y y

TABLE I: Period computation (fixed-length slots).

(a) ILP constants (b) ILP variables

WCETSs | te | to | tu tsiot | 5 Delays [ tq1 |ta2 | ts | | togset | 10
Tpos | 414 |4 | [Teama|15| [ 7pos | 7 |5 |6 T |30
T |5]7]2 Tep | 10| 3 |3
Ttrack | 2 6|4 Ttrack | 0 7|11

all start at ¢ = 0 and that the TDMA bus is already configured
at this time. This is of course a simplification since 7,5 must
configure the TDMA slot before executing its periodic task.
Given an offset of 10, the first TDMA time slot is for cores.
Task T¢,qcr has no waiting segment for reading from the shared
memory, since the first TDMA time slot is opened for cores.

C. Variable-Length Time Slot TDMA Bus

In contrast with the first architecture (Section IV-B), the size
of the time slots allocated to different cores may be different
for each core.

We denote ;01 ;€ N the time during which a TDMA slot is
opened for core j to create local copies of the shared variables
manipulated by the threads deployed on that core. Similarly,
we denote ¢{;,, € N the time during which a TDMA slot
is opened for core j to update the local copies modified by
the threads deployed on that core. In comparison to the first
architecture where the period of each task was a multiple of
the period of the TDMA, the second architecture allows for
setting the period of each task identically to the period of the
TDMA. The common period 7" is computed by the following
ILP equation:

n—1

Z(tSlOt]’ + tlslotj>

=0

T )

Again, solving the time-triggered model involves computing
the communication delays td;, tds, and t, for each core.
Therefore, td;, tds, and ¢ for each task 7; ; can be computed
by the following ILP equations:

Jj—1
- E tslotk
k=0

n—1 Jj—1

, i i >
Z tslotk + Ztslotk - td{ — tz] — té’j
k=0 k=0

£ (10)

Y]
td2

Y
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Fig. 7: Execution trace with fixed-length TDMA slots (solution 1).
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Fig. 8: Execution trace with variable-length TDMA slots (solution 2).

Eq. (10) means that a task deployed on core j has to wait
until its first time slot is opened, meaning the time slot for
all cores k (with k < j) has ended, assuming the time slots
are opened in a round robin manner from the smallest index
to the biggest. Tasks on coreqy being the first tasks to have
access to their time slot, td; is null. Similarly, Eq. (11) states
that to be able to update local copies of shared variables, the
same task has to wait until all tasks have had access to their
initial time slot (for creating local copies of shared variables)
and that the second time slot (for updating local copies of
shared variables) of all tasks on cores k (with k£ < 7) has
ended. Finally, Eq. (12) means that ¢t must be computed in
such a way that it represents the remaining time after all time
slots have been opened and all operations for core j have been
done. Unlike the previous section where t4;,; Was a constant of
the ILP model, resolving this model implies computing each
tsiot, and t;lotk such that the global TDMA period T}gmq 1S
minimized.

Overall, the ILP problem is to minimize Eq. (3) under the
constraints of Egs. (1)—(2) and Egs. (8)—(12).

TABLE II: Period computation (variable-length slots).

tqr | tae | ts tsioty 4 t/sloto 4 ’ T ‘ 22 ‘
Tpos 714 0 tsiots | 5 | thgoty | 3
Tsp 0 0 8 tslotz 2 t,slotg 4
Ttrack 5 1 4 toﬁ'set 4

Example 3: let us consider the same example where the
three tasks are deployed on three separate cores. Tab. II
shows the ILP variables computed by our second ILP solver
based on the WCETs calculated in the previous example (cf.
Tab. Ia). We can observe that optimizing the size of the TDMA
time slots individually for each core reduces the size of the
tasks’ period to 22 cycles, hence a decrease of 26.67% of
the common period 7'. The optimum is found for a TDMA
offset of 4, aligning the first time slot with core;. To find this
optimum, three ILP resolutions needed to be performed, to
test for which core the first TDMA slot needs to be opened.
Fig. 8 shows the resulting execution trace.

D. Pure Software Implementation of the TDMA

Traditionally, TDMA buses provide hardware mechanisms
to ensure that concurrent accesses cannot occur. If two cores
attempt to access to the shared memory at the same time, only
the access from the core to which a TDMA time slot is opened
will succeed. The combination of the ForeC synchronous
language and the MultiPRET deterministic architecture allows

us to dispose of such hardware mechanisms. Indeed, the
time-triggered model we propose ensures by construction that
communication for a core only occurs when the time slot is
opened for this core.

To push the idea further, we propose a third architecture
relying on a simple unconstrained bus connecting all cores to
the shared memory and on a pure software implementation
of the time-triggered model. The unconstrained bus acts as a
multiplexer and does not guarantee the absence of concurrent
accesses since this is already guaranteed at software-level.
This frees ourselves from ensuring it at hardware-level, re-
ducing the complexity of the hardware implementation. The
unconstrained bus does not lead to a different ILP model per
se; rather, it can be used in conjunction with any of the two
previous ILP models.

V. EVALUATION

We have extended FlexPRET to support the instantiation
of multiple cores and we implemented the two software-
managed TDMA bus architectures and the unconstrained bus
in Chisel [34]. Our extension is called MultiPRET. We ex-
tended the memory hierarchy of [3]. A memory access at an
address below 0x40000000 results in an operation to a local
memory. A memory access at an address above 0x40000030
results in an operation to the shared memory. All memories are
implemented using SPMs and are accessible in one CPU cycle.
This is ensured by our hardware implementation onto the
FPGA. Addresses in the range 0x4000000C-0x40000030
are reserved to configure the fixed-length and variable-length
TDMA buses.
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Fig. 9: FPGA resources.
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A. FPGA Resources

We have synthesised several variants of MultiPRET on
a Zynq UltraScale+ ZCU102 board. SPMs are implemented
using block RAMs. Fig. 9 lists the number of Flip-Flops (FFs)
and LookUp-Tables (LUTs) used for the different variants
of MultiPret that we have implemented. The three variants
lc-base, 2c-base, and 3c-base are baseline versions
used to compute the hardware overhead. 1c-base is the
original FlexPRET architecture [3] including timing instruc-
tions, with 4 threads, and 16kBytes for D-SPM and I-SPM.
2c-base and 3c-base feature respectively two and three
cores, with no interconnect. The six other variants feature
respectively two and three cores with the three proposed com-
munication architectures. Fig. 9 shows that the unconstrained
bus consumes less resources (13.24% less LUTs and 6.46%
less FFs for the dual-core version) than a full-fledge TDMA
bus with variable-length time slots.

B. ForeC to C Translation

MultiPRET can be programmed either in ForeC or in C
directly. Programming in C requires the programmer to respect
the time-triggered communication model by manually posi-
tioning delay instructions, as it is done in [8]. This is difficult
and error-prone. In this section, we present a translation of
ForeC into standard C for an execution on MultiPRET, so
that those delays are automatically positioned. The translation
itself is for now manual; its implementation is ongoing.

s| Position volatiles const spAddr =

// timer constant declarations
2| const int tdlTimer = 60000; /% etc. =/
3| // shared input address variables
Position volatiles const pAddr = (Position=x) 0
x40000048 ;

(Positionx*) 0
x40000054 ;

// shared output address

volatile floatx vAddr =

volatile floatx wAddr =

variables
(float=) 0x40000060;
(float=) 0x40000064;

int main() { // Tracking thread
/! shared input variables
Position p, sp;
// shared output variables
float v = 0.0f, w = 0.0f;

// to synchronize all threads
delay_until_periodic(&time, initialTimer);
while (1) {

// Wait for next time slot opening

delay_until_periodic(&time, tdlTimer);
/! Creation of local copies of shared
p = #pAddr; sp = xspAddr;

variables

// Kanayama call to track the defined set point
kanayama(p, sp, &v, &w);
// Wait for next time slot opening

delay_until_periodic(&time ,
copyTimer + opTimer + td2Timer);

/! Propagation of updated variables
#*vVAddr = v; *wAddr = w;
// Wait for synchronization among the cores

delay_until_periodic(&time,
updateTimer + synchroTimer); } }

Listing 2: Snippet of the resulting code on FlexPRET.

Listing 1 shows the translation of the TwIRTee program
into C code. The full program is 4 539 Lines of Code (LoCs).
Listing 2 shows a code snippet for the Tracking thread: the four
shared variables (lines 3—8) are stored in the shared memory at
addresses 0x40000048 to 0x40000064, and local copies
are created and stored into the shared memory (lines 11-14).
Listing 2 does not show how shared variables are initialized
into the shared memory, nor how the TDMA bus (for the fixed-
and variable-length implementations) is first configured. Those
are done by the first thread on the first core since initially, the
TDMA time slot is opened for that thread.

Line 16 delays the execution of the periodic execution
loop so that each core starts at the same time. After this
delay, the periodic execution loop is activated (lines 17-31).
In this loop, each thread’s body is composed of three different
segments: copying the input shared variables, performing
the thread main operations, and updating the output shared
variables that are modified. Segments are interleaved with
delays according to the time-triggered model presented in
Section IV. They comprise WCETs calculated for each section
(copy, perform, update) to which are added the communication
delays tdy, tds, and ts (as formulated in Section IV) required
to guarantee the correct synchronization between all threads
and the exclusive accesses to the shared memory. Delays are
declared as constants at the top of Listing 2 (line 2), so the time
to elapse within each delay instruction is computed at compile-
time. Hence, all delay instructions take the exact same number
of cycles to execute, which is considered and comprised within
the computed WCETSs. The ILP solver to calculate these delays
has been implemented in CPLEX [35] and run using GLPK.

C. WCRT Optimization and Execution

Given a list of potential thread-to-core mapping and plat-
form topology candidates, we now evaluate our WCRT op-
timization approach. We use the TwIRTee demonstrator de-
scribed in Section III consisting of three tasks that can be
deployed on up to three cores. Four possible mappings of the
application are therefore possible: each thread is separately
mapped to a separate core (multi-core, single-threaded mode),
and two (out of three) threads are interleaved on a first core
while the third thread is mapped to a second core (multi-
core, multi-threaded modes). We have compared the four
mappings on the fixed-length time slots and variable-length
time slots topologies (leading to eight configurations) with a
base reference where all threads are mapped to the same core
(single-core mode).

1) WCET Measurement: We first measure the WCETs of
the individual tasks and we compute the values of the commu-
nication delays td;, tds, and ts. The experimental protocol we
followed to accurately measure the different WCETSs consisted
in executing our three tasks (7,5, Tsp, and Tiq¢k) in isolation
on three different cores of our tri-core implementation of
MultiPRET while varying the frequency of activation F' for
each thread. F' = 1/1 corresponds to the mode where a
single thread is executed every cycle while F' = 1/2 and
F = 1/3 respectively simulate when a thread is interleaved
with respectively one or two other threads. Relying on these
three sets of measures to estimate the WCETs for the four



TABLE 1III: Measured WCETs.

F=1/1 F=1/2 F=1/3
te to to te to tw te to tw
Tpos | 6000 | 30000 | 1000 | 12000 | 60000 | 2000 | 18000 | 90000 | 3000
Top | 1200 | 180000 | 1000 | 2400 | 270000 | 2000 | 3600 | 360000 | 3000
Terack | 1200 | 300000 | 1000 | 2400 | 460000 | 2000 | 3600 | 580000 | 3000

different mappings (alongwith the base reference), hence, the
eight different configurations, is possible since FlexPRET (and
consequently MultiPRET) keeps by design a strict temporal
and spatial isolation between threads [3]. Tab. III details the
different values we measured for the three phases ¢., t,, and
t,, of the execution of each task. Non-proportionality to F
results from the thread latency from control hazards being
hidden when interleaving multiple threads [3].

2) WCRT Computation: The resulting C program is then
compiled using GCC RISC-V. Simulation is performed using
a C++ cycle-accurate simulator and a testbench that we have
extended for our needs. Extensions include the support for
multiple cores to execute in parallel and the connection to
the MORSE simulation environment. The testbench, the cycle-
accurate simulator, and the MORSE simulation environment
execute in a closed-loop where input variables are generated by
MORSE, sampled by the simulator of MultiPRET, and output
variables are used to update the animation within MORSE.

Eight ILP models have been generated and resolved in order
to cover the combination of the four different mappings with
the two TDMA versions. Fig. 10 shows the WCRT (in u s)
and its optimization compared to the base reference (in %).
The horizontal axis shows the different configurations for the
fixed-length (K) and the variable-length (4\) TDMA versions.
It shows that the tri-core version (configuration 1) reduces
the WCRT by respectively 48.1% (fixed-length TDMA) and
51.9% (variable-length TDMA) compared to the base ref-
erence. Fig. 11 shows the core activities for the different
configurations (for the variable-length TDMA version only).
For the first configuration, the core executing the longest task
(core 2) is efficiently utilizing all resources while the first core
is idle most of the time. Both Figures 10 and 11 highlight
how our approach can be used as a guideline for selecting
the most efficient thread-to-core mappings depending on the
desired optimization criteria. The first configuration provides
the best WCRT optimization, but it also leads to unbalanced
resource utilization over the cores. Alternatively, the second
configuration allows for a better utilization of the resources
with a gain up to 26.3% of the WCRT while using only two
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Fig. 10: WCRT optimization.
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Fig. 11: Core activities (variable-length TDMA version).

cores to execute the application, hence reducing the SWaP of
the platform [1].

VI. CONCLUSION

In this paper, we have combined a highly deterministic
multi-core architecture, a synchronous programming language,
and a communication architecture to ensure the timeliness
and optimality of critical real-time applications. It is based
on a synchronous model of communication in which periodic
tasks are executed and synchronised at precise points in time,
facilitating temporal analyses. Based on the time-triggered
model and thanks to the temporal characteristics of the un-
derlying platform (MultiPRET), applications can be written
using ForeC — abstracting away temporal considerations from
the programmer’s point of view — and translated into standard
C where communication delays are automatically calculated
based on WCET and WCRT analyses. We have used an
ILP solver to calculate the delays based on the platform
architectural definition in order to minimize the WCRT of the
application.

We have proposed three different implementations of a de-
terministic shared memory inter-core communication on which
our time-triggered model has been applied: two constrained
TDMA buses with fixed- and variable-length time slots and a
simple unconstrained bus. Robustness to scheduling errors is
a main difference between the three interconnects. The uncon-
strained bus improves WCRT and decreases FPGA footprint
(13.24% less LUTs and 6.46% less FFs), but is less robust to
scheduling errors than the two other interconnects. Thankfully,
the time-triggered model and FlexPRET together guarantee
by construction that all accesses to the shared memory are
exclusive, making the hardware mechanisms provided by the
TDMA buses unnecessary and disposable.

We have addressed the problem of WCRT optimization,
taking into account the communication topology (physical or
conceptual TDMA arbitration in this paper) and the assump-
tion that the thread-to-core mapping is given. As future work,
we plan to consider them as parts of the global optimiza-
tion solution. This includes other communication topologies
(partial crossbars, ring topology, ...) and efficient mapping
strategies. More generally, thanks to the flexibility of FPGAs,
the communication topology can also be adapted/optimized to
the application structure. Finding not only the most efficient
mapping, but also the most efficient communication topology
given an application profile is an interesting topic and an
extension to our current work. At the same time, we are
currently exploring the support of multi-rates in ForeC and
its impact on the time-triggered model we have proposed.
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