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Abstract. In semi-supervised graph clustering setting, an expert pro-
vides cluster membership of few nodes. This little amount of information
allows one to achieve high accuracy clustering using efficient computa-
tional procedures. Our main goal is to provide a theoretical justification
why the graph-based semi-supervised learning works very well. Specifi-
cally, for the Stochastic Block Model in the moderately sparse regime,
we prove that popular semi-supervised clustering methods like Label
Spreading achieve asymptotically almost exact recovery as long as the
fraction of labeled nodes does not go to zero and the average degree goes
to infinity.

Keywords: Semi-supervised clustering · community detection · label
spreading · random graphs · stochastic block model.

1 Introduction and previous work

Graph clustering consists of partitioning a graph into communities (or clusters)
so that nodes in the same cluster are, in some sense, more densely connected than
nodes belonging to different clusters. Graph clustering (or community detection)
is a fundamental problem in machine learning. Many scientific disciplines rely
on graphs to model a large number of interacting agents: atoms or interacting
particles in statistical physics, proteins interactions in molecular biology, social
networks in sociology, the Internet’s webgraph in computer science, etc. Such
complex networks typically have clustering structure, whose detection and de-
scription is very important for network analysis.

To model complex networks, we can interpret them as random graphs. The
simplest random graph model with clustering structure is the Stochastic Block
Model (SBM), introduced independently in [6] and [9]. SBM is a generalization of
the Erdős-Rényi (ER) random graph [7,8]. In its easiest form, an SBM graph has
two communities of equal size, and edges between nodes of the same community
are drawn with probability p, and edges between nodes of different communities
have a probability q, where p 6= q. Of course, this is a very basic model of a graph
with clustering structure. Despite its simplicity, the basic SBM poses a number
of theoretical challenges for community detection problem and highlights various
intuitions and trade-offs.
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Community detection in SBM is still a very active topic, and one can find
a recent and complete review in [1], mentioning the up to date unsupervised
clustering results. In this paper, we will consider a semi-supervised situation,
where an oracle reveals the community belonging of a fraction of nodes. In prac-
tice, labeling nodes according to their community requires human intervention,
thus is expensive (could be months of experiments in a case of protein study),
and the fraction of pre-labeled nodes is expected to be the smallest possible. As
was noted in the previous publications on graph-based semi-supervised learning
(see e.g., [2, 5, 14–16]), it is a very powerful technique allowing to achieve high
accuracy with only a small number of labeled data points. Moreover, as those
methods are naturally distributed, they can efficiently cluster large graphs.

A popular graph based semi-supervised method is Label Spreading [14]. The
main goal of the present work is to provide a theoretical justification why Label
Spreading works well, by showing that it achieves almost exact recovery on SBM
graphs, in the moderately sparse regime (when the average degree d is of the
order of log n), as long as the fraction of labeled points r does not go to zero.

Note that the recovery is said to be exact if all nodes are correctly labeled
(almost surely, in the limit as n goes to infinity), and almost exact if the fraction
of misclassified nodes goes to 0 (almost surely, when n goes to infinity) [1].

The paper is structured as follows: in Section 2, we describe the minimization
procedure we used for semi-supervised graph clustering (Label Spreading) and
provide more background references on the semi-supervised learning. In Section 3
we study the case of SBM graphs, using a mean field analysis. We derive the exact
expression for the semi-supervised solution of the mean field SBM and explain
why exact recovery is possible for the mean field. Then, we show concentration
of the limit towards its mean field value and conclude with the recovery result.
Section 4 provides discussion and directions for future research.

2 Semi-supervised graph clustering with the normalized
Laplacian matrix (Label Spreading)

Let G = (V,E) be a graph, where V is the set of n nodes, and E is the set of m
edges. In the following, we will consider weighted undirected networks: each edge
(ij) ∈ E holds a positive weight wij . Thus, the graph can be fully represented by
a symmetric matrix W , where the entry (ij) of W is the weight wij of an edge
between nodes i and j (a weight of zero corresponds to the absence of edge).
When the weights are binary, the weight matrix is called the adjacency matrix
and is traditionally denoted by A. The degree di of a node i ∈ V is defined as the
sum of the weights of all edges going from i, that is di =

∑
j wij . The diagonal

matrix D with entries di is called the degree matrix.
We will consider a graph exhibiting a community structure: hence, the set

of nodes can be partitioned into K non overlapping communities (or clusters).
By observing only V and E, and supposing K known, we aim to recover the
underlying partition in a semi-supervised manner. This means some nodes are
already labeled: we know to which community they belong. Let ` and u be
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respectively the set of labeled node and the set of unlabeled nodes. Without loss
of generality, we can suppose that the first |`| nodes are labeled, and we define r
the ratio of labeled nodes with respect to the total number of nodes (|`| = r|V |).

Our strategy is to find a matrix X of size n×K from which we could predict
the node’s labels. We will refer to the columns X.k as classification functions,
and node i will be classified in cluster k(i) if:

k(i) = arg max
k′∈{1,...,K}

Xik′ . (1)

To make use of the semi-supervised setting, we shall fix the values of X on the
labeled data. More precisely, we introduce the n×K ground-truth matrix Y as:

Yik =

{
1 if node i is in community k
0 otherwise.

Since Y`. is known, where Y`. denotes the first |`| rows of the matrix Y (corre-
sponding to the labeled nodes), we will enforce X`. = Y`.. The other rows of X,
denoted Xu., will be chosen to minimize the energy function:

E(X) := tr
(
XTLX

)
(2)

such that X`. = Y`. (3)

where L := In −D−
1
2WD−

1
2 is the normalized Laplacian of the graph.

The choice to minimize an energy function to solve a semi-supervised learning
problem can be traced back to [16]. In that paper, the authors chose a standard
Laplacian-based energy function. In later works (see e.g., [2, 11, 14]) it has been
shown that one can achieve a better accuracy with the use of the normalized
Laplacian. There is another important argument why we have chosen to focus
on the normalized Laplacian method: as it will be clear from the ensuing devel-
opment, the normalized Laplacian’s spectral norm concentrates sufficiently well
around its expectation [12].

The minimization problem (2)-(3) can be solved using Lagrange multiplier:

L(X) := E(X) + λ tr
(

(X`. − Y`.)T (X`. − Y`.)
)
. (4)

To compute the solution explicitly in a matrix form, we split the weight matrix

W (and other matrices like D) into four blocks

(
W`` W`u

Wu` Wuu

)
, where W`` is a sub-

matrix corresponding to the first |`| rows and columns of matrix W . The solution

X =

(
X`

Xu

)
of the optimization problem (2)-(3) can be derived by letting the

partial derivatives of the convex function L with respect to Xik (for i 6∈ ` and
k ∈ {1, . . . ,K}) being zero, and writing the solution in a matrix form. More
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precisely, let us rewrite the Lagrangian given in equation (4) as follows:

L(X) =

K∑
k=1

(
XT
.k LX.k + λ(X`k − Y.k)T (X`k − Y`k)

)
=

1

2

K∑
k=1

n∑
i,j=1

wij

(
Xik√
di
− Xjk√

dj

)2

+ λ

K∑
k=1

∑̀
i=1

(
Xik − Yik

)2
.

Thus, for all k ∈ {1, . . . ,K}, the first order condition
∂L

∂X.k
(X) = 0 gives

LX + λS(X − Y ) = 0,

where S =

(
I|`| 0
0 0

)
is an n × n matrix. Using the block notation introduced

earlier leads to the following equations:

∀k ∈ {1, . . . ,K} : LuuXuk + Lu`X`k = 0.

By recalling the condition X`. = Y`., the last equation can be rewritten as

Xu. = −L−1uu Lu` Y`. (5)

Note that Luu is an extracted block from the normalized Laplacian, hence is
invertible, and the expression (5) is well defined as soon as each connected com-
ponent of the graph has at least one labeled node. The expression (5) depends
only on the value of the labeled nodes and on the topology of the graph.

3 Analysis on random SBM graphs

Let us set up the notations for SBM. Each node i ∈ {1, . . . , n} will belong
to a cluster Ci. Then, an edge is created between a pair of nodes (ij) with a
probability that depends only on nodes’ clusters:

Pr
(
(ij) ∈ E

)
= PCiCj .

The adjacency matrix A is thus a random matrix, whose expected value is

EAij = PCiCj . (6)

The weighted graph formed by the expected adjacency matrix of an SBM graph,
given by (6), will be called mean field model.

It is common to call pi = PCiCi the intra-cluster edge probabilities and q =
PCiCj , i 6= j the inter-cluster edge probability (we assume that the inter-cluster
edge probabilities are all equal to each other). We will denote by ni the number

of nodes in community i, with n =
∑K
i=1 ni. Finally, di will be the average degree

of nodes in cluster i.
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We will mostly focus on the symmetric SBM with two communities, and
will make use of the following assumptions; nonetheless, for each result, we will
clearly state which assumption is needed. We think our results stand for more
than two communities as well as in the non symmetric case (incorporating so-
called Class Prior Knowledge, see for example [5] Section 10.8), to the price of
harder and longer computations.

Assumption 1 (Symmetric SBM) We consider an SBM graph with two com-

munities of equal size n1 = n2 =
n

2
and p1 = p2 =: p.

Assumption 2 (Growing degrees) The average degree d goes to infinity.

Assumption 3 (Fixed fraction of labelled nodes) The fraction of labeled
nodes r remains constant as n grows to +∞.

Assumption 4 (Labeled nodes uniformly distributed) Each community has
the same fraction of labeled nodes (with respect to the community size), and they
are chosen uniformly at random. Moreover, we assume that there is at least one
labeled node in each connected component of the graph.

The second part of Assumption 4 is needed to ensure that the extracted
Laplacian Luu is invertible. We can now state the main result of this paper.

Theorem 1 (Asymptotically almost exact recovery). Label Spreading al-
gorithm, defined by the minimization scheme (2)-(3), enables asymptotically al-
most exact recovery for an SBM graph under Assumptions 1-4.

We will prove Theorem 1 in two steps. First, by doing exact calculation
of the mean field solution XMF , we will show that exact (even nonasymptotic)
recovery is possible for the mean field model. Then, we will show that the solution
of the minimization problem (2)-(3) is asymptotically concentrated sufficiently
well around its mean field value. Those two results put together will give the
proof of Theorem 1.

3.1 Exact expression for mean field SBM

Recall that by mean field, we are referring to the situation where the random
quantities are replaced by their means. In particular, we call mean field model
the weighted graph formed by the expected adjacency matrix of an SBM graph.

In all the following, the subscript MF will be added to all quantities referring
to the the mean field model. For simplicity of notations and computations, we
will assume there is only two communities, but the analysis can be extended to
K communities.

Let 1n1
denote the column vector of size n1× 1 with all entries equal to one,

and by Jn1;n2
:= 1n1

1Tn2
the matrix of size n1 × n2 with all entries equal to one.

Furthermore, we will use a shorten notation Jn1 for Jn1;n1 .
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Without loss of generality and for the purpose of performance analysis, we
implicitly assume that the first n1 nodes are in cluster 1, whereas the last n2
nodes are in cluster 2. Thus,

AMF := EA =

(
p1 Jn1

q Jn1n2

q Jn2n1 p2 Jn2

)
.

In order for derivations to be more transparent, we also consider the case where
diagonal elements of AMF are not zero. This corresponds to a non-standard
definition of SBM, where we could have edges (i; i), with probability p1 or p2
depending on the community to whom i belongs to. Nonetheless, we could set
the diagonals elements of AMF to zero and our results would still hold.

Also without loss of generality and for the convenience of analysis, we will
assume that the first rn1 and the last rn2 nodes are labeled. Note that if the
quantities rni are not integers, we take their integer part, but we shall omit it
to simplify the notations. Lastly, we introduce ñi = (1 − r)ni the number of
unlabeled nodes in cluster i.

Theorem 2 (Exact expression for XMF ). Let a =
p1
d1

, b = c =
q√
d1d2

,

d =
p2
d2

and F :=
(
1− p1ñ1

d1

)(
1− p2ñ2

d2

)
− ñ1ñ2

q2

d1d2
. Then

XMF
u. =

(
xMF
11 J(1−r)n1

xMF
12 J(1−r)n1

xMF
21 J(1−r)n2

xMF
22 J(1−r)n2

)
,

where:

– xMF
11 = rn1

(
a− n1

(1− r)a
F

(
− a+ ñ2(ad− bc)

)
+

(1− r)bc
F

n2

)
;

– xMF
12 = rn2

(
b− (1− r)b

F
n1(−a+ ñ2(ad− bc)

)
+ d

(1− r)b
F

n2

)
;

– xMF
21 = rn1

(
c+ rn1

(1− r)ac
F

n1 − n2
(1− r)c

F

(
− d+ ñ1(ad− bc)

))
;

– xMF
22 = rn2

(
d+

(1− r)bc
F

n1 − n2
(1− r)d

F
(−d+ ñ1(ad− bc))

)
.

Proof. Recall from equation (5) that XMF
u. = −

(
LMF
uu

)−1 LMF
u` Y`..

First, let us notice that
(
D−

1
2WD−

1
2

)MF

uu
=

(
aJñ1

bJñ1ñ2

cJñ2ñ1 dJñ2

)
, where the

quantities a, b, c and d are defined in the statement of the theorem. It follows
from Proposition 2 in the Appendix that(
LMF
uu

)−1
= Iñ −

1

F

((
− a+ ñ2(ad− bc)

)
Jñ1 −bJñ1ñ2

−cJñ2ñ1

(
− d+ ñ1(ad− bc)

)
Jñ2

)
.

Moreover, −LMF
u` =

(
aJñ1;rn1 bJñ1;rn2

cJñ2;rn1
dJñ2;rn2

)
and X`. =

(
1rn1 0rn1

0rn2
1rn2

)
, thus

−LMF
u` X`. =

(
rn1a 1ñ1

rn2b 1ñ1

rn1c 1ñ2
rn2d 1ñ2

)
,

and the product of
(
LMF
uu

)−1
by −LMF

u` X`. gives the stated result. ut
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Proposition 1 (Exact recovery in mean field model). The minimization
procedure (2)-(3) achieves exact recovery in the mean field model of an SBM
graph with two clusters of equal size, with p1 = p2 (Assumption 1), p > q
(associative communities) and with the same fraction r > 0 of labeled nodes in
each cluster.

Proof. Recall that the detection rule is given in equation (1). In the two commu-
nities case, recovery will be possible (and 100% correct) if and only if x11 > x12
and x22 > x21. By symmetry of the problem, it is enough to consider the condi-
tion x11 > x12.

In the symmetric case, with two clusters of equal size (n1 = n2) and p1 = p2
(Assumption 1), it is then straightforward to see that

xMF
11 = r

p

p+ q
+
r(1− r)

F

p

(p+ q)2
(rp+ (1− r)q) +

r(1− r)
F

q2

(p+ q)2
,

xMF
12 = r

q

p+ q
+
r(1− r)

F

q

(p+ q)2
(rp+ (1− r)q) +

r(1− r)
F

pq

(p+ q)2
.

By subtracting those two lines, a little of algebra shows that

xMF
11 − xMF

12 = r
p− q

2q + r(p− q)
.

This last quantity is positive as soon as p > q , and this ends the proof. ut

We can make two remarks:

– First, note that we have not made any assumptions on the scaling of pi and
q with n, except that p1 and p2 are equal. In particular, the result holds in
the case of logarithmic degree, which will be our main focus later on.

– Second, in the case of the mean field model, the result holds for finite n, thus
it is exact (even non-asymptotic) recovery in the mean field model. It is not
surprising, since recovery in the mean field model is obvious.

3.2 Concentration towards mean field

Similarly to the concentration result in [3], we establish the concentration of X
around its mean field value XMF in terms of the Euclidean norm. For the sake of
better readability, we omit the subscripts from X.k and XMF

.k (k ∈ {1, . . . ,K})
in the next theorem and the two following proofs. Similarly, we will shorten Xuk

(respectively Y`k) to Xu (respectively Y`).

Theorem 3. Under the same assumptions as Theorem 1, for each class, the
relative Euclidean distance between the solution X given by Label Spreading and
its mean field value XMF converges in probability to zero. More precisely, with
high probability, we can find a constant C > 0 such that:

||X −XMF ||
||XMF ||

≤ C√
d
. (7)
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Proof. Let us rewrite equation (5) as a perturbation of a system of linear equa-
tions corresponding to the mean field solution:(

EL+∆L
)
uu

(
XMF
u +∆Xu

)
= −

(
EL+∆L

)
u`
Y`,

where ∆X := X −XMF and ∆L := L −EL.
Recall that a perturbation of a system of linear equations (A+∆A)(x+∆x) =

b+∆b leads to the following sensitivity inequality (see e.g., section 5.8 in [10]):

||∆x||
||x||

≤ κ(A)

1− κ(A)
||∆A||
||A||

(
||∆b||
||b||

+
||∆A||
||A||

)

where ||.|| is a matrix norm associated to a vector norm ||.|| (we used the same
notations for simplicity) and κ(A) := ||A−1||.||A|| the conditioning number. In
our case, using spectral norm, this gives:

||X −XMF ||
||XMF ||

≤ ||E Luu||.||(E Luu)−1||
1− ||(E Luu)−1||.||∆ Luu||

(
|| −∆ Lu`.Y`||
|| −E Lu`.Y`||

+
||∆ Luu||
||E Luu||

)
.

Let us first deal with all the non random quantities. The spectral study of
E Luu is done in the Appendix (Proposition 3). In particular, we have :∣∣∣∣E Luu∣∣∣∣ = max

{
|λ| : λ ∈ Sp

(
E Luu

)}
= 1,∣∣∣∣∣∣(E Luu)−1∣∣∣∣∣∣ =

1

min
{
|λ| : λ ∈ Sp

(
E Luu

)} =
1

r

p+ q

p− q
.

Note that since p and q have the same dependency in n (from the assump-

tions, p = a
log n

n
and q = b

log n

n
), the ratio

p+ q

p− q
does not depend on n, and∣∣∣∣∣∣(ELuu)−1∣∣∣∣∣∣ is equal to a constant C ′. We are left with the following inequality:

||X −XMF ||
||XMF ||

≤ C ′ 1

1− C ′ ||∆Luu||

(
||∆Lu`.Y`||
||E Lu`.Y`||

+ ||∆Luu||
)
.

Moreover E Lu`.Y` = (1− r)Yu, thus ||E Lu`.Y`|| = (1− r)
√

(1− r)n. So

||X −XMF ||
||XMF ||

≤ C ′

1− C ′ ||∆ Luu||

(
||∆ Lu`||

1− r
+ ||∆ Luu||

)
, (8)

where we used ||Y`|| =
√
rn (since Y` is a vector of size rn with entries equal to

1 or −1) and

√
r

1− r
≤ 1.

The concentration of the normalized Laplacian towards its mean field value
has been established in [12]. In particular, the authors showed that w.h.p.∣∣∣∣∣∣L −E L

∣∣∣∣∣∣ = O
( 1√

d

)
, (9)
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where d is the average degree, when d = Ω(log n). However, the result of equa-
tion (9) is a concentration of the full normalized Laplacian (an n × n matrix),
while here we are interested in concentration of an extracted matrix. Fortunately,
concentration still holds, see Proposition 4 in the Appendix. Therefore, the terms

||∆ Luu|| and ||∆ Lu`|| in equation (8) can be bounded by
K√
d

.

Last, C ′ being constant and ||∆Luu|| going to zero, we can lower bound the

term
C ′

1− C ′ ||∆ Luu||
by 2C ′ for n large enough, leaving us only with

||X −XMF ||
||XMF ||

≤ C√
d

for a constant C. This ends the proof.
ut

Inequality (7) indicates a slow convergence. For example, in the moderately

sparse regime where p(n) and q(n) grows as a constant times
log(n)

n
(an interest-

ing regime to study for SBM), we have established a bound on the convergence

rate in the order of
1√

log n
.

3.3 Asymptotically almost exact recovery for SBM

Proof (of Theorem 1). We just established a concentration inequality for X
towards XMF . In order to correctly classify a node i, one should hope that the
node’s value Xi is close enough to its mean field value XMF

i . To be more precise,
|Xi −XMF

i | should be smaller than half the community gap. Recall that in the
symmetric case, we showed in Proposition 1 that the community gap is equal to

r
p− q

2q + r(p− q)
, independent of n when p and q have the same dependency on n.

This leads us to define the notion of ‘ε-bad nodes’. A node i ∈ {1, . . . , n} is
said to be ε-bad if |Xi −XMF

i | > ε. Let us denote by Bε the set of ε-bad nodes.
The nodes that are not ε-bad, for an ε constant strictly smaller than half the
community gap, are almost surely correctly classified.

From ||X − XMF ||2 ≥
∑
i∈Bε
|Xi − XMF

i |2, it comes that ||X − XMF ||2 ≥

|Bε| × ε2. Thus, using Theorem 3, we have w.h.p.:

|Bε| ≤
C

ε2
n

d
. (10)

If we take for ε a constant strictly smaller than half the community gap
(recall that the community gap does not depend on n), then all nodes that are
not in Bε will be correctly classified. Since by (10) we have |Bε| = o(n), the
fraction of misclassified nodes is at most of order o(1). This establishes almost
exact recovery, and the proof of Theorem 1 is completed. ut
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4 Discussion and future works

In this paper, we explicitly showed that Label Spreading can achieve good result,
in the sense of almost exact recovery, for community detection on SBM graphs.
Our result stands in the case of two symmetric communities, but extension could
be done for more than two non-symmetric communities, as well as labeled nodes
non uniformly distributed across communities.

The case of sub-linear number of labeled nodes is worthy of further investi-
gation. As was noted in [13], semi-supervised methods like Label Spreading tend
to fail in the limit of small labeled data. Indeed, the minimization scheme (2)-(3)
rely too heavily on the condition X` = Y` and not enough on the graph structure.
For example, in the extreme case where r is equal to zero, then the solution X
have all entries equal, and recovery is not possible. But in that case, we should
aim to recover the solution given by unsupervised Spectral Clustering method.
Such modified versions of Label Spreading could be part of future research, and
should greatly improve the results (at least in the limit of r going to zero).

In particular, we could see if such improved methods could achieve exact re-
covery under weaker conditions than unsupervised methods. It was shown that
unsupervised methods can recover the exact community structure of SBM when

p = a
log n

n
and q = b

log n

n
if and only if

a+ b

2
> 1 +

√
ab. Since

a+ b

2
> 1 is

the connectivity requirement for a symmetric SBM, we can see that connectivity
is required (as expected), but not sufficient. Lowering this bound in the semi-
supervised scenario, and be able to remove this

√
ab oversampling factor, would

be an interesting result, as we would have exact recovery with semi-supervised
setting if and only if the SBM graph is connected.

Acknowledgements. This work has been done within the project of Inria –
Nokia Bell Labs “Distributed Learning and Control for Network Analysis”.
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A Background results on matrix analysis

A.1 Inversion of the identity matrix minus a rank 2 matrix

Lemma 1 (Sherman-Morrison-Woodbury formula). Let A be an invert-

ible n×n matrix, and B,C,D matrices of correct sizes. Then :
(
A+BCD

)−1
=

A−1−A−1B
(
I+CDA−1B

)−1
CDA−1. In particular, if u, v are two column vec-

tors of size n× 1, we have :
(
A+ uvT

)−1
= A−1 − A−1uvTA−1

1 + vTA−1u
.

Proof. See for example [10], section 0.7.4. ut

Lemma 2. Let M =

(
aJn1

bJn1n2

cJn2n1 dJn2

)
for some values a, b, c, d. Let n = n1+n2.

If In −M is invertible, we have :

(I −M)−1 = In −
1

K

((
− a+ n2(ad− bc)

)
Jn1 −bJn1n2

−cJn2n1

(
− d+ n1(ad− bc)

)
Jn2

)
where K = (1− n1a)(1− n2d)− n1n2bc.

Proof. We will use the Sherman-Morrison-Woodbury matrix identity (Lemma 1)

with A = In, D =

(
1 . . . 1; 0 . . . 0
0 . . . 0; 1 . . . 1

)
(on the first line, there are n1 ones and n2

zeros), B = DT and C =

(
−a −b
−c −d

)
. We can easily verify that BCD = −M .
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(I −M)−1 = In −B(I + CDB)−1CD

= In −B
(

1− n1a −n2b
−n1c 1− n2d

)−1
CD

= In −B
1

(1− n1a)(1− n2d)− n1n2bc

(
1− n2d n2b
n1c 1− n1a

)
CD

= In −
1

K
B

(
−a+ n2(ad− bc) −b

−c −d+ n1(ad− bc)

)
D

= In −
1

K

((
− a+ n2(ad− bc)

)
Jn1 −bJn1n2

−cJn2n1

(
− d+ n1(ad− bc)

)
Jn2

)
.

ut

A.2 Spectral study of a rank 2 matrix

Lemma 3 (Schur’s determinant identity, [10]). Let A,D and

(
A B
C D

)
be

squared matrices. If A is invertible, we have :

det

(
A B
C D

)
= det(A) det(D − CA−1B).

Proof. Follows from the formula

(
A B
C D

)
=

(
A 0
C Iq

)(
Ip A−1B
0 D − CA−1B

)
. ut

Lemma 4 (Matrix determinant lemma, [10]). For an invertible matrix A
and two column vectors u and v, we have det(A+ uvT ) = (1 + vTA−1u) det(A).

Lemma 5. Let α and β be two constants. When M = αIn + βJ where J is the
n× n matrix with all entries equal to one, we have detM = αn−1(α+ βn).

Proof. Suppose that α 6= 0. Then with vT = (1, . . . , 1) and u = β(1, . . . , 1)
vectors of size 1× n, Lemma 4 gives us

detM = det(αIn)
(

1 + vT (αIn)−1u
)

= αn
(

1 +
βn

α

)
= αn−1(α+ βn),

which proves the lemma for α 6= 0. To treat the case α = 0, see that the function
α ∈ R 7→ det(αIn + βJ) is continuous (even analytic) [4], thus by continuous
prolongation in α = 0, the expression αn−1(α+ βn) holds for any α ∈ R. ut

Proposition 2. Let M =

(
aJn1 bJn1n2

cJn2n1
dJn2

)
for some values a, b, c, d. The eigen-

values of M are :
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– 0 with multiplicity n1 + n2 − 2;

– λ± =
1

2

(
n1a+ n2d±

√
∆
)

where ∆ = (n1a− n2d)2 + 4n1n2bc.

Proof. The matrix being of rank 2 (except for some degenerate cases), the fact
that 0 is an eigenvalue of multiplicity n1 +n2−2 is obvious. By an explicit com-
putation of the characteristic polynomial of M , the two remaining eigenvalues
will be given as roots of a polynomial of degree 2.

Let λ ∈ R and A := λIn1
− aJn1

. If λ 6∈ {0; an1}, then A is invertible and by
the Schur’s determinant identity (Lemma 3) we have

det(λIn −M) = detA det
(
λIn2

− dJn2
− cJn2n1

A−1bJn1n2

)
= detA detB.

From Lemma 5, it follows that detA = λn1−1
(
λ− n1a).

Let us now compute detB. First, we show that A−1 =
1

λ

(
In1 +

a

λ− an1
Jn1

)
.

Indeed, from the Sherman-Morrison-Woodbury formula (Lemma 1) with u =
−a1n1

and v = 1n1
, it follows that(
λIn1

− aJn1

)−1
=

1

λ
In1
− 1

λ2
−aJn1

1 +
−an1
λ

=
1

λ
In1 +

1

λ

a

λ− an1
Jn1 ,

which gives the desired expression. Thus,

B = λIn2
− dJn2

− bc

λ
Jn2n1

(
In1

+
a

λ− an1
Jn1

)
Jn1n2

= λIn2
− dJn2

− bc

λ

(
n1 +

a n2
1

λ− an1
)
Jn2

= λIn2 +
(
− d− bcn1

λ− an1

)
Jn2 .

Again, this matrix is of the form λIn + βJn, and we can use Lemma 5 to show
that

detB = λn2−1
(
λ+ n2β

)
.

Now we can finish the computation of det(λIn −M)

det(λIn −M) = λn1+n2−2
(
λ− n1a

)(
λ− n2d−

bcn1n2
λ− an1

)
= λn1+n2−2

(
λ2 + λ(−n1a− n2d) + n1n2(ad− bc)

)
.
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The discriminant of this second degree polynomial expression is given by

∆ = (n1a+ n2d)2 − 4n1n2(ad− bc)
= (n1a− n2d)2 + 4n1n2bc.

Thus ∆ ≥ 0 and the two remaining eigenvalues are given by

λ± =
1

2

(
n1a+ n2d±

√
∆
)
.

ut

A.3 Spectral study of EL

Proposition 3 (Eigenvalues of ELuu, symmetric case). Assume two com-
munities of equal size, with p1 = p2(= p). The two smallest eigenvalues of ELuu
are :

λ1 = r
p− q
p+ q

and λ2 = r.

Note that the other eigenvalue of ELuu is one (with multiplicity b(1− r)nc− 2).

Proof. The matrix ELuu can be written as I −M , where M = D−1/2AD−1/2

has a block form like in Proposition 2, with coefficients a =
p1
d1

, b = c =
q√
d1d2

and d =
p2
d2

. Note that the blocks sizes are now b(1 − r)nic and not ni. Under

the symmetric assumption, we have d1 = d2 =
n

2
(p+ q).

Moreover, λM is an eigenvalue of M if and only if 1 − λM is eigenvalue of

ELuu. Using the notations of Proposition 2, we have ∆ = 4(1−r)2 q2

(p+ q)2
, and

the two non-zero eigenvalues of M are given by:

λ± =
1

2

(
2(1− r) p

p+ q
± 2(1− r) q

p+ q

)
= 1− r p± q

p+ q
.

ut

B Spectral norm of an extracted matrix

Proposition 4. Let A be a matrix and B an extracted matrix (non necessarily
squared: we can remove rows and columns with different indices, and potentially
more rows than columns, or vice versa) from A, then : ||B||2 ≤ ||A||2.

Proof. For two subsets I and J of {1, . . . , n}, let B = AIJ the matrix obtained
from A by keeping only the rows (resp. columns) in I (resp. in J). Then B =
M1AM2 where M1 and M2 are two appropriately chosen permutation matrices.
Thus their spectral norm is equal to one, and the result ||B||2 ≤ ||A||2 follows
from the inequality ||B||2 ≤ ||M1||2||A||2||M2||2. ut


