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1 Sorbonne Université, Collége Doctoral, F-75005 Paris, France
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Abstract. In this paper we analyze for the first time the post-quantum security of
AES. AES is the most popular and widely used block cipher, established as the
encryption standard by the NIST in 2001. We consider the secret key setting and, in
particular, AES-256, the recommended primitive and one of the few existing ones
that aims at providing a post-quantum security of 128 bits. In order to determine
the new security margin, i.e., the lowest number of non-attacked rounds in time less
than 2'2® encryptions, we first provide generalized and quantized versions of the best
known cryptanalysis on reduced-round AES, as well as a discussion on attacks that
don’t seem to benefit from a significant quantum speed-up.

We propose a new framework for structured search that encompasses both the classical
and quantum attacks we present, and allows to efficiently compute their complexity.
We believe this framework will be useful for future analysis.

Our best attack is a quantum Demirci-Selguk meet-in-the-middle attack. Unexpect-
edly, using the ideas underlying its design principle also enables us to obtain new,
counter-intuitive classical TMD trade-offs. In particular, we can reduce the memory
in some attacks against AES-256 and AES-128.

One of the building blocks of our attacks is solving efficiently the AES S-Box differential
equation, with respect to the quantum cost of a reversible S-Box. We believe that
this generic quantum tool will be useful for future quantum differential attacks.
Judging by the results obtained so far, AES seems a resistant primitive in the post-
quantum world as well as in the classical one, with a bigger security margin with
respect to quantum generic attacks.

Keywords: AES - symmetric cryptanalysis - quantum cryptanalysis - classical crypt-

analysis - quantum algorithms - security margin - amplitude amplification - post-
quantum security - DS-meet-in-the-middle - square attack.

1 Introduction

For a few years now, the cryptographic community has been worried about the security
of asymmetric primitives against quantum adversaries due to Shor’s algorithm [Sho94],
while the common knowledge suggested that doubling the key lengths for symmetric
primitives would counter any problem generated by Grover’s algorithm [Gro96]. Nowadays,
the quantum security of symmetric primitives is not taken for granted anymore. As our
confidence is based on cryptanalysis as an empirical measure of the security, in order to
determine if a primitive will be secure against quantum adversaries, we have to know first
how these adversaries could attack the primitive by quantum cryptanalysis.

Many new results [KM10, KM12, Kap14], most in the last three years, like [KLLN16a,
KLLN16b, LM17, CNS17, HSX17, Bonl8], have shown that a lot is yet to be done to
prepare symmetric cryptography for the post quantum world. Some of them [KM12,
KLLN16a, LM17] show that constructions proven classically secure can be broken in some
quantum adversary models; while others have shown ways for a quantum adversary to
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speed up classical attacks [Kap14, KLLN16b, CNS17, HSX17]. As a side consequence of
these recent results, the NIST, that has just launched a competition for recommending
new lightweight primitives, explicitely asked in the report on lightweight cryptography
NISTIR8114 [MBTM17] !, that the algorithms submitted to the project should be quantum-
safe when long-term security is needed.

Due to Grover’s algorithm [Gro96], that allows to perform an exhaustive search in
the square root of the classical time, primitives providing 128-bits of security against
quantum adversaries need to have a key length of at least 256 bits. That is the main reason
why the actual recommendation for encryption with post-quantum security is the version
of AES [DR99] with a 256-bit key. Some results have been published regarding generic
attacks, and the cost of applying Grover to AES [GLRS16]. Despite the fact that there
is an enormous number of published classical attacks on reduced-round versions of AES,
allowing to determine its security margin and endowing AES of the confidence needed for
a standard, no quantum cryptanalysis or quantum security analysis is yet known. Without
this analysis, there is no way of determining if the security margin (i.e. how far is the
primitive from being broken) is better or worse than in the classical scenario.

Let us precise here that the normal definition of broken is that a better attack than the
generic ones (like for instance, exhaustive key search) exists. As in the quantum scenario
the generic exhaustive search time is in the square root of the classical time, some attacks
that work for a certain number of rounds in a classical setting might not compete with a
quantum exhaustive search, if they cannot profit from a quadratic speed-up. The converse
could also occur with a higher than quadratic speed-up, for example thanks to the use of
Simon’s algorithm in a particular attacker setting [KM10, KM12, KLLN16a).

On quantum vs classical security margin.  In a post-quantum future, we can presume
that the expected security of a primitive will be given by its best generic attack (i.e.
Grover), and that the security margin of this primitive will be determined by the highest
number of rounds cryptanalyzed with any attack more efficient than this exhaustive search.
Therefore, we believe that the logical evolution is that the classical or quantum surnames
will disappear, and the most efficient attacks, possibly using quantum tools, will be the
most important information regarding how far a primitive is from being broken. From this
point of view, our results are the first step towards determining this future and unique
security margin for AES, and in particular AES-256.

1.1 Motivation

AES security against quantum adversaries.  An algorithm of the importance of AES
should have a detailed post-quantum security evaluation, that should be continuous and
evolve through time, as it is the case for the classical setting. For now and to the best of our
knowledge, the only results at hand in this direction are precise Grover-quantum resource
estimates [GLRS16], a general discussion on the generic attack [RMYK17], an analysis
of Grover combined with side channel attacks [MMOS18], as well as generic algorithms
that could target the internal state using multiple preimages [BB18, CNS17]. We do not
know anything about its quantum security margin, i.e. the number of rounds broken by a
quantum adversary: is it the same than for the classical scenario or does it differ?

The aim of this paper is to propose a starting point in the secret-key setting (the
most meaningful one, see for instance [DR12] for a discussion on the AES related-key
attacks): we provide an extensive quantum evaluation of AES. For this we first perform the
tedious task of generalizing, rewriting, optimizing and quantizing the families of attacks
that provide the best known classical cryptanalysis on AES, as it was done for instance

Ihttps://nvlpubs.nist.gov/nistpubs/ir/2017/NIST.IR.8114.pdf
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in [KLLN16b] with respect to differential and linear attacks. From these previous results
we also learned that “quantizing” the best classical attack does not always provide the
best quantum attack. Considering all the classically efficient ones and comparing them
seems to us to be the most reasonable approach. We point out that, from the beginning,
it seemed much more likely for classical attacks to stop working in a quantum setting than
the other way around (i.e. finding attacks with an exponential speedup).

1.2 Main Results

First, we propose a new framework for quantum and classical structured search, which
allows to concisely present our algorithms, and compute their complexities. Second, we
use this framework to present new quantum attacks that are quantum versions of the most
efficient cryptanalysis families on reduced-round AES. While some of these families do
not benefit from a competitive/significant speed up (and therefore won’t be developed
here), we managed to accelerate two. Though we consider several quantum models for
the attacker, our attacks can be placed in the Q1 model, where the attacker has access to
a quantum computer but is restricted to classical encryption/decryption queries. Next
we apply these families of attacks, quantum square attacks and quantum Demirci-Selguk
Meet-in-the-middle attacks (DS-MITM from now on)?, to the AES and obtain:

e Square attacks: we design quantum square attacks on 6-round AES-128, 7-round
AES-192 and 7-round AES-256.

e Demirci-Selguk Meet-in-the-Middle: by rewriting and reordering the phases of the
attack, we are able to design a quantum attack on 8 rounds of AES-256, hence
effectively speeding up the classical attack by nearly a quadratic factor. In the
classical setting, DS-MITM provide the best single-key attacks, along with impossible
differentials (for which we did not find a significant speed-up). It covers up to 9
rounds of AES-256.

Second, we also provide:

e A detailed evaluation of the cost of Grover exhaustive search, that defines the security
of the corresponding AES instances.

e Quantum tools to efficiently leverage the differential properties of the AES S-Box
with a very small memory, a building block which could find applications outside
the scope of this paper, and justification on our extensive usage of nested Grover
procedures.

e New classical TMD trade-offs for DS-MITM attacks: the ideas that allow us to
accelerate quantumly this type of attacks can also be applied classically on AES-256
and AES-128, giving reductions in memory needs and new tradeoffs. We believe that
studying this new line of research might improve even more the overall complexities

when combined with other technical ideas. We are able to improve the best known
attack on 9 rounds of AES-256.

Organization.  Section 2 presents some preliminaries. In Section 3, we present an efficient
circuit to solve the AES S-Box differential equation. In Section 4, we discuss some families
of quantum attacks on AES, and the various limitations they encounter in a quantum
setting. In Section 5, we propose a framework to present quantum and classical structured
search. In Section 6, we propose the first quantum DS-meet-in-the middle attack on 8

2In an independent and simultaneous work [HS18], DS-MITM attacks were analyzed in the particular
case of Feistel networks. The generic speed-up provided in that paper is significant when using big amounts
of qubits.
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rounds of AES-256. In Section 7, we show how some ideas we had in Section 6 can be
used to improve some of the best classical attacks. We conclude in Section 8.

2 Preliminaries

In this section we provide a brief description of AES, a summary of the best known classical
attacks on reduced-round versions of AES in the single-key setting, a description of our
quantum adversary and computation models and of Grover’s and Amplitude amplification
algorithms.

2.1 Description of AES

AES [DR99], designed by Daemen and Rijmen, is the current encryption standard, chosen
by an open competition organized by the NIST in 2000. It is a Substitution-Permutation
Network alternating between linear layers, non-linear layers and round key additions. It has
three different key sizes: 128, 192 and 256, with different key schedules, and respectively
10, 12 and 14 rounds.

8 |12

9113

10| 14

[
N | o | oo

11|15

Figure 1: AES byte ordering [Jeal6]

AES State and Round Function. The cipher encrypts blocks of 128 bits, split into
16 bytes organized in a square (Figure 1). The round function has four operations,
AddRoundKey (ARK), which xors the round key with the current state, SubBytes
(SB), which applies the AES S-Box to each byte, ShiftRows (SR), which shifts the i-th
row by i bytes left and MixColumns (MC), which multiplies each column by the AES
MDS matrix.

While the round function has a strong design (it ensures total diffusion after two
rounds), the key schedule has been widely acknowledged as the weakest point of AES (as
in [DKS10]). In particular, the key-schedule relations can be used to speed up cryptanalysis
of reduced-round AES-192 and 256.

Notations. We write x;, y;, 2;, w; the successive AES states (see Figure 4) after applying
the 4 round operations. We note k; the successive round keys and u; = MC~!(k;) the
“equivalent” round keys, such that adding k; after the MC operation is equivalent to adding
u; before this step. We note z[0, 1, 2] when selecting bytes from these states. We use the
usual AES byte numbering. When we consider a pair, the states are denoted z;, z}. We
also note Ax; = z; @ z,. Furthermore, equalities such as z4[1,2, 3] = z/[1, 2, 3] are to be
understood byte per byte.

2.1.1 Summary of Classical Cryptanalysis on AES.

Table 1 provides a summary of the best known classical attacks on AES in the secret key
model. We have included in this table the new significant trade-offs that we introduce in
section 7 of this paper.
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Table 1: Summary of classical cryptanalysis on AES in the single secret key setting.
Time is given in equivalent trial encryptions and memory in 128-bit blocks. We omit
generic attacks, including the ones that perform an intelligent exhaustive search on the
key like [BKR11].

‘ Version ‘ Rounds ‘ Data Time Memory ‘ Technique ‘ Reference ‘

6 232 244 232 Square [FKLT00]
7 2113 2113 4 280 280 DS MITM | [DFJ13]
7 2105 2105 4 999 290 DS MITM | [DFJ13]

Any 7 297 299 298 DS MITM | [DFJ13]
7 2113 2113 4 984 274 DS MITM | Section 7
7 2105 2105 4 995 281 DS MITM | Section 7
7 2113.1 2113‘1 + 2105.1 274.1 D [BLNSl8]
7 2105 2106.88 274 ID [BLNS18]
7 234 2155 232 Square | [FKL*00]

192 7 299 299 296 DS MITM | [DFJ13]
8 2113 2172 282 DS MITM | [DFJ13]
8 2107 2172 296 DS MITM | [DFJ13]
7 299 298 296 DS MITM | [DFJ13]
7 234 2172 232 Square [FKL*00]

256 8 2113 2196 282 DS MITM | [DFJ13]
8 2107 2196 296 DS MITM | [DFJ13]
9 2113+:E 2210—m + 2196+z 2210—m DS MITM [DFJ13]
9 gH8+z/2 | 9210-a 4 9194+ | 91944z | DS MITM | Section 7

2.2 What is a Quantum Attack?

A quantum key-recovery attack is a procedure that recovers the key faster than exhaustive
search, and without trying all possibilities for the key. This definition straightforwardly
follows from the classical one, although it requires to go into the details of the quantum
computation and adversary models.

Quantum Circuits. The computations are described in the well-studied quantum circuit
model [NCO02]. Such a circuit is written as a sequence of gates applied to a set of qubits.
The qubits are two-dimensional quantum systems, written as a linear combination of |0)
and |1), the computational basis. They are described by a vector in a two-dimensional
Hilbert space H. The state of a qubit is the superposition «|0) + §|1) where «, 8 € C
and |a|? + |B]?> = 1. @ and 8 are complex amplitudes. The values |a|? and |3]? represent
the respective probabilities of obtaining |0) or |1) when this qubit is measured. Upon
measurement, the qubit collapses and its state becomes |0) or |1), depending on the result.

By entanglement, a system of n qubits is 2"-dimensional (the computational basis is
the basis of all n-bit strings). All quantum computations are reversible. They are unitary
operators of H®" = H2". This means that given a quantum circuit A which, on input
|0)", returns some superposition, we can apply the inverse of A as an operator, AP, and
re-obtain |0)". This operation is denoted as uncomputing. It happens often that the
computation A returns some meaningful result, for example a bit that we wish to keep, but
uses additional registers. We would like to return the state of these registers to |0) in order
to reuse them and limit the overall number of qubits (in that case, these impermanent
registers are named ancilla qubits). To do that, we simply copy the output result of A to
an output register, and uncompute A to reinitialize the ancillas.
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The circuit model has become a standard in post-quantum cryptography, as it provides
a common ground for comparing quantum adversaries independently of their practical
realizations. The time complexity, which is of main interest to us, is the gate count of
the circuit. The quantum memory complexity is the number of qubits. This means that
instead of counting classical operations and classical memory, we count quantum gates
and possibly try to reduce at maximum the number of qubits used.

When considering and comparing quantum circuits, we need to rely on a small set
of universal gates. A gate of this set is counted as a single operation. As we will rely
on [GLRS16] for the quantum gate counts of exhaustive search, we use the same conventional
gate set “Clifford+T”. The Clifford group is generated by the single-qubit Hadamard gate
H: H|b) = %|O> + (—1)1’%\1), the single-qubit transform S|0) = |0),.5|1) = i|1) and the
two-qubit CNOT gate: CNOT|z)|b) = |z)|x & b). The T-gate is also a single-qubit gate
and adds a phase e'™/* on the state |1): T|0) = [0) and T|1) = e"™/4|1).

We also speak use in this paper the Toffoli gate, not to be mistaken with the T-gate.
It realizes reversibly a single non-linear operation: Toffoli|a)|b)|c) = |a)|b)|c & (a A D)). A
Toffoli gate can be implemented using 7 T-gates and 8 Clifford gates.

Quantum Adversaries. We consider two types of adversaries, with a terminology used
e.g. in [KLLN16b, HS18]:

Q1: In the Q1 model, the adversary is allowed to interleave her computations with classical
oracle accesses to the secret-key encryption function Ej or the decryption function
Dj.. This corresponds to a classical chosen-plaintext or chosen-ciphertext attack,
with the addition of quantum computing power.

Q2: The adversary can interleave her quantum computations with quantum oracle accesses
to B} or Dy,.

In the second case, the access is modeled as a quantum black-box oracle, hence a unitary
operator, reversible and linear. Without loss of generality we consider oracles of the form:

o) — o)
(@)
) —L "y Ey(2)

This model appears naturally in security proofs, and the literature considering it is
abundant [BZ13, ATTU16, GHS16]. It is sometimes referred to as IND-qCPA, since it
allows for “quantum chosen-plaintext” queries.

Although the first one seems, at first sight, to represent a realistic situation (in which
an adversary attacks a classical primitive using quantum computing power), the second
one has also received much insight for multiple reasons. It is for now the strongest model
of a quantum adversary in which security notions seem meaningful (there exists also a
model of quantum related-key attacks [RS15], but it seems too powerful, as it would allow
to break most block ciphers in polynomial time). Several primitives classically proven
secure have been shown broken in this setting [KM10, KM12, KLLN16a, Bonl8, Kap14].

All the attacks in this paper can be placed in the Q1 model.

Quantum Random-Access Model. Sometimes, when trying to turn a classical procedure
into a quantum one, we stumble upon the necessity of quantum random access. Indeed,
we consider classically that querying in memory an index known at runtime costs 1; this is
the RAM model. Quantumly, most of the computation happens in superposition. This
means that the quantum counterpart of this index would be a superposition of indices.
Such quantum random access can be obtained by adding so-called qRAM gates to the
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“plain” circuit model. A qRAM gate spanning ¢ memory cells (in full generality, qubit
registers) realizes superposition access to their contents in a single time-step:

|21) — —  z1)
|xg) —— qRAM —  |xy)
h— = W

ly) — —  ly®w)

It writes on the output register |y) the data accessed in cell i, keeping the memory registers
unchanged. Needless to say, the qRAM model is powerful. If a quantum adversary
equipped with a few thousands of logical qubits seems a foreseeable future, on the contrary,
qRAM (especially of large size) represent the horizon of large-scale quantum computing
with quantum data architectures. Our main goal is to design attacks which do not make
use of qRAM, and it will be the case of our main result. The only attack requiring qRAM
is the AES quantum square attack with partial sums of Section A.2.

Memory Without Random-Access. We can avoid qRAM usage, while still making use
of classical memories of big size. Indeed, one way of realizing a qRAM gate spanning ¢
registers is to replace it with a sequence of £ computations which, for each register z;,
test if the queried index ¢ is equal to j, and if it is, write z; in the output register y. We
remark that if the x; accessed are classical, while the register for the queried index [i)
remains in superposition, writing x; in the output register only amounts to realizing some
quantum gates. This sequence needs to be controlled by a classical computer, but so are
all the gates in a quantum circuit.

In the quantum gate counts of Grover search done in [GLRS16], the authors do not
consider qRAM access. A consequence of this is that the AES S-Box, when AES is
computed in superposition, cannot be tabulated anymore. A solution would be to use a
sequential lookup. Another, as done in [GLRS16], is to recompute the S-Box reversibly on
the fly, from its algebraic definition.

For example, in Section 6.4.1 we consider a classical memory of size 2°°. We simply use
this kind of sequential lookup, with roughly 288 quantum gates required for each memory
lookup. This is a massive amount. But this cost is not the dominating term, as the number
of lookups performed is relatively low.

288

2.3 Grover’s Quantum Search Algorithm and Amplitude Amplification

A classical exhaustive search would consist in going through some search space S. We
produce the elements of this search space one by one, by some “setup” procedure, and
test each element, by some “test” procedure, looking for a solution. So the setup can be
described as an algorithm that, on input 0, produces an element = € S, the test by a
function f which takes z € S and returns a boolean, and we are looking for x € S such
that f(xz) = 1.

The quantum analogue of this is Grover’s well-known search algorithm [Gro96]. In this
paper, we rely on its generalization to Amplitude Amplification [BHMT02] (AA in what
follows).

We combine two quantum procedures: the “setup” is a quantum algorithm A that
produces, on input |0), the uniform superposition of all elements of S. We assume
that A makes no measurement. The “test” is a quantum algorithm that computes f in
superposition. It realizes a call to the oracle Oy. Amplitude Amplification starts with an
all-zero qubit register |0), sufficiently large to represent elements of S, and possibly ancilla
qubits. It then applies A a first time, obtaining the superposition of all elements of S.



62 Quantum Security Analysis of AES

Then it iterates the operator —AUy A~ U where Uy|x) = (—1)/®)|z) contains the oracle
calls and Uy negates the amplitude of |0) only.

Roughly speaking, each iteration of this operator “moves” some amplitude towards
the states |x) such that f(z) = 1. More precisely, we consider that the set S = S U Sp
contains N elements, among which T of them are good elements x € S¢ for which f(z) =1
and N — T are bad elements y € Sp for which f(y) = 0. We consider furthermore that the
test does not introduce any error. We can represent an iterate as a rotation in the plane
spanned by the vector »_ ¢ |7) (uniform superposition over the 7' good elements) and
> wes |z) (uniform superposition over all elements). Each time the operator is applied,
it rotates the current state towards the vector [tg) = > .. [7), which is the expected
output of the algorithm. The angle of this rotation determines the number of iterations. It

is equal to 2 arcsin \/% . When T'/N is sufficiently small, we can approximate this angle by
2 %, and the total number of rotations is [% \/g—‘ . This is where we obtain a square-root
speedup with respect to the time % that a classical search requires on average to output
an element of Sg.

We do not only produce a solution = (which should be the case if we measured
immediately after performing the AA), but the superposition |¢)g) of them. Furthermore,
this superposition is uniform. We can immediately see that the “setup” algorithm can be
another AA, the test another AA, etc. Asymptotically, all of this works well. But we can
only apply an integer number of iterations, and in particular, the result deviates from |¢g)
by some angle, which is at most half the angle of each rotation. If we measure immediately
the result, there is a small probability of obtaining a “bad” result y € Sg. Contrary to its
classical counterpart, Amplitude Amplification is a probabilistic procedure. Increasing the
number of iterations also increases the error probability, since the rotations will start to
move the current state away from [i¢¢q).

In dealing with these errors, we also have to be careful if we do not know the exact T
and N at runtime, since they determine the number of iterates to perform. All of this is
not a concern in an asymptotic setting, but we are dealing with non-asymptotic estimates.
When estimating the quantum time complexity of our attacks, the closer we will be to
exhaustive search of the secret key, the more careful we will have to deal with the errors.
We will focus on this in Section 5.2.

3 Quantumly Exploiting the AES S-box Differential Prop-
erty

In this section we present an efficient (in time and memory) way to solve the differential
equation of the AES S-Box. This operation is classically neglected, as it can be solved with
a 28 x 28 lookup table. To make such a table quantum-accessible would mean, however, to
use a few kilobytes of qRAM, a component that might be extremely costly; we did not
want to rely on it. This analysis is crucial for the attack in Section 6, which would not
have beaten Grover search otherwise.

When counting quantum gates, we rely on the Clifford+T family, as in [GLRS16].

Lemma 1 (S-Box differential property). Given A, and A, such that AgzA, # 0, there
exists either zero, two or four pairs x,y,x’,y" such that S(x) =y, S(a') =y, xd 2’ = A,
yoy =4,

There exists a quantum unitary SBDiff that, given such A, and Ay, finds a solution x
if it exists and output (x, OK) in this case, and outputs (0, none) otherwise. The time
complexity of SBDiff is around 2 S-Box computations and it uses 22 ancilla qubits. If
we only want to know if a solution exists and not an explicit solution, the cost drops to 1
S-Box computation and 15 ancilla qubits.
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|Aa:> ] [ |Aa:>
|Agi : SBDiff : :j;)
|0) — —  |OK/none)

Figure 2: Circuit that computes a solution of a differential equation on the AES S-Box.

Proof. The AES S-Box can be written S(z) = L(z~1), with L a linear operation and z~!
the inversion in Fas seen as Fo[X]/(X® + X4 + X3 + X + 1) (where 0 is mapped to 0).
The main cost of the function is the inversion, which costs around 8 multiplications in the
finite field [GLRS16]. Using the same source, we consider that a multiplication costs 981
gates with the multiplier in [CMMPO08], and L costs 30 gates.

We want to solve the equation

S(z)® S(x® Ay) = A, (1)

It can be rewritten as ' @ (x & A,)~!' = L7'(A,). We note L™*(A,) as A There
are two cases here. If AwA’y =1, then 0 and A, are solutions. As there will also be
another couple of solutions for the same differences below, it corresponds to the case where
the differential equation has 4 solutions.

For every other x, we can multiply the equation by z(z ® A,), and it becomes

To solve this quadratic equation, as we are in characteristic 2, we put it in the canonical
form

(2/0s)? @ (x/A:) & (A A;) " =0. (3)

We then only need to find a root R(d) of the polynomial X2 + X + d. The solutions
will be Ay R(d) and Ayz(R(d) + 1).

We do this using the unitary of Lemma 2, QUAD, presented below. The total cost is
7312 gates (or 6864 if we only need to know if a solution exists).

If we only want to know if a solution exists, the complete circuit is:

e Compute A,L71(A,) (uses 8 ancilla qubits and costs 1011 gates).
e Check if a solution exists (6864 gates and 7 ancilla qubits) to the output.
e Uncompute A, L71(A,) (costs 1011 gates).

The complete circuit for existence performs on 32 qubits : 16 inputs, 1 output, 15
ancilla, and costs 8886 gates, which is around 1 S-Box computation.
If we want an explicit solution, then the circuit is:

e Compute A, L7 (A,) (uses 8 ancilla qubits and costs 1011 gates).

e Check for an explicit solution (costs 7312 gates and uses 14 ancilla qubits).
e Compute A, times the found solution (costs 861 gates) to the output.

e Uncompute the explicit solution (costs 7312 gates).

e Uncompute A,L7(A,) (costs 1011 gates).

The complete circuit to get an explicit solution performs on 47 qubits : 16 inputs, 9
output, 22 ancilla, and costs 17507 gates (around 2 S-Box computations). O]
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Remark 1. The cost for the explicit solution can be reduced if we output A ! instead of
the real solution x, as we would not need the uncomputation.

Remark 2. If we are in a case where 4 solutions exist, the routine will miss 2 solutions.
This slightly reduces the success probability (as we fail to find 1 pair in 128), but allows to
greatly simplify the generation of a superposition of solutions.

Lemma 2 (Solving quadratic equations in characteristic 2). There exists a quantum
unitary QUAD, that, given d~' € F3s, outputs a solution of the equation 2?®zxdd=01in
the field Fos = Fo[X]/(X® 4+ X* + X3 + X + 1) and a flag indicating if such a solution
exists, using 7312 gates and 7 ancilla qubits. If we only need to know if there is a solution,
then the cost is reduced by 448 gates.

@) — o)
0) — QUAD —  |2)
|0y — 22ordd=0 |— |OK /none)
0) — — 10)

Figure 3: Quantum circuit that computes a solution of the equation 22 ® x & d = 0

Proof. In order to construct a solution, we can precompute the 127 d that accept a solution
(as the input is d~!, d = 0 cannot occur) and their corresponding root R(d), check if the
corresponding d matches, and write the corresponding solution in that case. As we check
against precomputed values, we can do the check against d—! instead of d, which allows us
to avoid doing an inversion.

The circuit will sequentially test the value in the input register against the possible
d~'. For this, it will negate it, xor a fixed value, and compute the and of all its bits, using
7 Toffoli (and 7 ancilla qubits). The first ancilla qubit contains d7 A dg, the second one
d7 N\ dg A ds, and so on. This will be enforced at each step. The last one contains the and
of all the bits in register d. If we xor a value to register d, then the and of all the bits will
be one if and only if the original value in d is equal to the xored value. This allows for an
efficient sequential equality check.

At each step, it will xor a value to the d register (which is done with NOT gates) and
recompute the and from the first affected bit. It is to be noted that the first change can
be computed with a CNOT gate (as a A =b = (a A b) ® a), while the other ones needs two
Toffoli (one to uncompute the preceding computation, one to compute). We then have a
bit that checks for equality in our circuit. We CNOT it to an output qubit (that will carry
the OK/none information), and do a control-write of the solution associated to the given
d to an external register. This can be done with one CNOT per bit at 1 in the solution, as
they are precomputed.

We choose the order corresponding to sorting the possible values of d~! in increasing
order. The sequence is presented in Table 4 of Supplementary Material B. As two
consecutive values are close, the total cost is reduced. In order to compute consecutively
all the values for d=!, we need 273 NOT. To check for equality, we need 127 CNOT plus
408 Toffoli (this may be lowered by using another ordering, but we did not investigate
further). The writing of the solution needs 448 CNOT. The OK qubit can be updated
with one CNOT per step. We also need 14 Toffoli for the initialization and finalization
of the equality testing, plus 7 NOT to initialize the first value to be tested. As we do a
sequential test, and as the last value we test is Oxff, the input value will be restored at the
end. The total number of gates is then 7+ 273 = 280 NOT, 127 4 127 + 448 = 702 CNOT
and 14 4 408 = 422 Toffoli. As one Toffoli costs 15 (Clifford+T) gates, the total cost is
then of 7312 gates.
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As we only write x when we find a match, it will be 0 if there is no solution. If we only
need existence check and not an explicit solution, we can reduce the cost by the 448 gates
that write the solution. O

Remark 3. The sequential test uses a A—b = (a Ab) @ a to compute one A using one CNOT
instead of two Toffoli gates. This saves 127(2 x 15 — 1) = 3683 gates overall, which is more
than half the number of gates in this circuit.

Remark 4. For each d, we have chosen the even solution of the equation. Hence, we only
need 7 qubits to output the solution.

Other approaches.  We also considered different ways to solve this problem. We can
test sequentially all the couples (A, Ay). There are 215 of them, so we can estimate that
it would cost 100 times more. We could also do a Grover Search on the equation. As it
has 2 S-Boxes, it would cost around 2° times more.

Further applications.  This analysis can be used for any attack on AES that relies on
the S-Box differential equation. Moreover, it can be generalized to other S-Boxes based on
the inverse (such as the one in SM4 [O0oSCCA]).

4 Discussion on Quantum Attacks on AES

To design quantum attacks on reduced-round versions of AES, it is natural to review
design patterns that have been successful in the classical setting. We highlight in this
section some of the most interesting families of attacks.

As exhaustive search can be accelerated by a square root using Grover’s algorithm,
classical attacks will become more expensive than generic ones in most of the cases. Also,
the quantized version of some classical attacks might benefit from smaller speed ups than
the square root, and therefore, the quantum attack might also become worse than the
generic one. For now, the only classical attacks that have been accelerated more than a
square root are slide attacks [KLLN16a] using Simon’s algorithm in the Q2 model.

In this section we discuss whether or not the best known attacks on AES can easily be
quantized and give insights why. We also summarize the conclusions we have obtained
after trying to quantize the best known attacks on AES, and explain why square attacks
and DS-MITM attacks are the two most promising ones. Indeed, for some cases of square
attacks and DS-MITM, we have managed to provide a competitive speed up. We provide
the technical applied description in Section 6 and in the supplementary material A.

4.1 Quantum Exhaustive Search on AES

First of all, we focus on AES quantum resource estimates and Grover search. We derive from
[GLRS16] quantum gate counts for AES components and reduced-round versions. Indeed,
such precise counts are necessary in order to assess whether a key-recovery procedure of a
given time is an attack or not.

4.1.1 Resource Estimates for Reduced-round AES

Precise quantum resource estimates for the AES have been done in [GLRS16], with various
technicalities to reduce the number of qubits. The reversible implementation of the AES
S-Box in [GLRS16] costs 3584 T-gates, 4569 Clifford gates and 40 qubits. As this is
the only nonlinear component of AES, it is also the most costly part. For example,
the ShiftRows operation corresponds only to a renumbering of the qubits, so it actually
represents no quantum computation. The MixColumns step is also marginal. This holds
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for the exhaustive search as well as the attacks that will be developed throughout this
paper, since they make use of the reversible components of AES of [GLRS16] in practically
the same amounts (that is, we don’t call MixColumns a thousand times more than the
S-Boxes).

As the S-Boxes represent the main cost of an AES computation, we considered that
the number of S-Boxes computations would make a relevant cost unit for our attack. In
particular, it allows to naturally estimate the cost of a partial encryption, which we will
use in our attack, without having to compute an exact amount of quantum gates.

We also extrapolate from [GLRS16] the costs of reversible implementations of reduced-
rounds AES versions. In order to minimize the number of ancillary qubits used (which
would otherwise be as high as 128 times the number of rounds), the authors uncompute
rounds inside the AES black-box. We do the same for the reduced-round versions. Our
benchmarks, in equivalent (reversible) S-Boxes, are summarized in Table 2.

Table 2: Cost benchmarks for quantum reversible AES components.

| Component | Number of S-Boxes | Qubits |

S-Box 1 40

128-bit key schedule (10 rounds/10 keys) 40 320
192-bit key schedule (12 rounds/8 keys) 32 256
256-bit key schedule (14 rounds/7 keys) 52 664
6-round AES 144 408
7-round AES 160 536
8-round AES 192 536
6-round AES-128 (with key schedule) 168 856
8-round AES-256 (with key schedule) 224 1200

4.1.2 Resource Estimates for Grover Search

In order to compare our attacks to Grover search, we count the precise number of S-Box
computations performed. It depends on the AES reversible implementation (which in turn
depends on the number of rounds attacked), and on the optimal number of plaintexts to
take to retrieve the good key with high probability. Let us take an example.

Lemma 3 (Grover Search on 8-round AES-256). Using Grover search and three classical
queries to a secret-key 8-round AES-256 oracle, the key can be recovered in approximately
{%212“ x 224 x 6 = 213804 yeyersible S-Boxes, using approx. 1500 qubits.

Proof. The search space (all possible keys) is of size 22°¢ and there is only one solution

expected. Notice that with only two plaintexts, we have a wrong key that passes the test
256

with probability 1 — (1 — 22%)2 Yoo % A second factor 2 stems from the necessity

to uncompute the AES black-box inside Grover’s iterations. This number of qubits comes

from Table 2. O

We keep at hand the value 213804 S-Boxes for 8-round AES-256, as it will be needed
below for precise comparisons. Remark that, from Table 2, the AES black-box oracle for
other variants of Grover search can be safely assume to cost between 27 and 28 S-Boxes.

4.1.3 Bicliques.

The exhaustive search attack with bicliques [BKR11] is not a good candidate for a better
speed up than the classical generic attack, as each candidate key is associated to an
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internal state that has to be stored in memory, and would be difficult to accelerate when
applying Grover. The same goes for other “clever” exhaustive searches: though classically,
exhaustive search can be slightly accelerated using less naive techniques, quantumly Grover
does not seem to allow to profit from the same speed ups, as early abort techniques where
sboxes are tested one by one, would imply nested Grover instances, losing more to the
error factors than our expected gain.

4.2 Quantum Impossible Differential Attacks

Impossible differential attacks use the fact that some events cannot occur in the cipher
(for example, a differential transition that implies an impossibility). This provides a
distinguisher for several middle rounds, which is extended a few rounds backwards and
forwards, involving some key bits in the path. For good key guesses, the event will not
occur by definition, and for bad guesses, it can occur. Hence, the attacker sieves the key
space by removing the wrong key guesses, and the right one will be the only one left. For
the interested reader, a generalization and improvements of impossible differentials applied
to SPN networks can be found in [BLNS18].

The best impossible differential attack on AES-128 targets 7 rounds (Table 1), and
provides a comparable trade off, with some advantages, to the best meet-in-the-middle
attacks [BLNS18].

The most efficient way of building impossible differential attacks is to first obtain a set
of pairs that might lead to the impossible middle differential, and next discard the possible
keys associated to each pair in a quite efficient way, thanks to the early abort technique.
The good key will be among the ones that have not been discarded.

We took several attempts at quantizing these attacks. To date, none seemed better
than the existing ones on AES.

Computing the pairs turns out to be already difficult to optimize using quantum
computations: we make heavy use of classical memory here, storing a whole structure in
order to get efficiently the pairs which collide on the expected bytes in output. Although
quantum collision search for random functions is known to be faster than classical collision
search, using qRAM [BHT98]| as well as without [CNS17], we emphasize that the problem
here is too structured, much closer to element distinctness, for which a faster quantum
algorithm is known, but only using an exponential amount of quantum memory [Amb07].

Using this memory-heavy method, it is possible to reduce the data complexity in the
Q2 model (not in the Q1), and to speedup the computation of the pairs, but less than
quadratically.

The sieving phase can be accelerated: given a key guess, we can perform a quantum
search on the pairs that satisfy the impossible differential. This can be used as a test
for the existence of such a pair for the outer search. Other classical improvements (like
state-test techniques or multiple differentials as in [BNS14]) would need specific quantum
implementations.

4.3 Quantum Square Attacks

The square attack has been proposed in [DKR97], and studied in the original specification
document AES [DR99] targeting 6 rounds. It has been extended to 7 rounds for AES-192
and 256 [FKLT00]. It uses an integral distinguisher on 3-round AES, that needs 256 chosen
plaintexts (if a byte takes all of its possible 2% values while the others remain constant, three
rounds later all the bytes of the internal state will be balanced). It is extended by adding
some rounds before and after it, at a cost of an increased data complexity (232 chosen
plaintexts) and some guesses of key bytes. This attack family performs classically worse
than the best known meet-in-the-middle attacks [DFJ13], but is nevertheless interesting as
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it provides low complexities. Low data attacks (for instance when compared to DS-MITM)
are of independent interest, as shown by new trends like [BDD12].

This attack is already a quantum attack for 6-round AES-128, in the sense that it costs
less time than Grover’s exhaustive search (approximately 264 encryptions).

We were able to propose quantized versions of the square attack, detailed in supple-
mentary material A. They run in the Q1 model, in which using the partial sums technique
from [FKL'00] is essential; we did not find a way to do it without relying on qRAM. This
is the main limitation on the results (see Table 3).

Table 3: Quantum Q1 square attacks on reduced-round AES. Quantum time is given in
reversible S-Boxes. Memory is counted in 128-bit registers.

Version Classical Queries | Quantum | Quantum | Classical | Grover
counterpart time memory memory | on keys

6-rd. AES-128 [FKL*00] 235 244 225 236 2722
7-rd. AES-256 [DKRI7] 237 2121 negligible 238 21373
7-rd. AES-256 [FKLT00] 237 2107 227 238 21373
7-rd. AES-192 [FKLT00] 237 21034 227 238 2105.6

4.4 Quantum DS-MITM

The DS-Meet-in-the-Middle attack was introduced in [DS08] to analyze AES. Many
improvements have been proposed since. The most efficient ones on reduced-round AES
are described in [DFJ13].

This attack uses also a distinguisher in the middle rounds. In this case, the distinguisher
considers a (small) set of possible inputs to the middle rounds, such that, if one of the
inputs follows a certain differential path, the set of possible associated values for a part of
the state in the output will have a limited number of possibilities (much smaller than in a
random case). This distinguisher can also be extended some rounds backward and forward
involving some secret key bits. Previously proposed attacks are always built the following
way: first, all the possible sets of inputs-outputs for the middle rounds distinguisher are
computed and stored. Next, in an online phase, pairs of inputs are queried. The candidates
following the differential path are kept, and for each, an exhaustive search on the involved
key bits is done, 