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VS.

Tκ,s :


F28 → F28

0 7→ κ(0) ,

(α2m+1)j 7→ κ(2m − j), for 1 ≤ j ≤ 2m − 1 ,

αi+(2m+1)j 7→ κ(2m − i)⊕
(
α2m+1

)s(j)
, for 0 < i, 0 ≤ j < 2m − 1 .
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Standards and S-boxes Two Russian Standards

Kuznyechik/Streebog

Streebog
Type Hash function

Publication 2012

Kuznyechik
Type Block cipher

Publication 2015

Common ground
Both are standard symmetric primitives in Russia.

Both were designed by the FSB (TC26).

Both use the same 8× 8 S-Box, π.
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Standards and S-boxes S-Boxes

S-Boxes
Definition (S(ubstitution)-box)

An S-box S : Fn
2 → Fn

2 is a small non-linear function operating on a small block size
(typically n ∈ {4, 8}) which can be specified via its lookup table.

Cryptographic strength vs. Implementation efficiency
4 / 21



Standards and S-boxes S-Boxes

The Russian S-box

Screen capture of the specification of Kuznyechik (2015).

Why we need S-box reverse-engineering

The security of a cipher hinges on its S-box: we need to know how it works!
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Reverse-Engineering the Russian S-box Jackson Pollock

A Key Tool for Analysing S-Boxes

Linear Approximations Table (LAT)

The LAT of S : {0, 1}n → {0, 1}n is a 2n × 2n matrix such that

LATS[a, b] =
∑
x∈Fn

2

(−1)a·x⊕b·S(x)

= 2× (#{x ∈ Fn
2 , a · x = b · S(x)})− 2n .

“Jackson Pollock” Representation1

a
b

|LATS[a, b]| = 0

c

d

|LATS[c, d]| ≥ 20

1
Biryukov, Perrin. On reverse-engineering S-Boxes with hidden design criteria or structure. CRYPTO’15
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Reverse-Engineering the Russian S-box Jackson Pollock

The LAT of π
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Reverse-Engineering the Russian S-box Jackson Pollock

The LAT of π
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Reverse-Engineering the Russian S-box Jackson Pollock

The LAT of π (reordered columns)
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Reverse-Engineering the Russian S-box Jackson Pollock

The LAT of ℓ2 ◦ π ◦ ℓ1
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Reverse-Engineering the Russian S-box TU-Decomposition

First Complete Decomposition of π

ω

α

σ

ϕ ⊙

ν1ν0

I⊙ ⊙ Multiplication in F24

I Inversion in F24

ν0, ν1, σ 4× 4 permutations

ϕ 4× 4 function

α, ω Linear permutations
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Reverse-Engineering the Russian S-box TU-Decomposition

Conclusion for Kuznyechik/Streebog?

The Russian S-Box was built like a
strange Feistel...

... or was it?

Belarussian inspiration

The last standard of Belarus (BelT) uses an 8-bit S-box,

somewhat similar to π...

... based on a finite field exponential!

We deduced another decomposition2 but not a satisfactory one.

2L. Perrin, A. Udovenko. Exponential S-boxes: a link between the S-boxes of BelT and
Kuznyechik/Streebog. IACR ToSC. 2016.
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Reverse-Engineering the Russian S-box TU-Decomposition

Timeline

July 2012 GOST standardization of Streebog

Aug. 2013 RFC for Streebog (RFC6986)

June 2015 GOST standardization of Kuznyechik

Mar. 2016 RFC for Kuznyechik (RFC7801)

May 2016 Publication of the first decomposition (TU-decomposition)

Feb 2017 Publication of the second decomposition (Belarus-like)

Oct. 2018 ISO standardization of Streebog (ISO 10118-3)
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Reverse-Engineering the Russian S-box The TKlog

A Third and Final Decomposition: the TKlog

π is a TKlog!

A TKlog operates on F22m and uses:

α: a generator of F22m ,

κ: an affine function Fm
2 → F22m with κ(Fm

2 )⊕ F2m = F22m ,

s: a permutation ofZ/(2m − 1)Z.

The corresponding TKlog is denotedTκ,s and it works as follows:
Tκ,s(0) = κ(0) ,

Tκ,s
(
(α2m+1)j

)
= κ(2m − j), for 1 ≤ j ≤ 2m − 1 ,

Tκ,s
(
αi+(2m+1)j

)
= κ(2m − i)⊕

(
α2m+1

)s(j)
, for 0 < i, 0 ≤ j < 2m − 1 .
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Reverse-Engineering the Russian S-box The TKlog

Cosets to Cosets

Russia’s π

{0} V

α
×

V

α
2
×

V

...

α
16
×

V

κ(0)⊕ V

κ(15)⊕ V

κ(14)⊕ V

...

κ
({
1,
..
.,
15
})

κ(0)

...

Backdoored S-box

κ(0)⊕ V

κ(15)⊕ V

κ(14)⊕ V

...

β(0)⊕W

β(15)⊕W

β(14)⊕W

...
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A Better Understanding of this S-box
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A Better Understanding of this S-box Generation Process

From the Designers, at ISO

[...]

Everything is wrong (except for the AES bit).
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A Better Understanding of this S-box Anomalies

A Key Concept: “Anomalies” (1/2)

How “far” is the behaviour of a specific S-box π from
that of a “random S-box”?

First idea

What is the probability of a specific property of the S-box?

Does not work!

The properties we consider are not intended for that purpose.

Pr [Differential uniformity = 8] ≈ 2−16.15 ≈ (72000)−1

Pr [Differential uniformity = 6] ≈ 2−164.5 ≈ (3 · 1049)−1
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A Better Understanding of this S-box Anomalies

A Key Concept: “Anomalies” (2/2)

1 Choose a fined grained property (LAT max/# occurrences of the max,
implementation complexity...) with a value in a partially ordered set (i.e. a
number)

2 Compute it for the specific target

3 Evaluate the number S-boxes with with a worse and a better property

worse best
property

π

Negative Anomaly

A(π) = − log2

(
#worse S-boxes

(2n)!

)
Negative Anomaly

A(π) = − log2

(
#better S-boxes

(2n)!

)
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A Better Understanding of this S-box Anomalies

Some Very High Anomalies

Informally (more details at AC’193), a high positive anomaly for a propertymeans:

a random S-box is unlikely to have a property “at least as pronounced” as π;

we need to generate about 2A random S-boxes to get one where the property
is this strong.

Anomalies of π.

Statistical Structural

Differential Linear Boomerang TU4 TKlog

80.6† 34.4 14.2 201.1 1601.5

† This anomaly might be overestimated.

3Anomalies and Vector Space Search: Tools for S-Box Analysis. ASIACRYPT’19. X. Bonnetain, L.
Perrin and S. Tian.
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A Better Understanding of this S-box The Kolmogorov Anomaly

Kolmogorov Anomaly (2/2)

The “Shannon effect”:4

“almost all functions” of n arguments have “an almost identical”
complexity which is asymptotically equal to the complexity of the most
complex function of n arguments.

Indeed, specific structures (TKlog, TU-decompositions...) have a very high anomaly...

... but not really an anomaly. Can we do better?

4On Networks Consisting of Functional Elements with Delays. Lupanov, O.B. 1973.
19 / 21
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A Better Understanding of this S-box The Kolmogorov Anomaly

Kolmogorov Anomaly (2/2)

165 ASCII characters that fit on 7 bits: this program is 1155-bit long.
https://codegolf.stackexchange.com/questions/186498/

proving-that-a-russian-cryptographic-standard-is-too-structured

Kolmogorov Anomaly of π

The probability that a random 8-bit S-box is as structured as π is at most equal to

21155−1684 = 2−529 .

20 / 21
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Conclusion

Conclusion

vs.

This claim and this fact cannot be reconciled.

In my opinion, the designers of these algorithms have provided misleading
information for the external analysis of their design.

Security analysis is hard enough with proper information: there is no good
reason to complicate it further with wrong data!

=⇒ These algorithms cannot be trusted and
I believe they should be deprecated.

Thank you!
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