
HAL Id: hal-02395747
https://inria.hal.science/hal-02395747

Submitted on 5 Dec 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sparse Multi-Channel Variational Autoencoder for the
Joint Analysis of Heterogeneous Data

Luigi Antelmi, Nicholas Ayache, Philippe Robert, Marco Lorenzi

To cite this version:
Luigi Antelmi, Nicholas Ayache, Philippe Robert, Marco Lorenzi. Sparse Multi-Channel Variational
Autoencoder for the Joint Analysis of Heterogeneous Data. Proceedings of Machine Learning Research,
2019, Proceedings of ICML 2019, 97, pp.302–311. �hal-02395747�

https://inria.hal.science/hal-02395747
https://hal.archives-ouvertes.fr


Sparse Multi-Channel Variational Autoencoder
for the Joint Analysis of Heterogeneous Data

Luigi Antelmi 1 Nicholas Ayache 1 Philippe Robert 2 3 Marco Lorenzi 1

for the Alzheimer’s Disease Neuroimaging Initiative *

Abstract

Interpretable modeling of heterogeneous data
channels is essential in medical applications, for
example when jointly analyzing clinical scores
and medical images. Variational Autoencoders
(VAE) are powerful generative models that learn
representations of complex data. The flexibil-
ity of VAE may come at the expense of lack of
interpretability in describing the joint relation-
ship between heterogeneous data. To tackle this
problem, in this work we extend the variational
framework of VAE to bring parsimony and inter-
pretability when jointly account for latent rela-
tionships across multiple channels. In the latent
space, this is achieved by constraining the varia-
tional distribution of each channel to a common
target prior. Parsimonious latent representations
are enforced by variational dropout. Experiments
on synthetic data show that our model correctly
identifies the prescribed latent dimensions and
data relationships across multiple testing scenar-
ios. When applied to imaging and clinical data,
our method allows to identify the joint effect of
age and pathology in describing clinical condition
in a large scale clinical cohort.
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1. Introduction
Understanding the relationship among heterogeneous data
is essential in medical applications, where performing a
diagnosis, or understanding the dynamics of a pathology
require to jointly analyze multiple data channels, such as
demographic data, medical imaging data, and psychological
tests.

Multivariate methods to jointly analyze heterogeneous data,
such as Partial Least Squares (PLS), Reduced Rank Re-
gression (RRR), or Canonical correlation analysis (CCA)
(Hotelling, 1936) have successfully been applied in biomed-
ical research (Liu & Calhoun, 2014), along with multi-
channel (Kettenring, 1971; Luo et al., 2015) and non-linear
variants (Huang et al., 2009; Andrew et al., 2013). These
approaches are classified as recognition methods, as their
common formulation consists in projecting the observations
in a latent low dimensional space in which desired charac-
teristics are enforced, such as maximum correlation (CCA),
maximum covariance (PLS), or minimum regression error
(RRR) (Haufe et al., 2014). In their classical formulation
these models are not generative as they do not explicitly
provide a mean to sample observations when the distribution
of latent variables and parameters is known. Bayesian-CCA
(Klami et al., 2013) actually goes in this direction: it is a
generative formulation of CCA, where a transformation of
a latent variable captures the shared variation between data
channels. A limitation of this method for the application in
real data scenarios is scalability, as inference on the poste-
rior distribution results in O(D3) complexity, being D the
dimensionality of the data. Consequently, all the practical
applications of Bayesian CCA in the earlier works were lim-
ited to very few dimensions and channels (Klami & Kaski,
2007).

Variational autoencoders (VAEs) (Kingma & Welling, 2014;
Rezende et al., 2014) are models that couple a recognition
function, or encoder, to infer a lower dimensional represen-
tation of the data, with a generative function, or decoder,
which transforms the latent representation back to the origi-
nal observation space. The VAE is a Bayesian model: the la-
tent variables are inferred by estimating the associated poste-
rior distributions. Inference is efficiently performed through
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amortized inference (Kim et al., 2018) by parametrizing the
posterior moments with neural networks. The networks are
optimized to maximize the associated evidence lower bound
(ELBO). VAEs are flexible and can account for any kind of
data. Within this setting, the joint analysis of heterogeneous
channels can be performed through concatenation of the
different data sources. However, modeling concatenated
multi-channel data through a VAE may pose interpretability
issues, as it is difficult to disentangle the contribution of a
single channel in the description of the latent representation.
Moreover, at test time, the model can usually be applied
only to data presenting all the channels information. To
tackle this problem, in this work we generalize the VAE by
assuming that in a multi-channel scenario the latent repre-
sentation associated to each channel must match a common
target distribution. This is done by imposing a constraint
on the latent representations in an information theoretical
sense, where each latent representation is enforced to match
a common target prior. We will show that this constraint can
be optimized within a variational optimization framework,
allowing efficient inference of channel encodings and latent
representation.

Another limitation of the VAE concerns the interpretability
of the latent space. In particular, we generally lack of a
theoretical justification for the choice of the latent space
dimension. This is a key parameter that can profoundly
impact the interpretability of the estimated data represen-
tation. The optimization of the latent dimension through
cross-validation may also pose generalization problems, es-
pecially when the data is scarce. To tackle this issue, in this
work we investigate a principled theoretical framework for
imposing parsimonious representations of the latent space
through sparsity constraints. We argue that this kind of
model may lead not only to improved interpretability, but
also to optimal data representation. Indeed, it is known that
VAEs suffer from the problem of over-pruning: the varia-
tional approximation leads to overly simplified representa-
tions, resulting in high model bias due to the impossibility to
learn latent distribution different from the prior (Burda et al.,
2015; Alemi et al., 2017). As discussed in (Yeung et al.,
2017), over-pruning is a recurrent phenomenon ultimately
leading to excessive regularization, even in cases when the
model underfits the data. The authors tackle over-pruning
with the introduction of a categorical sampler on the latent
space dimensions. Another way to tackle over-pruning is
to enforce sparsity on the latent space. Recently (Kingma
et al., 2015; Molchanov et al., 2017) showed that dropout, a
technique that regularize neural networks, can be naturally
embedded in VAE to lead to a sparse representation of the
variational parameters.

In our work, we leverage on these recent results to enforce
sparsity on the proposed multi-channel VAE. In the varia-
tional formulation, the dropout parameters are not hyper-

parameters anymore, and can be directly learned through
the optimization of the variational constraint. Code devel-
oped in Pytorch (Paszke et al., 2017) is publicly available at
https://gitlab.inria.fr/epione_ML/mcvae.

The rest of the paper is organized as follows. In Section 2
we first describe the Multi-Channel Variational Autoencoder
and mathematically derive the variational constraint as an
extension of the VAE framework. The sparse representation
of the latent space is further analyzed and discussed. In
Section 3 we show results on extensive synthetic experi-
ments comparing our model to standard non-sparse VAE
formulations. We conclude the Section with the applica-
tion of our model to real data, related to clinical cases of
brain neurodegeneration. We show how the learned dropout
parameter can be used to automatically identify meaning-
ful latent effect of age and pathology, allowing to predict
clinical diagnosis in Alzheimer’s Disease (AD). Finally, we
summarize our work and propose future extensions.

2. Method
We first describe the proposed Multi-Channel Variational
Autoencoder (§2.1). In §2.2 we present the sparse formula-
tion of our method.

2.1. Multi-Channel Variational Autoencoder

Let x = {x1, . . . ,xC} be an observation set of C channels,
where each xc is a d-dimensional vector. Also, let z denote
the l-dimensional latent variable commonly shared by each
xc. We assume the following generative process for the
observation set:

z ∼ p (z) ,
xc ∼ p (xc|z,θc) , for c in 1 . . . C,

(1)

where p (z) is a prior distribution for the latent variable
and p (xc|z,θc) is a likelihood distribution for the observa-
tions conditioned on the latent variable. We assume that
the likelihood functions belong to a distribution family P
parametrized by the set of parameters θ = {θ1, . . . ,θC}.

In the scenario depicted so far, solving the inference problem
allows the discovery of the common latent space from which
the observed data in each channel is generated. The solution
of the inference problem is given by deriving the posterior
p (z|x,θ), that is not always computable analytically. In
this case, Variational Inference can be applied to compute
an approximate posterior (Blei et al., 2016).

Our working hypothesis is that every channel brings by
itself some information about the latent variable distribu-
tion. As such, it makes sense to approximate the posterior
distribution with q (z|xc,φc), by conditioning it on the sin-
gle channel xc and on its variational parameters φc. Since
each channel provides a different approximation, we can
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impose a constraint enforcing each q (z|xc,φc) to be as
close as possible to the target posterior distribution. Being
the mismatch measured in terms of Kullback-Leibler (KL)
divergence, we specify this constraint as:

argmin
q∈Q

Ec
[
DKL

(
q (z|xc,φc) || p (z|x1, . . . ,xC ,θ)

)]
,

(2)
where the approximate posteriors q (z|xc,φc) belong to a
distribution family Q parametrized by the set of param-
eters φ = {φ1, . . . ,φC}, and represent the view on the
latent space that can be inferred from each channel xc. The
quantity Ec is the average over channels computed empiri-
cally. Practically, solving the objective in Eq. (2) allows to
minimize the discrepancy between the variational approx-
imations and the target posterior. In §2.1.1 we show that
the optimization (2) is equivalent to the optimization of the
following evidence lower bound L (θ,φ,x):

L (θ,φ,x) = Ec
[
Lc −DKL

(
q (z|xc,φc) || p (z)

)]
, (3)

where Lc = Eq(z|xc,φc)

∑C
i=1 ln p (xi|z,θi) is the ex-

pected log-likelihood of decoding each channel from the
latent representation of the channel xc only. This formula-
tion is valid for any distribution family P and Q.

2.1.1. DERIVATION OF THE EVIDENCE LOWER BOUND

In the following derivation we omit the variational and gen-
erative parameters φ and θ to leave the notation uncluttered.

The formula in (2) states that variational inference is carried
out by introducing a set of probability density functions
q (z|xc), belonging to a distribution family Q, that are as
close as possible to the target posterior over the latent vari-
able p (z|x = {x1, . . . ,xC}). Given the intractability of
p (z|x) for most complex models, we cannot solve directly
this optimization problem. We look then for an equivalent
problem, by rearranging the objective:

Ec
[
DKL

(
q (z|xc) || p (z|x)

)]
=

= Ec
∫
z

q (z|xc)
(
ln q (z|xc)− ln p (z|x)

)
dz

= Ec
∫
z

q (z|xc)(
ln q (z|xc)− ln p (x|z)− ln p (z) + ln p (x)

)
dz

= ln p (x)+

Ec
[
DKL

(
q (z|xc) || p (z)

)
− Eq(z|xc) [ln p (x|z)]

]
,

where we factorize the true posterior p (z|x) using Bayes’

theorem. We can reorganize the terms, such that:

ln p (x)− Ec
[
DKL

(
q (z|xc) || p (z|x)

)]︸ ︷︷ ︸
≥0

=

= Ec
[
Eq(z|xc) [ln p (x|z)]−DKL

(
q (z|xc) || p (z)

)]︸ ︷︷ ︸
lower bound L

.

(4)
Since the DKL term on the left hand side is always non-
negative, the right hand side is a lower bound of the log
evidence. Thus, by maximizing the lower bound we also
maximize the data log evidence while solving the minimiza-
tion problem in (2).

We note that the lower bound (4) is composed by a regu-
larization term and a data matching term. The DKL term
minimizing the mismatch between the approximate distri-
bution and the target prior acts as a regularizer. The inner
expectation term favors the approximate posterior that max-
imizes the data log-likelihood.

The hypothesis that every channel is conditionally indepen-
dent from all the others given z allows to factorize the data
likelihood as p (x|z) =

∏C
i=1 p (xi|z), so that the lower

bound becomes:

L = Ec
[
Lc −DKL

(
q (z|xc) || p (z)

)]
where Lc = Eq(z|xc)

[∑C
i=1 ln p (xi|z)

]
.

2.1.2. COMPARISON WITH VAE

Our model extends the VAE: the novelty is in the log-
likelihood terms Lc in Eq. (3), representing the reconstruc-
tion of the multi-channel data from a single channel only.
In case C = 1 the model collapses to a VAE. In the case
C > 1, the Lc terms considered altogether force each chan-
nel to the joint decoding of itself and every other channel
at the same time. This characteristic allows to reconstruct
missing channels {x̂i} from the available ones {x̃j} as:

x̂i = Ej
[
Eq(z|x̃j) [p (xi|z)]

]
. (5)

An application of Eq. (5) is provided in §3.4. Our model
is different from a VAE where all the channels are concate-
nated into a single one. In that case there cannot be missing
channels if we want to infer the latent space variables, unless
recurring to costly data imputation techniques (cf. App. F in
(Rezende et al., 2014)). Our model is also different from a
stack of C independent VAEs, in which the C latent spaces
are no more related to each-other. The dependence between
encoding and decoding across channels stems from the joint
approximation of the posterior distribution (Formula (2)).

2.1.3. GAUSSIAN LINEAR CASE

Model (1) is completely general and can account for com-
plex non-linear relationships modeled, for example, through
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deep neural networks. However, for simplicity of interpre-
tation, in what follows we focus our multi-channel varia-
tional framework to the Gaussian Linear Model. This is
a special case, analogous to Bayesian-CCA (Klami et al.,
2013), where the members of the variational family Q and
generative family P are Gaussian parametrized by linear
transformations. We define the members of the families Q
and P as:

q (z|xc,φc) = N
(
z|V(µ)

c xc, diag(V
(σ)
c xc)

)
, (6)

p (xc|z,θc) = N
(
xc|G(µ)

c z, diag(g(σ)
c )
)
, (7)

i.e. factorized multivariate Gaussian distributions whose mo-
ments are linear transformations depending on the condition-
ing variables. θc = {G(µ)

c ,g
(σ)
c } and φc = {V

(µ)
c ,V

(σ)
c }

are the parameters to be optimized by maximizing the lower
bound in (3).

2.1.4. OPTIMIZATION OF THE LOWER BOUND

The optimization starts with a random initialization of the pa-
rameters θ = {θ1, . . . ,θC} and φ = {φ1, . . . ,φC}. The
expectations Lc in the Eq. (3) can be computed by sampling
from the variational distributions q (z|xc,φc) and, when
the prior p (z) = N (0; I) , the DKL term in Eq. (3) can
be computed analytically (cf. (Kingma & Welling, 2014),
appendix 2.A). The maximization of L (θ,φ,x) with re-
spect to θ and φ is efficiently carried out through minibatch
stochastic gradient descent implemented with the backprop-
agation algorithm. With Adam (Kingma & Ba, 2014) we
compute adaptive learning rates for the parameters.

2.2. Inducing Sparse Latent Representations

In extensive synthetic experiments with the non-sparse ver-
sion of the multi-channel model, we found that the lower
bound (3) generally reaches the maximum value at conver-
gence when the number of fitted latent dimensions coincide
with the true one used to generate the data (Sup. Mat.).
This procedure provides an heuristic for selecting the latent
variable dimensions, and proved to work well in controlled
scenarios. However, according to our experience, it fails
in most complex cases (Sup. Mat.), and is time consuming.
Moreover, our trust in the result depends on the tightness
between the model evidence and its lower bound: a factor
that is not easy to control. To address this issue, we propose
here to automatically infer the latent variable dimensions
via a sparsity constraint on z. Having a sparse z as a direct
result of one single optimization would be computationally
advantageous and it would ease the interpretability of the
observation model in (1), as the number of relationships to
take into account decreases.

2.2.1. REGULARIZATION VIA DROPOUT

Dropout (Srivastava et al., 2014) and DropConnect (Wan
et al., 2013) are techniques for regularizing neural networks.
The basic block of a neural network is the fully connected
layer, composed by a linear transformation of an input vector
z into an output vector x, and a non linearity applied to the
components of x. Given a generic linear transformation x =
Gz, with z and x column vectors, regularization techniques
are based on the multiplication of either z (dropout) or
G (dropconnect) element-wise by independent Bernoulli
random variables. The components of x are hence computed
as:

xi =
∑
k

gik(ξkzk), (dropout) (8)

xi =
∑
k

(ξikgik)zk, (dropconnect) (9)

where ξk, ξik ∼ B(1− p) with hyperparameter p known as
drop rate. The elements xi are approximately Gaussian for
the Lyapunov’s central limit theorem (Wang & Manning,
2013), and their distributions takes the form:

xi ∼ N
(∑

k θik;α
∑
k θ

2
ik

)
, (10)

where α = p/1−p and θik = gikzk(1 − p). In Gaussian
dropout (Wang & Manning, 2013) the regularization is
achieved by sampling directly from (10).

2.2.2. VARIATIONAL DROPOUT AND SPARSITY

In the context of the Variational Autoencoder (VAE), poste-
rior distributions on the encoder weightsw that take the form
w ∼ N

(
µ;αµ2

)
are called dropout posteriors (Kingma

et al., 2015). The authors of (Kingma et al., 2015) show
that if the variational posteriors on the encoder weights
are dropout posteriors, Gaussian dropout arises from the
application of the local reparameterization trick, a method
introduced to increase the stability of gradients estimation in
training. The only prior on w consistent with the optimiza-
tion of the lower bound is the improper log-scale uniform:

p (ln |w|) = const⇔ p (|w|) ∝ 1

|w|
. (11)

With this prior, the DKL of the dropout posterior de-
pends only on α and can be numerically approximated. In
(Molchanov et al., 2017) the authors provide an approxima-
tion of DKL, reported in (12), to allow this parameter to
be learned through the optimization of the lower bound via
gradient-based methods:

DKL
(
N
(
w;αw2

)
|| p (w)

)
≈

≈ −k1σ(k2 + k3 lnα) + 0.5 ln(1 + α−1) + k1 (12)
k1 = 0.63576 k2 = 1.87320 k3 = 1.48695

σ(·) Sigmoid function.
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While the optimization of DKL promotes α→∞, the im-
plicit drop rate p tends to 1, meaning that the associated
weight w can be discarded. Sparsity arises naturally: large
values of w correspond to even larger uncertainty αw2 be-
cause of the quadratic relationship and the tendency of the
optimization objective to favors α→∞; therefore, unless
that weight is beneficial for the optimization objective, that
is to maximize the data log-likelihood, it will be set to zero.

2.2.3. SPARSE MULTI-CHANNEL VAE

Compatibly with standard dropout methods, in our Multi-
Channel VAE we define a variational approximation of the
latent code z. We note that the local reparameterization
trick cannot be straightforwardly applied, since its standard
formulation would require to transfer the uncertainty to a
lower dimensional variable, such as from G to x in §2.2.1.
We notice however that by choosing a dropout posterior
for the elements of z, that is if zk ∼ N

(
µk;αµ

2
k

)
, the

output of the first layer with weights gik of the decoding
transformation, before the non-linearity is applied, follows
a Gaussian distribution:

xi ∼ N
(∑

k gikµk;α
∑
k g

2
ikµ

2
k

)
, (13)

in which the first two moments are as follows:

E [xi] = E [
∑
k gikzk] =

∑
k gikµk, (14)

Var [xi] = Var [
∑
k gikzk]

=
∑
k Var [gikzk] +

∑
k, j 6=k Cov [(gikzk, gijzj)]

=
∑
k g

2
ikαµ

2
k = α

∑
k g

2
ikµ

2
k, (15)

with the covariance terms vanishing for the hypothesis of in-
dependent elements of z. The analogy with (10) holds when
θik = gikµk, and so we can establish a connection with
the standard dropout techniques. Specifically, imposing a
dropout posterior for the latent code z is analogous to per-
form dropout on the latent code itself, and dropconnect on
the decoder weights. We therefore define the approximate
posteriors q (z|xc,φc) in Eq. (3) and parametrize them to
be factorized dropout posteriors, that is, for c in 1 . . . C:

q (z|xc,φc) = N
(
µc; diag(

√
α� µc)

2
)
, (16)

with µc = φcxc, where parameters φ = {α,φ1, . . . ,φC}
include φc linear transformations, specific to channel c,
while α is shared among all the channels. Following the
considerations of (Kingma et al., 2015), the prior distribu-
tion p (z) is chosen to be fully factorized by scale-invariant
log-uniform priors:

p (z) =
∏

p (|zi|) , such that p (ln |zi|) ∝ const. (17)

Because of these choices, the DKL term in Eq. (3) can be
easily computed by leveraging on Eq. (12). For the same

considerations made in the previous section, we induce a
sparse behavior on the components of z and on the asso-
ciated decoder parameters (cfr. Fig. 1). The variational
parameter α can be learned and, as the connection with
the dropout techniques is kept, we can leverage on the rela-
tionship between α and the dropout rate p to interpret the
relative importance of the latent dimensions.

Figure 1: Effect of variational dropout on a synthetic exper-
iment modeled with the Multi-Channel VAE. As expected,
the minimum amount of non-zero components of z (left)
and generative parameters G (right) is obtained with the
sparse model.

3. Experiments
We first describe our results on extensive synthetic exper-
iments performed with our non sparse model and with its
sparse variant. We benchmark these models with respect
to the VAE and conclude the Section with the application
of our sparse model to real data, related to clinical cases of
neurodegeneration.

3.1. Synthetic Experiments

Datasets x = {xc}with c = 1 . . . C channels where created
according to the following model:

z ∼ N (0; Il) ,

ε ∼ N (0; Idc) ,

Gc = diag
(
RcR

T
c

)−1/2
Rc,

xc = Gcz+ snr−1/2 · ε,

(18)

where for every channel c, Rc ∈ Rdc×l is a random ma-
trix with l orthonormal columns (i.e., RT

c Rc = Il), Gc

is the linear generative law, and snr is the signal-to-noise
ratio. With this choice, the diagonal elements of the co-
variance matrix of xc are inversely proportional to snr, i.e.,
diag

(
E
[
xcx

T
c

])
= (1 + snr−1)Idc . Scenarios where gen-

erated by varying one-at-a-time the dataset attributes, as
listed in Tab. 1.

ELBO in non-sparse Multi-Channel VAE. For each
generated scenario, we optimized multiple instances of a
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Figure 2: Estimated dropout rates for the latent dimensions when the initial latent dimensions of the Sparse Multi-Channel
VAE was set to lfit = 20 on data generated with respectively l = 1, 2, 4, and 10 latent dimensions.

Gaussian Linear Multi-Channel model, as defined in §2.1.3.
At convergence, the loss function (negative lower bound)
has a minimum when the number of fitted latent dimensions
lfit corresponds to the number of the latent dimensions used
to generate the data. When increasing the number of fitted
latent dimensions, a sudden decrease of the loss (elbow ef-
fect) is indicative that the true number of latent dimensions
has been found. These results are summarized in the Sup-
plementary Materials, where we show also that the elbow
effect becomes more evident when increasing the number of
channels. Ambiguity in identifying the elbow usually arises
for high-dimensional data channels.

Table 1: Dataset attributes, varied one-at-a-time in the pre-
scribed ranges, and used to generate scenarios according to
Eq. (18).

Attribute description Iteration list

Total channels (C) 2 3 5 10
Channel dimension (dc) 32
Latent space dimension (l) 1 2 4 10 20
Samples (training and testing) 100 1000
Signal-to-noise ratio (snr) 10 1
Seed (re-initialize Rc) 1 2 3 4 5

Figure 3: Testing benchmark of four variational methods
applied to the multi-channel scenarios in Tab. 1 (cases
snr = 10, lfit = l). Sparse Multi-Channel models performs
consistently better than non-sparse Multi-Channel ones.

Table 2: Benchmark with respect to VAE. (top) Boot-
strapped 95% C.I. for the mean absolute error (MAE) dif-
ference between each model MAE and the reference MAE
of the VAE. (bottom) Average compression factor.

MCVAE sMCVAE IVAEs
95% CI [−.13;+.03] [−.12;+.04] [−.10;+.06]
Compr.
Factor 0% 45% 0%

3.2. Sparse Multi-Channel VAE Benchmark

This benchmark is based on the data scenarios illustrated in
the previous section (Tab. 1). For each generated dataset, we
optimized our Multi-Channel VAE with dropout posteriors
(eq. 16) associated to log-uniform priors as in (eq. 17).

Results. In Fig. 1 we compare the latent space distribu-
tions and the generative parameters derived from the applica-
tion of the sparse and non-sparse Multi-Channel VAE, after
fitting the two models on the same data and by imposing
the fitted dimension for the latent space to lfit = 20. As ex-
pected, the number of zero elements is considerably higher
in the sparse version. We note that the learned dropout
rate is very low for the dimensions corresponding to the
true latent dimensions used to generate the fitted scenario
(Fig. 2). Because of this, model selection can be performed
by retaining those latent dimensions satisfying an opportune
threshold on the dropout rates. We can see that with the
threshold p < 0.2, is possible to safely recover the true
number of latent dimensions across all the testing scenarios.

3.3. Comparison with VAE

We compared the performance of four variational methods
applied to the synthetic scenarios. Besides our sparse (sM-
CVAE) and non-sparse (MCVAE) Multi-Channel models,
we considered a VAE, and a stack of independent VAEs
(IVAEs). In the VAE cases, channels where concatenated
feature-wise to form a single channel. In IVAEs experi-
ments, every channel was independently modeled with a
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Table 3: Proportion of correctly classified ADNI subjects belonging to the testing hold-out dataset. Classification done
by means of Linear Discriminant Analysis using as training data the latent space inferred with the sparse and non sparse
models. 10-fold cross validation mean results shown. Within the sparse framework, we selected the subspace generated by
the most relevant latent dimensions identified by variational dropout (p < 0.2).

Model: MCVAE sMCVAE IVAEs VAE
#layers: 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Normal .82 .76 .76 .75 .89 .89 .90 .79 .78 .77 .77 .79 .81 .82 .78 .77
MCI .58 .68 .70 .68 .71 .70 .68 .67 .65 .67 .69 .66 .71 .71 .63 .71
Dementia .88 .68 .69 .70 .85 .84 .84 .82 .68 .71 .66 .51 .82 .82 .72 .73

Figure 4: Stratification of the ADNI subjects (test data)
in the sparse latent subspace inferred from the first two
least dropped out dimensions. In the same subspace it is
possible to stratify subjects in the test-set by disease status
(left) and by age (right) in almost orthogonal directions.
Classification accuracy for these subjects is given in the fifth
numeric column of Tab. 3.

VAE. Each scenario was fitted multiple times, by varying the
dimension of the fitted latent space lfit in {1, 2, 4, 10, 20}.
The comparison metric is the mean absolute error (MAE)
between the generated testing data and the predictions from
the inferred latent space.

Results. As depicted in Tab. 2, in general there is no sig-
nificant difference between the average MAE for the differ-
ent models (95% bootstrap confidence interval). However,
when comparing the models in terms of number of parame-
ters, our tests show that sMCVAE leads to equivalent recon-
struction by pruning a consistent fraction of the parameters
(on average 45%).

In Fig. 3 we restrict the visualization to the cases where
snr = 10 and lfit = l (cf. Tab. 1). Sparse Multi-Channel
models perform consistently better than the non-sparse ones.
Although in some cases VAE seems to provide better re-
sults (cf. 5-channel case in Fig. 3), in complex cases with
many channels the performance of VAE dramatically drops
(cf. 10-channel case, ibid.). The IVAEs models leads to
the worst performances in the majority of cases. This is ex-

pected, as the generated data variability depends on the joint
information across channels. By modeling each channel
independently, part of this variability is therefore mistaken
as noise.

3.4. Medical Imaging data

3.4.1. DATA PREPARATION

Data used in the preparation of this article were obtained
from the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) database (adni.loni.usc.edu). The ADNI was
launched in 2003 as a public-private partnership, led by
Principal Investigator Michael W. Weiner, MD. For up-to-
date information, see www.adni-info.org.

We analyzed clinical and imaging channels from 504 sub-
jects of the ADNI cohort. We randomly assigned the sub-
jects to a training and testing set through 10-fold cross vali-
dation. The clinical channel was composed by six contin-
uous variables generally recorded in memory clinics: age;
results to mini-mental state examination, adas-cog, cdr, and
faq tests; scholarity level. The three imaging channels were
structural MRI (gray matter only), functional FDG-PET,
and Amyloid-PET. Raw data from the imaging channels
were coregistered in a common geometric space by means
of voxel-based morphometry methods (Ashburner & Fris-
ton, 2000). Visual quality check was performed to exclude
processing errors. Image intensities were finally averaged
over 90 brain regions mapped in the AAL atlas (Tzourio-
Mazoyer et al., 2002) to produce 90 features arrays for each
image. Lastly, data was centered and standardized across
features. Our sparse multi-channel model (§2.2.3) was op-
timized on the resulting multi-channel dataset, along with
MCVAE, IVAEs, and VAE models as described in §3.3.
For each model class, multi-layer architectures were tested,
ranging from 1 (linear) up to 4 layers for the encoding and
decoding pathways, with a sigmoidal activation applied to
all but last layer. Results. By applying the dropout threshold
of 0.2 as identified in the synthetic experiments (Fig. 2), we
identify 5 optimal latent dimensions. The encoding of the
test set in the latent space given by our sMCVAE model is
depicted in Fig. 4, where we limited the visualization to the

http://adni.loni.usc.edu
www.adni-info.org
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(a) Latent sub-space (b) MRI (c) FDG (d) Amyloid

Figure 5: Generation of imaging data from trajectories in the latent space. (a) Normal aging trajectory (Tr1) vs Dementia
aging trajectory (Tr2) in the latent 2D sub-space (cfr. Fig. 4). Stars indicate the sampling points along trajectories. The
trajectories share the same origin. MRIs (b), FDG (c), and Amyloid PET (d). All the trajectories show a plausible evolution
across disease and healthy conditions.

Figure 6: Generative parameters G
(µ)
c (cfr. Eq. (7)) of

the four channels associated to the least dropout latent di-
mension in the sparse multi-channel model. (Top) Clinical
channel parameters. (Bottom) Imaging ch. parameters.

2D subspace generated by the two most relevant dimensions.
This subspace appears stratified by age and disease status,
across roughly orthogonal directions. We note however that
the model was agnostic to the disease status, and was able to
correctly stratify the testing data only thanks to the learned
latent representation. This is shown in Tab. 3, where the
latent representation provided by our sparse Multi-Channel
framework leads to competitive predictive performances in
predicting the clinical status. Prediction was performed on
the testing set via Linear Discriminant Analysis fitted on the
training latent space. We note that the predictive accuracy
is particularly high with the Multi-Channel framework.

We illustrate the ability of a single layer sMCVAE in recon-
structing missing channels by using Eq. (5), to sample the
imaging data from the latent dimensions obtained from the
clinical channel. To this end, we sample points from two
trajectories in the subspace shown in Fig. 4 to predict the
imaging data channels. Trajectory 1 (Tr1) follows an aging
path centered on the healthy subject group. Trajectory 2
(Tr2), starts from the same origin of Tr1 and follows a path
were aging is entangled with the pathological variability.
We can see these trajectories and the generated imaging
channels in Fig. 5. Fig. 6 shows the generative parameters
G

(µ)
c (cfr. Eq. (7)) of the four channels associated to the

most relevant latent dimension identified by dropout. These
generative parameters show a plausible relationship across
channels, describing a pattern of early onset AD, associ-
ated with abnormal scores (low MMSE, high ADAS and
CDR), gray matter atrophy emerging from the MRI, low
glucose uptake in the temporal lobes as emerging from the
FDG-PET, and high amyloid deposits, coherently with the
research literature on Alzheimer’s Disease (Dubois et al.,
2014; Jack et al., 2018).

4. Conclusion
This paper introduces the Sparse Multi-Channel VAE, an ex-
tension of variational autoencoders, to jointly account for la-
tent relationships across heterogeneous data. Parsimonious
and interpretable representations are enforced by variational
dropout, leveraging on sparsity to provide an effective mean
to model selection in the latent space. In extensive synthetic
experiments, we compared the performance of our model
against different configurations of the VAE. We found a
generally equivalent or superior performance of our model
with respect to the benchmark, associated to a compression
factor close to 50% on the number of pruned parameters. In
the real case scenario of Alzheimer’s Disease modeling, our
model allowed the unsupervised stratification of the latent
space by disease status and age, providing evidence for a
clinically sound interpretation of the latent space. Nonlinear
parameterization of the model seemed not to bring clear
advantages in the real case dataset, and needs further in-
vestigations. Given the scalability of our variational model,
application to high resolution images may be also at reach,
although this may require to account for full covariance ma-
trices to take into account spatial relationships. To increase
the model classification performance, supervised clustering
of the latent space can be introduced, for example, through
a categorical sampler in the latent space.Lastly, due to the
general formulation, the proposed method can find various
applications as a general data interpretation technique, not
limited to the biomedical research area.
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Figure S1: Negative lower bound (NLB) on the synthetic training set computed at convergence for all the scenarios. Each
bar shows mean ± std.err. of N = 80 total experiments as a function of the number of fitted latent dimensions. Red bars
represents experiments where the number of true and fitted latent dimensions coincide. (a) Experimental setup C = 10,
dc = 32: NLB stops decreasing when the number of fitted latent dimension coincide with the generated ones; notable gap
between the under-fitted and over-fitted experiments (elbow effect). (b) Experimental setup dc = 4 , l = 4: increasing
the number of channels C makes the elbow effect more pronounced. (c) Experimental setup C = 10 , dc = 500: with
high dimensional data (dc = 500) using the lower bound as a model selection criteria to assess the true number of latent
dimensions may end up in overestimation. (d) Restricted (N = 5 total experiments) high quality experimental setup C = 10,
dc = 500, S = 10000, snr = 100: the risk to overestimate the true number of latent dimensions can be mitigated by
increasing the snr and S of the observations in the dataset.
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Figure S2: Reconstruction error on synthetic test data reconstructed with the multi-channel model. The reconstruction is
better for high snr and high training data sample size. Scenarios where generated by varying one-at-a-time the dataset
attributes listed in Tab. 1 for a total of 8 000 experiments. (a) Mean squared error from the ground truth test data using
the Multi-Channel reconstruction: x̂i = Ec

[
Eq(z|xc,φc)

[p (xi|z,θi)]
]
. (b) Mean squared error from the ground truth test

data using the Single-Channel reconstruction: x̂i = Eq(z|xi,φi)
[p (xi|z,θi)]. (c) Ratio between Multi- vs Single-Channel

reconstruction errors: we notice that the error made in ground truth data recovery with multi-channel information is
systematically lower than the one obtained with a single-channel decoder.


