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Abstract 

Since 2010, substantial progress has been made in artificial intelligence (AI) and its 

application to medicine. AI is explored in gastroenterology for endoscopic analysis of lesions, 

in detection of cancer, and to facilitate the analysis of inflammatory lesions or gastrointestinal 

bleeding during wireless capsule endoscopy. AI is also tested to assess liver fibrosis and to 

differentiate patients with pancreatic cancer from those with pancreatitis. AI might also be 

used to establish prognoses of patients or predict their response to treatments, based on 

multiple factors. We review the ways in which AI may help physicians make a diagnosis or 

establish a prognosis and discuss its limitations, knowing that further randomized controlled 

studies will be required before the approval of AI techniques by the health authorities. 
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There is no single definition of artificial intelligence (AI), but the concept involves computer 

programs that perform functions that we associate with human intelligence, such as learning 

and problem solving.1,2 AI, machine learning (ML), and deep learning (DL) are overlapping 

disciplines (see Figure 1). ML is a vast domain that involves computer science and statistics, 

in which a machine performs repeated iterations of models progressively improving 

performance of a specific task. It produces algorithms to analyze data and to learn descriptive 

and predictive models. Data are mostly in the form of tables with objects or individuals as 

rows and variables, either numerical or categorical, as columns. ML is roughly divided into 

supervised and unsupervised methods. Unsupervised learning occurs when the purpose is to 

identify groups within data according to commonalities, with no a priori knowledge of the 

number of groups or their significance. Supervised learning occurs when training data contain 

individuals represented as input–output pairs. Input comprises individual descriptors whereas 

output comprises outcomes of interest to be predicted—either a class for classification tasks 

or a numerical value for regression tasks. The supervised ML algorithm then learns predictive 

models that subsequently allow to map new inputs to outputs.3  

Artificial neural networks (ANN) are supervised ML models inspired by the 

neuroanatomy of brain. Each neuron is a computing unit and all neurons are connected to 

each other to build a network. Signals travel from the first (input), to the last (output) layer, 

possibly after going through multiple hidden layers (see Figure 2). Training an ANN consists 

of dividing the data into a training set that helps to define the architecture of the network and 

to find out the various weights between the nodes and then a test set to assess the capability of 

the ANN to predict the desired output. During training, weights of interneuron connections 

are adjusted to optimize classification. The competition for more performance has led to a 

progressive complexity of neural network architectures, resulting in the concept of DL.4 
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Deep neural network (DNN) models are characterized by the application of several 

consecutive filters which allow the automatic detection of relevant features of input data. For 

this reason, DNN are considered as capable of learning data representation while including 

this learning in the global learning of the classification task. A variety of DNN architectures 

are included in DL-based methods.5 However, the good performance obtained requires a huge 

amount of labeled training data. Researchers have addressed this issue by combining DL with 

reinforcement learning principles.6  

The limits to these techniques are overfitting and lack of explainability. The models 

obtained by DL often perform much better than any other at fitting the data, however they are 

intrinsically dependent on the training dataset. If the training population does not include 

enough diversity, or contains an unidentified bias, results may not be generalizable to real-life 

populations leading to problems in model validation. Moreover, DNN, like ANN, provide 

black-box models lacking explainability. Recent studies are oriented towards improving 

explainability of DNN models as it is a pre-requisite for their acceptability in many fields, 

particularly in the biomedical applications.7,8  There have been reviews on the use of AI in 

gastroenterology, but mainly focused on AI assisted-endoscopy.9–11 We provide an overview 

of important studies assessing the value of AI in helping physicians make a diagnosis or 

establish a prognosis in the main fields of gastroenterology and hepatology (see 

Supplementary Table 1 and Supplementary Figure 1 and 2).  

Most studies use 1 dataset to train the machine learning process and a second dataset 

to test its performance. Some studies use common evaluation techniques such as cross-

validation and leave 1 out.8 To increase the size of the dataset, some studies use image-

applied data augmentation, by a random resizing and cropping of the frame, followed by a 

random flipping along either axis. Datasets can include images of negative (normal) results 

positive (pathologic) results.  
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Analysis of Malignant and Premalignant Lesions  

Fifty-three studies have used AI to detect malignant and premalignant intestinal lesions 

(Table 1). Most of these (48) focused on endoscopy, 3 studies used clinical and biological 

data extracted from electronic medical records (mainly demographics, cardiovascular 

comorbidities, concomitant medication, digestive symptoms, complete blood count), 1 study 

was based on serum tumor markers, and 1 study used data from gut microbiota. Twenty-seven 

studies were dedicated to improve diagnostic accuracy in case of colorectal polyps or 

cancer.12–38 Nineteen studies focused on the diagnosis of premalignant or malignant lesions of 

the upper gastrointestinal tract,39–57 only 4 studies were limited to the small bowel,58–61 and 3 

studies assessed the entire digestive tract.62–64 Twenty-four studies used specific validation 

techniques—mainly k-fold cross-validation. For studies focusing on endoscopy, the size of 

training and test datasets varied widely across studies. Performance results were also 

heterogeneous from one study to another, but most of the presented algorithms reached an 

accuracy of more than 80%. 

Two published randomized controlled trials compared the performance of endoscopy 

with or without assistance of AI-based algorithms. The first study tested the ability of a real-

time DL system, WISENSE, to monitor blind spots during esophagogastroduodenoscopy 

(EGD). A total of 324 patients were randomly assigned to undergo EGD with or without 

WISENSE. WISENSE monitored blind spots with an accuracy of 90.4%, and the rate of blind 

spots was significantly lower in WISENSE group than in the control group (5.9% vs 

22.5%).65 The second study investigated the effect of a DL-based automatic polyp detection 

system during colonoscopy. A total of 1058 patients were randomly assigned to groups that 

underwent diagnostic colonoscopy with or without this assistance. The AI system 

significantly increased the rate of adenoma detection to 29.1% from 20.3%, and the mean 
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number of adenomas per patient, to 0.53 from 0.31.66 These results indicate that AI systems 

could be used to improve the diagnostic value of everyday endoscopy for detecting 

premalignant lesions in the gastrointestinal tract. 

Apart from improving diagnostic accuracy, AI might help physicians determine 

prognoses of patients with digestive cancer. An ANN model was developed from a dataset of 

1219 patients with colorectal cancer. It provides more-accurate determinations of survival 

times and influential factors compared to a conventional Cox regression model,67 and can be 

used to determine patients’ risk for distant metastases.68 An ANN model was used to assess 

452 patients with gastric cancer, and determined survival times with approximately 90% 

accuracy.69 In a study of 117 patients with stage IIA colon cancer after radical surgery, an 

ANN-based scoring system, based on molecular features of tumors, identified those with 

high, moderate, and low probability of survival for 10 years. The 10-year overall survival rate 

and disease free survival rate varied significantly between the three groups.70 DL identifies 

patients with a complete response to neo-adjuvant chemoradiation for locally advanced rectal 

cancer with 80% accuracy. This technology might be used to identify patients most likely to 

benefit from conservative treatment vs radical resection.71 A DL-based model was developed 

to predict survival times at 5 years of 1190 patients with gastric cancer,  based on clinical and 

pathology data and treatment regimens. This system achieved an AUROC of 0.92 and 

identified associations between molecular features of tumor and optimal adjuvant treatment.72 

 

Inflammatory and Other Non-malignant Lesions 

AI has been used to identify patients with inflammatory bowel diseases (IBD) (n=6),73–78 

ulcers (n=6),79–84 celiac disease (n=5),85–89 lymphangiectasia (n=1),90 and hookworm (n=1),91 

two studies evaluated endoscopic findings from patients with inflammatory lesions (Table 

2).92,93 Two studies used electronic medical records to determine patients’ risk of celiac 
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disease, and 1 study used genetic factors to determine patients’ risk of IBD. Two-thirds 

(14/21) of studies used k-fold cross-validation to avoid overfitting of data. Twelve out of 

twenty-one studies identified patients with approximately 90% accuracy. 

Many studies have evaluated the ability of AI to predict responses to treatments in 

patients with IBD. Waljee et al developed an ML approach, using age and laboratory values, 

that is less costly and more accurate than 6-thioguanine nucleotide (6-TGN) metabolite 

measurement in predicting clinical responses to thiopurines; the ML approach identified 

patients with a clinical response with an AUROC curve of 0.86, vs 0.60 for 6-TGN levels.94 

This ML model was then improved to predict objective remission of patients receiving 

thiopurines, based on biomarkers, imaging data, and endoscopy findings. This ML model 

outperformed measurement of 6-TGN levels, identifying patients in remission with an 

AUROC curve of 0.79, vs 0.49 for the 6-TGN assay.95 An ML model was developed to 

analyze data from a phase 3 trial of vedolizumab in patients with ulcerative colitis. The model 

predicted which patients would be in corticosteroid-free endoscopic remission at week 52 

with an AUROC curve of 0.73, through week 6, vs and AUROC curve of 0.71 for level of 

fecal calprotectin. This algorithm might be used to select patients for continuation of 

vedolizumab when the benefits are not apparent in the first 6 weeks.96 An AI algorithm that 

incorporates data on the microbiome with clinical data identified patients with IBD who had a 

clinical response to anti-integrin therapy with an AUROC curve of 0.78.97 An ANN identified 

patients with ulcerative colitis who would require surgery after cytoapheresis therapy with  

0.96 sensitivity and 0.87 specificity.98  

AI systems are also being developed to predict onset or progression of IBD. A neural 

network that analyzes morphometric images of early-stage biopsies from patients with 

Crohn’s disease identified those with disease progression with approximately 83.3% accuracy 

and a requirement for surgery with 86.0% accuracy.99 Waljee et al constructed a ML method 
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to analyze data from electronic medical records that predicted IBD-related hospitalizations 

and outpatient use of steroids within 6 months with an AUROC curve of 0.87100. An ANN 

predicted the frequency of clinical relapse in patients with IBD with a high level of 

accuracy.101 

 

Gastrointestinal Bleeding 

Twelve studies have assessed the use of AI in detection of small bowel bleeding, based on 

images collected during wireless capsule endoscopy (Table 3).102–111,55,112 Eight of 12 studies 

used specific validation techniques, mainly k-fold cross-validation. Among these studies, 9 

identified patients with small bowel bleeding with an accuracy of more than 90%. 

For patients with acute upper or lower gastrointestinal bleeding, the cause of 

hemorrhage can be easily determined by endoscopic examination. However, a significant 

proportion of patients have recurrent bleeding, which requires repeated endoscopies and 

treatments. ML models have therefore been developed to identify patients at risk for recurrent 

bleeding and those most likely to require treatment, and to estimate mortality. These models 

use clinical and/or biological data and identify these patients with approximately 90% 

accuracy.113–117 An ML model, developed in a retrospective analysis of 22,854 patients with 

peptic ulcer and validated in 1265 patients, was able to identify patients with recurrent ulcer 

bleeding based on their age, level of  hemoglobin, gastric ulcer, gastrointestinal diseases, 

malignancies, and infections. The model identified patients with recurrent ulcer bleeding 

within 1 year with an AUROC curve of 0.78 and an accuracy of 84.3%.117 

 

Liver and Pancreatobiliary Disorders 

Twenty-two studies have tested the ability of AI to aid in identification of patients with 

pancreatobiliary or liver diseases (Table 4). Six studies tested AI in detection of pancreatic 
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adenocarcinoma, based on endoscopic ultrasound118–122 or markers in serum samples.123 These 

studies identified patients with pancreatic cancer with an AUROC of approximately 90%. 

Sixteen studies focused on hepatology. Of those studies, 7 aimed to detect fibrosis associated 

with viral hepatitis,124–130 6 developed AI strategies to detect non-alcoholic fatty liver 

disease,131–136 2 were developed to identify patients with esophageal varices137,138, and 1 to 

assess patients with chronic liver disease of any cause.139 Thirteen studies used data from 

electronic medical records and/or biologic features to build the algorithms and three studies 

used data from elastography. All except 2 used specific validation techniques, mainly k-fold 

cross-validation. These models identified their target factor with approximately 80% 

accuracy. 

Apart from improving diagnostic accuracy, methods are needed to determine patient 

prognoses and predict disease progression. Pearce et al developed an ML model to predict 

severity in patients with acute pancreatitis based on admission values of APACHE II score 

and levels of C-reactive protein. Their model predicted a severe attack with an AUROC curve 

of 0.82, 87% sensitivity, and 71% specificity.140 Hong et al created an ANN to evaluate 

patients with acute pancreatitis based on their age, hematocrit, serum levels of glucose and 

calcium, and blood level of urea nitrogen—this model identified patients with persistent organ 

failure with 96.2% accuracy.141 Jovanovic et al developed an ANN model to identify patients 

with suspected choledocholithiasis who require therapeutic endoscopic retrograde 

cholangiopancreatography based on clinical, laboratory, and transcutaneous ultrasound 

findings; it did so with an AUROC curve of 0.88.142  

Banerjee et al developed an ANN based on clinical and laboratory data that identified 

patients with cirrhosis who would die within 1 year with 90% accuracy. This model can be 

used to identify the best candidates for liver transplantation.143 Konerman et al created an ML 

model based on clinical, laboratory and histologic data that identified patients with chronic 
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hepatitis C virus (HCV) infection at highest risk for disease progression and liver-related 

outcomes (liver-related death, hepatic decompensation, hepatocellular carcinoma, liver 

transplant, or increase in Child-Pugh score to ≥7) with an AUROC curve of 0.78 in a 

validation cohort of 1007 patients.144,145 Khosravi et al developed an ANN to predict survival 

times of 1168 patients undergoing liver transplantation; it estimated survival probability of 

one to five years with an AUROC curve of 86.4% compared to 80.7% for Cox proportional 

hazard regression models.146 Researchers have also used ANN to match liver donors with 

recipients, which could provide powerful decision-making technology.147 Moreover, ML 

models could help predict response to treatments. Takayama et al created an ANN that 

identified patients with chronic HCV infection who responded to therapy with pegylated 

interferon alpha-2b plus ribavirin with 82% sensitivity and 88% specificity.148 
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Future Directions 

AI will be an important component of methods to determine diagnoses of patients seen by 

gastroenterologists and hepatologists, select treatments, and predict outcomes. Many methods 

have been developed with these aims, and found to have varying levels of performance. 

Differences in performance metrics make it difficult to compare the results from these studies. 

AI seems particularly valuable for use in endoscopy, where it could increase detection of 

malignant and premalignant lesions, inflammatory lesions, small-bowel bleeding, and 

pancreatobiliary disorders. In hepatology, AI techniques could be used to determine patients’ 

risk of liver fibrosis and allow some patients to avoid liver biopsy.  

Our review covered only articles listed in PubMed, and might have missed some 

publications in computer science and medical image analysis journals. Nonetheless, AI has 

become an important part of gastroenterology and hepatology research in the past 20 years. 

While this review focused on diagnosis and prognosis assistance, there are other areas where 

AI is being explored for purposes outside this field, for example the use of ML in assessing 

quality metrics for gastrointestinal endoscopy (caecal landmarks, ML to assess follow-up 

recommendations for surveillance colonoscopy), further extending the scope of application of 

AI in gastroenterology.  

Limitations of AI techniques that require caution include the lack of high-quality 

datasets for ML development. Most evidence used to develop ML algorithms comes from pre-

clinical studies, with no applications used in clinical practice at present. Furthermore, DL 

algorithms are considered to be black-box models, in which it is difficult to understand 

decision-making processes, preventing physicians from finding potential confounding factors. 

It is also important to consider ethical challenges; AI is not aware of the patient’s preferences 

or legal liabilities. If an endoscopic misdiagnosis occurs, who is liable—the endoscopist, the 

programmer, or the manufacturer? Moreover, inherent biases, such as racial discrimination, 
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can be included in AI algorithms—especially in the field of hepatology, in determining risk of 

fibrosis related to viral hepatitis. In developing AI models, it is important to consider these 

factors and validate the models in a range of populations. Medicine always has intrinsic 

uncertainty, making perfect predictions impossible, and some research gaps related to AI in 

the field of gastroenterology and hepatology still remain to be investigated (Table 5).  

There is no turning back for the development of AI in gastroenterology and 

hepatology, and future implications are large. The use of AI could expand access to care in 

undeserved or developing regions, especially in evaluating patients’ risk of viral hepatitis or 

intestinal parasitic diseases. Smartphones can use AI technologies to monitor patients’ health 

remotely—this has already been established with home measurement of fecal calprotectin by 

patients with IBD.149 AI can also be used to identify new therapeutic targets, via synthesis of 

molecular, genetic, and clinical data from large patient datasets. However, AI will not 

completely replace doctors—computers and health care workers will always have to work 

together.  Although the machine can make accurate predictions, ultimately, health care 

workers will have to make decisions for their patients based on patient’s preferences, 

environment, and ethics. 
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Table 1. Use of AI in Identification of Patients With Intestinal Malignancies or Premalignant Lesions 
 

Lesions 
Diagnostic or 

predictive modality 

AI 

classifier 

AI validation 

methods 

Number of 

images/casesa 

in training dataset 

(negative/positive)b 

Number of 

images/casesa 

in test dataset 

(negative/positive)b 

Best average results (%) 

Reference 
Accuracy 

Sensitivity/ 

Specificity 

Colon and rectum 

Polyps 
high-magnification 

colonoscopy 

regularized 

discriminant 

analysis  or 

SVM 

LOO 484 (198 non-adenomas/286 adenomas) 96.9 97.2/96.0 12 

Polyps colonoscopy (CE) CNN LOO 100 (75/25)c 2500 (1,875/625) 93.6 NA 13 

Polyps 
colonoscopy (WL or 

NBI) 

RF, random 

subspace, or 

SVM 

LOO 
76 videos (15 serrated/21 hyperplastic/40 

adenomas) 
82.5 72.7/85.9 14 

Polyps colonoscopy 
several 

CNN 
not applicable 

612 frames + 20 

videos (10/10) 

192 frames + 18 

videos (9/9) 
Several methods compared 15 

Polyps colonoscopy (NBI) CNN 
random sub-

sampling 

60,089c (223 videos; 

29% type 1 and 53%  

type 2 based on NBI 

international 

colorectal 

endoscopic;18%  no 

polyp) 

125 (51 

hyperplastic/74 

adenomas 

94.0 98.0/83.0 16 

Polyps colonoscopy  
CNN 10-fold cross-

validation 
1200 (600/600) 10 70.0 83.3/50.0 17 

Polyps colonoscopy 
SVM 

- 
100 videos split into training and test 

datasets 
98.7 98.8/98.5 18 

Polyps colonoscopy CNN - 
196,631 (133,496/63,135) 

76.5 90.0/63.3 19 
411 videos 135 videos (85/50) 
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(306/105) 

Polyps 
high-magnification 

colonoscopy (NBI) 
CNN - 

2,157 (681 

hyperplastic/1476 

adenomas) 

284 (96 

hyperplastic/188 

adenomas) 

90.1 96.3/78.1 20 

Polyps 
Colonoscopy (WL or 

NBI) 
CNN 

7-fold cross-

validation, 

dropout, early 

stopping 

8641 (4553/4088)c 1,330 (658/672) 96.4 96.9/95.0 21 

Polyps 
colonoscopy (WL or 

NBI) 

CNN 
- 

788 (205/583): 602 training dataset, 186 test 

dataset 
78.0 92.3/62.5 22 

Polyps colonoscopy CNN - 5545 (1911/3634) 
27,113 

(21,572/5541) 

AUROC, 

0.98 
94.4/95.9 23 

Polyps 
linked color imaging 

colonoscopy 

Gaussian 

mixture 

model 

- 
208 (69/139) from 

112 patients 

181 (66/115) from 

91 patients 
78.4 83.3/70.1 24 

Polyps 
endocytoscopy (NBI 

and methylene blue) 
SVM - 61,925 466 (175/287/4 lost) 96.5 93.8/91.0 25 

Polyps 
endocytoscopy 

(NBI) 
SVM - 

1661 (448 non-

neoplasms/1213 

neoplasms) 

173 (49 non-

neoplasms/124 

neoplasms) 

87.8 94.3/71.4 26 

Polyps WCE (colon) SVM - 1000 (800/200) 500 (400/100) 95.0 91.0/95.2 27 

Polyps WCE (colon) 
MLP non-maxima 

suppression 

31,600 

(30,000/1600)c 
30,540 (30,000/540)c 80.0 NA 28 

Polyps WCE (colon) binary - 
18,968 (18,738/230 corresponding to 16 

polyps) 
NA 81.2/90.2 29 

Polyps 
WCE (colon) or 

colonoscopy 
CNN - 

7910  1695 

96.4 97.1/93.3 30 from 124 patients without and 131 patients 

with polyps 

CRC colonoscopy CNN 3-fold cross- 9942 (5124 5022 (2604 81.2 67.5/89.0 31 
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validation cTis+cT1a/4818 

cT1b)c 

cTis+cT1a/2418 

cT1b) 

CRC 
confocal laser 

endomicroscopy 

two-layer 

NN 
Early stopping 

1035 (356/679) 
84.5 

1.17 (cross-

entropy) 

32 

725 155  

CRC endocytoscopy SVM - 

5543 (2,506 non-

neoplasms, 2,667 

adenomas, 370 

cancers) 

200 (100 adenomas, 

100 cancers) 
94.1 89.4/98.9 33 

CRC EMR 

classificatio

n and 

regression 

trees, LR or 

RF 

- 263,879 (262,587/1,292) 
AUROC, 

0.89 
64.2/90.0 34 

CRC EMR LR 
5-fold cross-

validation 
90,000 (89,412/588) 

AUROC, 

0.90 

68.0/3.5 

(precision) 
35 

CRC EMR 

Gradient 

boosting 

model or 

RF 

- 112,584 (112,451/133) 
odds ratio, 

21.8  
17.3/NA 36 

CRC 
serum markers of 

tumors 

SVM 
- 40 (20/20) 166 (66/100) 82.5 85.0/80.0 37 

CRC intestinal microbiota 

Bayes net, 

RF, simple 

logistic, or 

logistic 

model tree 

- 141 (93/48) 
0.99 

(AUROC) 
93.5/97.9 38 

Upper gastrointestinal tract 

EN-BE EGD (WL) SVM LOO 
100 (60/40) from 23 patients without EN-BE 

and 21 patients with EN-BE 
NA 86.0/87.0 39 
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EN-BE 
volumetric laser 

endomicroscopy 
severald LOO 60 (30/30) 

0.95 

(AUROC) 
90.0/93.0 40 

BE/ED EGD (NBI) SVM 
10-fold cross-

validation 
197 (36/161) from 84 patients 91.8 91.8/92.1 41 

ESCC and 

EAC 
EGD (WL or NBI) CNN - 

8428 from 384 

patients (397 ESCC, 

32 EAC) 

1118 (956/162) from 

50 control, 41 ESCC 

patients, 8 EAC 

patients 

55.7 98.0/16.0 42 

ESCC 

endocytoscopy  

(with or without high 

magnification 

CNN - 

4715 (3574/1141) 

from 114 

noncancerous and  

126 cancerous 

patients  

1520 from 55 

patients (27 ESCC, 

28 benign lesions) 

90.9 92.6/89.3 43 

ESCC 
magnifying EGD 

(NBI) 
VGG16 Net 

3-fold cross-

validation 
1,383 from 219 patients (54/165) 89.2 87.0/84.1 44 

HP 

infection 
EGD (WL) CNN - 

32,208 from 1015 

patients negative for 

H pylori infection 

and 753 patients 

positive 

11,481 from 325 

patients negative for 

H pylori infection 

and 72 patients 

positive 

87.7 88.9/87.4 45 

HP 

infection 
EGD 

CNN 

- 

596c from 74 patients 

negative for H pylori 

infection and 65 

patients positive 

30 (15/15) 
0.96 

(AUROC) 
86.7/86.7 46 

EGC EGD (WL, CE, NBI) CNN - 
13,584 from 2639 

lesions 
2296 from 77 lesions NA 92.2/NA 47 

EGC EGD with CE SVM - 
200 (100/100) from 

18 patients 

3800 (1900/1900) 

from 18 patients 

0.69 (F1 

score) 
NA 48 

EGC EGD with CE severale 10-fold cross- 176 (56/120) 87.0 91.0/82.0 49 
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validation 

EGC EGD (WL) CNN - 

348,943 

(176,388/172,555)c 

from 58 EGC 

patients 

9650 (4997/4653)c 

from 58 EGC 

patients 

87.6 80.0/94.8 50 

EGC EGD (M-NBI) SVM - 126 (60/66) 81 (20/61) 96.3 96.7/95.0 51 

EGC EGD CNN 

5-fold cross-

validation and 

early stopping 

9151 (5981/3170) 200 (100/100) 92.5 94.0/91.0 52 

EGC EGD 

inception 

network,  

ResNet, or 

VGGNet 

- 
717 (180 normal/200 

ulcers/337 EGC) 

70 (20 normal/20 

ulcers/30 EGC) 
96.0 NA 53 

EGC, BE EGD (CE, NBI) SVM - 

426 CE images 

(132/294) and 672 

NBI images 

(171/501)c 

426 CE images 

(132/294) and 672 

NBI images 

(171/501)c 

83.1 (CE) / 

88.4 (NBI) 

83.1 (CE) 

and 87.5 

(NBI) 

54 

EGC, 

ESCC, 

and EAC 

EGD  

joint 

diagonalizat

ion 

principal 

component 

analysis 

10-fold cross-

validation 

800 (520/150 early ESCC or EAC/130 

EGC) from 291 patients 

90.8 (ESCC 

or EAC or 

EGC) 

ESCC or 

EAC, 

93.3/89.2 

EGC, 

90.8/90.7 

55 

Invasive 

GC 
EGD CNN 

10-fold cross-

validation 

812 90 

77.2 NA 56 
from 344 patients (among 902 images: 448 

T1/ 

106 T2/149 T3/199 T4) 

Invasive 

GC 
EGD ResNet50 Bootstrapping 

5056c from 790 

patients (545/245) 

203 from 203 

patients (135/68) 
89.2 76.5/95.6 57 
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Small bowel 

Polyps WCE (Small bowel) ANN - 54 videos (46/8) 90 images (58/32) 97.7 93.8/91.4 58 

Tumors WCE (Small bowel) severalf 
4-fold cross-

validation 

900 (450/450) from 

10 patients 

300 (150/150) from 

10 patients 
90.5 92.3/88.7 59 

Tumors WCE (Small bowel) SVM 
4-fold cross-

validation 

600 (300/300) from 

6 patients 

200 (100/100) from 

6 patients 
93.5 94.0/93.0 60 

Tumors WCE (Small bowel) SVM 
10-fold cross-

validation 

1800 (900/900) from 90 control and 15 

patients with polyps 
97.3 97.8/96.7 61 

Entire gastrointestinal tract 

Polyps WCE  MLP 
3-fold cross-

validation 
300 (150/150) from 2 patients 86.1 89.8/82.5 62 

Polyps WCE  Softmax - 4000 (3,000/1,000) from 35 patients 98.0 95.5/98.5 63 

Tumors WCE  SVM 
10-fold cross-

validation 
1200 (600/600) from 10 patients 92.4 88.6/96.2 64 

BE, Barrett’s esophagus; CE, chromoendoscopy; CNN, convolutional neural network; CRC, colorectal cancer; EAC, esophageal adenocarcinoma; EGC, early-
stage gastric cancer; EMR, electronic medical records; EN-BE, early-stage neoplasia in patients with BE; ESCC, esophageal squamous cell carcinoma; LOO, 
leave 1 out; LR, logistic regression; MLP, multilayer perceptron network; NA, not available; NBI, narrow-band imaging; RF, random forest; SVM, support 
vector machine; WCE, wireless capsule endoscopy; WL, white light. 
 
a: Number of images (frames or videos) for studies analyzing endoscopy. Number of cases (patients) for studies analyzing electronic medical records, 
microbiota, serum markers.; b: The number of negative and positive data is provided if applicable; c: After data augmentation; d: SVM, discriminant analysis, 
AdaBoost, RF, K-nearest neighbors, Naïve Bayes, linear regression, logistic regression; e: SVM, Naïve Bayes, K-nearest neighbors, linear discriminant 
analysis, decision tree, and ensemble classifiers; f: K-nearest neighbor, MLP and SVM. 
 
-: No specific validation technique was used (or missing data). 
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Table 2. Use of AI in Identification of Patients With Inflammatory or Other Non-malignant Diseases or Lesions 
 

Diseases/ 

Lesions 

Diagnostic or 

predictive 

modality 

AI 

classifier 

Validation 

methods 

Number of 

images/casesa 

in training dataset 

(negative/positive)b 

Number of 

images/casesa   

in test dataset 

(negative/positive)b  

Best average results (%) 

Reference 
Accuracy 

Sensitivity/ 

Specificity 

CD WCE (SB) SVM - 

469 (245/224) 277 (150/127) 

87.0 80.0/93.0 73 from 29 patients with CD, 17 control 

patients, 1 patient with celiac disease  

CD WCE (SB) SVM 

3-fold 

cross-

validation 

533 (212 normal/213 mild/108 moderate-to-

severe) from 47 patients (30 with CD 

lesions) 

80.2 81.1/93.6 74 

CD WCE (SB) SVM - 
1,828 (1728/100) from 2 patients (1 with 

CD) 
100.0 NA 75 

CD WCE (SB) SVM 

3-fold 

cross-

validation 

800 (400 normal/152 

mild/248 severe) 

from 13 patients 

102 (66/36) 93.8 95.2/92.4 76 

Pediatric IBD 
endoscopy / 

histology 

ensemble 

learners, 

linear 

discrimina

nt 

analysis, 

or SVM 

5-fold 

cross-

validation 

210 children (143 

with CD and 67 with 

UC) 

48 children (35 with 

CD and 13 with UC) 
83.3 83.0/NA 78 

IBD genetics 

SVM or 

gradient-

boosted 

trees 

10-fold 

cross-

validation 

53,279 (22,442 controls, 17,379 patients 

with CD, and 13,458 patients with UC) 

AUROC:  

0.86 (CD) 

0.83 (UC) 

71.0/83.0 

(CD) 
77 

Peptic ulcers WCE (SB) SVM - 50 (30/20) 74.0 75.0/73.3 79 
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Peptic ulcers WCE (SB) SVM  250 (184/66) 
 930 (470/460) from 

30 videos 
96.3 91.7/99.4 80 

Ulcersc WCE (SB) severald 

10-fold 

cross-

validation 

156 (78 from 78 

different lesions) 

18 (9 from 9 

different lesions) 
95.0 96.6/93.5 81 

Ulcersc WCE (SB) SVM 

10-fold 

cross-

validation 

260 (130 from 130 different lesions) 86.5 84.5/88.6 82 

Ulcersc WCE (SB) SVM 

5-fold 

cross-

validation 

272 (136 from 136 

different lesions) 

from 20 patients 

68 (34 from 34 

different lesions) 

from 20 patients 

92.7 94.1/91.2 83 

Ulcersc WCE (SB) 

SVM or 

vector-

supported 

convex 

hull 

- 
613 (500/113) from 

50 videos 
200 (100/100) NA 100.0/100.0 84 

Celiac disease WCE (SB) 

Threshold 

or 

increment

al 

- 

8600 (4000/4600) 

from 5 control and 6 

celiac patients 

10,000 (5,000/5,000) 

from 5 control and 5 

celiac patients 

76.7 88.0/80.0 85 

Celiac disease 
EGD (WL or 

NBI) 
SVM 

Cross-

validation 

2,835 from 215 controls/75 children with 

celiac disease 
99.6 NA 87 

Celiac disease WCE (SB) 
GoogLeN

et 

7-fold 

cross-

validation 

8800 (4000/4800) 

from 5 control and 6 

celiac patients 

8000 (4000/4000) 

from 5 control and 5 

celiac patients 

NA 100.0/100.0 88 

Celiac disease EMR severale 

10-fold 

cross-

validation 

178 (96 controls and 

82 with celiac 

disease) 

38 (24 controls and 

14 with celiac 

disease) 

80.0 78.8/80.0 86 

Celiac disease EMR severalf 10-fold 816 (408/408) 0.53 NA 89 
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cross-

validation 

(AUROC) 

Lymphangiect

asia 
WCE (SB) threshold - 7218 97.9 48.8/NA 90 

Hookworm WCE (SB) rusboost 

11-fold 

LOO cross-

validation 

401,476 

(397,087/4389) from 

10 patients 

40,148 (39,709/439) 

from 1 patient 
78.2 77.2/77.9 91 

Several 

lesionsg 
WCE (SB) SVM 

10-fold 

cross-

validation 

1370 from 252 WCE 

procedures 
137 (60/77) 94.0 95.4/82.9 92 

Several 

lesionsh 

WCE/Colonosc

opy 
KNN 

10-fold 

cross-

validation 

1250 (800/450) 500 (400/100) 96.9 91.0/97.3 93 

CD, Crohn’s disease; SB, small bowel. 
 
a: Number of images for studies analyzing endoscopy or number of cases for studies analyzing electronic medical records; b: The number of negative and 
positive data is provided if applicable; c: Ulcers from Crohn’s disease, unexplained ulcerations and ulcerations from NSAID (Nonsteroidal anti-inflammatory 
drugs); d: discriminant analysis-based classifiers, SVM with radial basis function, multilayer neural network; e: decision trees, Bayesian inference, K nearest 
neighbor (KNN), SVM and artificial neural networks; f: logistic regression, elastic net, tree-based models, SVM with radial basis functions, a neural network 
(single layer perceptron), random forest, and linear discriminant analysis; g: Angiectasias, intraluminal hemorrhage, aphthae, ulcers, stenoses, villous edema, 
nodular lymphangiectasias, chylous cysts, polyps; h: erythema, blood, polyps, ulcers, erosions. 
 
-: No specific validation technique was used (or missing data). 
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Table 3. Use of AI in Detection of Small Bowel Bleeding 
 
Diagnostic 

or 

predictive 

modality 

AI classifier 
Validation 

methods 

Number of images  

in training dataset 

(negative/positive) 

Number of images 

in test dataset 

(negative/positive) 

Best average results (%) Reference 

Accuracy 
Sensitivity/ 

Specificity 

WCE (SB) 
color spectrum 

transformation 

Patient 

adaptive 

method 

4800 (3378/1422) from 12 patients (3 normal, 9 

abnormal) 
30.8 94.9/96.1 

102 

WCE (SB) MLP 

4-fold 

cross-

validation 

2700 (1350/1350) from 10 

patients 

900 (450/450) from 10 

patients 
NA 87.8/88.6 

103 

WCE (SB) 
Probabilistic 

neural network 

- 
14,630 (11,458/3,172) from 150 videos 87.4 93.1/85.8 

104 

WCE (SB) SVM 

5-fold 

cross-

validation 

280 (140/140) from 9 

videos 

280 (140/140) from 9 

videos 
97.9 97.8/98.0 

105 

WCE (SB) SVM 

10-fold 

cross-

validation 

30,000 pixels 

(20,000/10,000)  

30,000 pixels 

(20,000/10,000) 94.0 97.0/92.0 

106 

5000 (4000/1000) from 20 videos 

WCE (SB) SVM 
LOO cross 

validation 

250 (200/50) 2000 (1600/400) 
94.5 93.0/94.9 

107 

from 30 videos 

WCE (SB) MLP - 100 (50/50) 93.0 96.0/90.0 108 

WCE (SB) SVM - 

1200 (600/600) from 6 

control and 6 bleeding 

patients 

1720 (860/860) from 10 

control and 10 bleeding 

patients 

99.2 99.4/99.0 

109 

WCE (SB) SVM 
10-fold 

cross-
8200 (6,150/2,050) 1800 (1000/800) 

99.6 (F1 

score) 

99.2/99.9 

(precision) 

110 
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validation 

WCE (SB) SVM 

10-fold 

cross-

validation 

75,000 pixels 

(50,000/25,000) 

8500 (5500/3,000) from 30 

videos 
91.8 93.7/90.7 

111 

WCE (SB) 

joint 

diagonalization 

principal 

component 

analysis 

10-fold 

cross-

validation 

530 (400/130) from 30 patients 94.3 93.9/94.5 

55 

WCE (SB) CNN - 

600 (300/300) from 200 

control and 208 abnormal 

videos 

600 (300/300) from 200 

control and 208 abnormal 

videos 

98.0 100.0/96.0 

112 

-: No specific validation technique was used (or missing data). 
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Table 4. Use of AI in Identification of Patients With Pancreatic or Liver Diseases 
 

Diseases/ 

Lesions 

Diagnostic 

or predictive 

modality 

AI classifier 
Validation 

methods 

Number of 

images/videos/casesa  

in training dataset 

(negative/positive)b 

Number of 

images/videos/casesa 

in test dataset 

(negative/positive)b 

Best average results (%) 

Reference 
Accuracy 

Sensitivity/ 

Specificity 

Pancreatobiliary field 

PAAD or 

CP 
EUS MLP 

cross-

validation 

160 159 
0.93 

(AUROC) 
93.0/92.0 118 from a total of 319 (110 normal/99 CP/110 

PAAD) from 22, 12, 22 patients, respectively 

PAAD or 

CP 

Real-time 

EUS 

elastography 

MLP 

10-fold 

cross-

validation 

774 (129 CP/645 PAAD) from 47 and 211 

patients, respectively 
84.3 87.6/82.9 119 

PAAD or 

CP 
EUS SVM LOO 

194 (131 CP/63 

PAAD) 

194 (63 CP/131 

PAAD) 
94.2 91.6/95.0 120 

PAAD or 

CP 

Contrast-

enhanced 

EUS  

ANN 
Early 

stopping 
117 (39/78) 25 (8/17) 94.6 94.6/94.4 121 

PAAD EUS 
Age-based 

MLP 
- 

260 (100/160)  72 (30/42) 

87.5 83.3/93.3 122 from 40 patients<40, 58 patients aged 40-60, 

74 patients>60 

PAAD 
Serum tumor 

markers 
ANN - 658 (195/463) 255 (75/180) 

0.91 

(AUROC) 
NA 123 

Hepatology 

HCV-

associated 

fibrosis 

EMR, 

biology 
ANN 

internal 

cross-

validation 

414c (319 F0-F1/95 

F3-F4) from 123 

patients 

96c (73 F0-F1/23 F3-

F4) from 65 patients 

0.93 

(AUROC) 
100.0/79.5 124 

HCV- EMR, DT, genetic 10-fold 22,690 (19,349 F0- 16,877 (14,200 F0- 84.4 07.0/99.0 125 
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associated 

fibrosis 

biology analysis, 

particle 

swarm 

optimization, 

or MLR 

cross-

validation 

F2/3,341 F3-F4) F2/2,677 F3-F4) 

HBV-

associated 

fibrosis 

EMR, 

biology 

Bayesian 

ANN 

early 

stopping 

226 (166 F0-F1/60 

F2-F4) 

116 (80 F0-F1/36 F2-

F4) 

0.92 

(AUROC) 
83.3/85.0 126 

HBV-

associated 

fibrosis 

real-time 

tissue 

elastography 

SVM/NB/RF

/KNN 

4-fold cross-

validation 

257 (60 stage 0, 82 

stage 1, 44 stage 2, 36 

stage 3, 35 stage 4) 

256 (59 stage 0, 82 

stage 1, 44 stage 2, 36 

stage 3, 35 stage 4) 

91.3 72.9/99.2 127 

HBV-

associated 

fibrosis 

Shear wave 

elastography 
CNN - 

1,330 from 266 

patients 
660 from 132 patients 

0.98 

(AUROC) 
90.4/98.3 128 

HBV- or 

HCV-

associated 

fibrosis 

EMR, 

biology 

DT, RF, or 

gradient 

boosting 

10-fold 

cross-

validation 

343 147 
0.92 

(AUROC) 
84.0/85.0 129 

HBV-

associated 

cirrhosis 

EMR, 

biology 
ANN/LR 

random 

subsampling 
86 (75/11) 58 (50/8) 91.4 87.5/92.0 130 

Chronic 

liver disease 

Shear wave 

elastography 
SVM LOO 126 (56/70) from 126 patients 87.3 93.5/81.2 139 

Esophageal 

varices 

EMR, 

biology 
MLP holdout 

110 30 
87.8 93.8/71.7 137 

from 197 (53/144) patients 

Esophageal 

varices 

EMR, 

biology 
RF bootstrapping  

238 (129 negative, 54 

varices not needing 

treatment and 55 that 

109 (45 varices not 

needing treatment and 

34 that needed 

0.82 

(AUROC) 
100.0/49.3 138 
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needed treatment) treatment) 

NAFLD biology 

LR/KNN/ 

SVM/DT/ 

RF 

10-fold LOO 

cross-

validation 

126 (101 fibrosis stage 2 and 25 fibrosis stage 

1) 
79.0 60.0/77.0 131 

NAFLD or 

alcoholic 

liver disease 

biology 
LR/DT/SVM

/RF 

10-fold LOO 

cross-

validation 

133 (31 with NAFLD and 102 with alcoholic 

liver disease) 
89.0 74.2/98.0 132 

NAFLD 
EMR, 

biology 

severald - 
500 (354/146) 422 (304/118) 

0.88 

(AUROC) 
92.4/90.5 133 

NAFLD 

EMR, 

biology, 

ultrasonograp

hy 

severale 

10-fold 

cross-

validation 
10,508 (7,986/2,522) 82.9 67.5/87.8 134 

NAFLD 
EMR, 

biology 

RF, naïve 

Bayes,  

ANN, or LR 

10-fold 

cross-

validation 

519 (180/339) 58 (20/38) 86.5 87.2/85.9 135 

Non-

alcoholic 

steato-

hepatitis 

EMR 
LR/DT/RF/X

G-Boost 

Random 

subsampling 

and 5-fold 

cross-

validation 

108,139 (17,590 controls/73,190 

NAFLD/17,359 NASH) 
79.7 

77.4/80.8 

(precision) 
136 

CP, chronic pancreatitis; DT, decision tree; HBV, hepatitis B virus; NAFLD: Non-alcoholic fatty liver disease; PAAD, pancreatic adenocarcinoma 
 
a: Number of images for studies analyzing EUS and shear wave elastography. / Number of videos for studies analyzing EUS elastography. / Number of cases 
for studies analyzing electronic medical records, biology and CEH-EUS; b: The number of negative and positive data is provided if applicable; c: Biopsies from 
liver transplant recipients; d: LR, ridge regression, AdaBoost and DT models; e: KNN, SVM, LR, NB, Bayesian network, DT, adaptive boosting, bootstrap 
aggregating, RF, hidden naïve Bayes and aggregating one-dependence estimators. 
 

-: No specific validation technique was used (or missing data). 
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Table 5. Main research gaps still to be investigated for AI in the field of gastroenterology and 
hepatology.  
 

Main research gaps 

Variations in performance levels of AI due to: 

- Lack of high-quality datasets for ML development and great heterogeneity in the 

size of training and testing datasets  

- Wide variety of performance metrics (accuracy, sensitivity, specificity, precision, 

F1 score, AUROC) 

- Lack of validation techniques in multiple studies 

Lack of randomized controlled trials comparing AI-assisted approaches to current non-AI-

based approaches: 

- Only two published RCTs up to date, most evidence used to develop ML algorithms 

coming from pre-clinical studies 

Limitations of AI techniques that require further investigation: 

- “Black-box models” preventing physicians from finding potential confounding 

factors 

- Ethical challenges 

- Inherent biases 

Multiple other areas outside the field of diagnosis and prognosis assistance are still under-

investigated: 

- Quality metrics for gastrointestinal endoscopy  

- Bedside computer vision especially in intensive care units 

- Therapeutic advances particularly in immunotherapy 
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Figure legends 

 

Figure 1. Timeline of Artificial Intelligence main concepts. 

 

Figure 2. Overview of an artificial neural network (ANN) with one input layer, two hidden 

layers and one output layer. During training on a dataset of input-output pairs, weights of 

inter-neuron connections are adjusted to optimize classification. Once trained, such ANNs 

allow to map any new input (represented in the input layer) to a given output (represented in 

the output layer). 

 

Supplementary Figure 1. Flowchart of study selection and inclusion.  

 

Supplementary Figure 2. Results from most studies were quantified in terms of accuracy 

(Equation 1), and/or sensitivity (or recall) (Equation 2) and specificity (Equation 3), according 

to the formulas described below. The area under the receiver operating characteristic curve 

(AUROC) was adopted in some studies instead of accuracy. Precision (Equation 4) and F1 

score (Equation 5) were also used in some studies. 
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