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On Practical Fixed-Time Convergence for Differential Riccati Equations*

Sergiy Zhuk and Andrey Polyakov'

Abstract. Sufficient conditions for fixed-time convergence of matrix differential Riccati equations towards an
ellipsoid in the space of symmetric non-negative matrices are proposed. These conditions are based on
the classical concept of uniform complete observability. The fixed-time convergence is demonstrated
for the Riccati matrix and its inverse. This convergence is then used to design a globally convergent
observer for bilinear chaotic differential equations (e.g. equations with zero Lyapunov exponents).
Convergence of the observer is confirmed by numerical experiments with ODEs obtained by finite-
difference discretization of a hyperbolic PDE in 1D (Burgers-Hopf equation).

Key words. nonlinear filtering; uniform observability; Lyapunov exponents; bilinear systems; Riccati equations;
fixed-time convergence
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1. Introduction. Nonlinear filtering and observer design are fundamental in diverse fields
including synchronization in complex networks, data assimilation and control engineering
to name just a few. Theoretically, solution of the stochastic filtering problem for Markov
diffusions is given by the so-called Kushner-Stratonovich (KS) equation [7], a stochastic Partial
Differential Equation (PDE) which describes evolution of the conditional density of the states
of the underlying diffusion process. For linear systems, KS equation is equivalent to the
Kalman-Bucy Filter (KF) [6].

In contrast, deterministic state estimators, including the algorithm presented in this paper,
assume that errors have bounded energy and belong to a given bounding set. The state
estimate is then defined as the minimax center of the reachability set, and temporal dynamics
of the minimax center is described by a minimax filter [8]. The latter may be constructed
by using dynamic programming, i.e., the set V' < 1, where V is the so-called value function
V solving a Hamilton-Jacobi-Bellman (HJB) equation [3], coincides with the reachability set.
For linear dynamics, equations of the minimax filter coincide with those of KF [Krener(1980)].
In particular, dynamics of the state error covariance matrix of the KF is given by the solution
of matrix differential Riccati equation, and its inverse defines the shape of the reachability set
(ellipsoid) of the linear ordinary differential equations (ODEs).

For generic nonlinear models both minimax and stochastic filters are infinite-dimensional,
i.e., to get an optimal estimate one needs to solve a PDE (KF or HIB). Hence, if the state
space is of high dimension then both filters become computationally intractable due to the
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“curse of dimensionality”. To compute the filter one usually compromises optimality to gain
computationally tractable approximations (e.g. ensemble KF [4]). In fact, there is a deep
relationship between observers and (optimal) minimax filters: in the linear case the mini-
max/Kalman filter uniformly converge to the observer if the observational noise/model error
“disappears” as t — oo; see [2, Frank and Zhuk(2018)]. In what follows we build on this
relationship and design an observer, approximating the optimal minimax filter (and implic-
itly a solution of HJB), by revealing connections between fixed-time convergence of matrix
differential Riccati equations, and exponential convergence of a certain class of observers for
bilinear equations. Conditions for fixed-time convergence together with observer design for
bilinear systems represent our key contribution.

More specifically, an important feature of the Riccati equation studied in this paper is its prac-

tical fixed-time convergence (see e.g. [Polyakov(2012)]), which means that independently of

the initial condition the state of the differential Riccati equation converges to a neighborhood of

zero in a fixed time. We also show that the uniform complete observability [Bucy(1972)] along

the observer trajectory (unlike the standard assumption of uniform complete observability of

the “true trajectory”, e.g. [Tranninger et al.(2019)Tranninger, Seeber, Zhuk, Steinberger, and Horn))
is the sufficient condition for fixed time convergence for the Riccati equation. The latter means

that the state of the system can always be estimated in a fixed time using the observer pro-

posed below. Moreover, in the disturbance-free case we prove exponential convergence of the
observer to the state of the bilinear system.

Bilinear ODEs, considered below, represent a large class of practically important models in
fluid dynamics (Navier-Stokes and Euler equations [10, 5]), transportation domain (LWR
model) [9], chaotic dynamical systems [11] and even weather and ocean modelling [12]. For
example, the bilinear ODE studied in this paper can be obtained as a Galerkin projec-
tion of the Euler equation [5], or a finite-difference discretization of the Burgers equation
(as discussed below). State estimation for bilinear systems is a challenging problem espe-
cially in the case of high dimension of the state vector. Indeed, in the latter case it is
hard to implement the differential algebraic approach conventional for nonlinear systems
[Fliess et al.(1995)Fliess, Lévine, Martin, and Rouchon, Isidori(1995), Hermann and Krener(1977)].
Our design does not rely upon linearization, used in the popular framework of Extended KF.
Instead we make use of the fixed-time convergence to prove that the Riccati matrix defines
the Lyapunov function for the estimation error equation, and then we study its robustness
w.r.t. Lipschitz perturbations [1]. As a result, equations of our observer are different to that of
Extended KF. We note that the latter may diverge for nonlinear equations with non-negative
Lyapunov exponents which are studied below, and specifically for Burgers equations which
have only zero Lyapunov exponents [Frank and Zhuk(2018)].

This paper is organised as follows: Section 2 contains all the notations and preliminary infor-
mation, Section 3 contains main results on fixed time convergence (Theorem 3.1) and observer
design (Theorem 3.8). Numerical experiments are given in Section 4.

2. Mathematical preliminaries.



Notation. R™ — Fuclidean space of n-dimensional column vectors with real-valued entries
and canonical basis {1 ...1¢,}; C(to, T,R™) — the space of continous R"-valued functions;
S™ — Hilbert space of symmetric non-negative definite n x n-matrices. Apin(P) and Apax(P)
denote minimal and maximal eigen-values of a matrix P. Tr(P) — trace of P; I,, € S™ — the
n X n-identity matrix;

Trace Inequalities. If A is symmetric and B is skew-symmetric then Tr(AB + BTA) =
0.

Lemma 2.1. If0 < A €S"” then

|Allce = max|a;;| < Tr A < Vn Tr A2,
ij

Proof. 1. Recall that (A, B) = Tr(AB) defines an inner product on S”, and by Schwarz
inequality we find that |(A4, B)| < (4, A>%<B,B>%. Hence, for B = I, and A > 0 we have
Tr(A) < «/nTr(A2).

II. Let n = 2. If A € S” is positive definite then from Silvester Criterion we derive
a11 > 0,a > 0,a11, az > ajy.
In this case a;; < Tr A and

max laij| < max{ai1,/a11a22,a22} < Tr A.

Let n > 2 and A > 0 be represented

A1 @
A= hk
< al apn > ’
where A, 1 € S* !, a € R*"!. Let us assume, by induction, that ||A, 1]/ < Tr A, ;. Using

Shur Complement we conclude
AnnAn—1 —aa' > 0.

Hence, for the basis vector 1; = (0, ...,0,1,0,....0) " in R*~! we have
0< wiT (a,mAn_l — ddT) Vi = QpnQi; — a?n.
Hence, a?, < Tr? A,i=1,...,n — 1 and ||A]| < Tr A. [ ]
Uniform complete observability . Consider an LTV system
(1) z(t) = A(t)z(t), x=(tp) =z9 € R"
and assume that the output y of this system is given in the following form:

(2) y(t) = C()x(t), t € [to, T].
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We assume that matrix-valued functions A and C are bounded on [tg, +00). Let X denote
the unique matrix-valued solution of the following differential equation:

(3) X(t)=A®)X(t), X(to) = Xg € R™™,
Define ®(t,s) := X (t)X ~!(s). If z solves (1) then it verifies the following identity:
x(s) = O(s,t)x(t), Vit,s>to
and, in particular, we can write:
y(s) = C(s)®(s,t)x(t), Vse€ [to,t], t<T.

Now, if we multiply the above equation by (C(s)®(s,t))" and integrate w.r.t. parameter s
from tg to t we get:

(4) Nt to)x(t) =g(t), te (to,T].
provided g(t) := ftto ®T(s,t)CT (s)y(s)ds and
N(t, tg) := /t D' (5,6)CT(s)C(5)D(s,t)ds.

Clearly, if N(t,tg) is of full rank then z(t) = N 71(t,t9)g(t), i.e. we can obtain exact state
vector x(t) from the output (2).

Definition 2.2 ([Bucy(1972)]). LTV system (1) is called uniformly completely observable if there
exist v > 0 and o, B > 0 such that

al <N(t,t —o)<pl, Y1>tp.

It is easy to show that NV (¢,tg) verifies the following differential Lyapunov equation: N (tg,to) =
0 and

(5) N(t,to))=—ATN(t, tg) — N(t, 1) A+ CT(t)C(t), .

Fixed-time stability. Recall [Polyakov(2012)] that 2 C R™ is said to be globally uniformly
fized-time attractive set of the system

(6) §(t) = f(£,€(), t>to
if there exists Tiax > 0 such that

E(t) e, Vt>to+ Thmax,
for any initial value £(tp) € R™ and any ty € R.

Below, in particular, we show that the standard Riccati equation of many Hs-type filters
(Kalman filter, minimax filter, least-squares filter etc) has this property.



1)

2)

Exponential convergence and bounded perturbations. Following [1, Theorem 4.4.6.] we in-
troduce

Lemma 2.3. Let
system (1) be uniformly asymptotically stable, i.e.

|®(t, )| < Ke @™ t>5>0, K>0,a>0,

|A@)|| <6 fort >0 and § >0

Then the fundamental matriz ® of the perturbed system & = A(t)xz+A(t)x verifies the following
inequality: )
1D(t,5)| < Ke U9 t>5>0

where f = o — K. If B > 0 then the perturbed system is uniformly asymptotically stable.
This result shows how to compute the Lyapunov spectrum of a perturbed LTV system & =

A(t)x + A(t)x provided that the original LTV & = A(¢)z is uniformly exponentially stable,
and the perturbation A is bounded.

3. Main results. Let z(t) € R™ and y(t) € R™ denote the state vector and output of the
following bi-linear system:

(7) @(t) = B(z(t) x(t), x(to) = zo,
(8) y(t) = C)x(t)
provided B(z) = —BT(x) and x ~ B(z) is a linear mapping, and C(t) € R™*" is a given

measurable matrix-valued function such that
Amax(CT (£)C(t)) < & < 400.
Consider the following system of equations:
9) ¢ = B(2)z + PCTR(y — C2), 2(to) = 2o
(10) P = B(z)P+PB'(z)-PC"RCP+Q, P(to) =P,
where R=R" and Q = Q" are given continuous matrix-valued functions such that
(11) 0 <7 < Amin(R(t)) < Amax(R(t)) <7 < +o0,
(12) 0 < ¢ < Amin(Q(F)) < Amax(Q()) < 7 < +o0.
In the forthcoming sections we report the following results:

e cxistence and uniqueness of the unique continuous solution for the system (9)-(10) on
[to, +00) (Theorem 3.1)

e practical fixed-time stability of the Riccati equation (Corollary 3.4)

e observer design and uniform exponential stability for the estimation error (Theo-
rem 3.8)
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3.1. Existence, uniquness and practical fixed-time convergence for Riccati equation.

Theorem 3.1. Let P(tg) > 0 and z(to) € R™. Then system (9)-(10) has the unique solution
(z, P) such that z € C(to, T,R™) and P € C(to,T,S™) for any T < +o0. Moreover, P(t) > p11
for some p1 > 0.

Proof. Since B is skew-symmetric then %' (t)z(t) = 0, i.e. [|z(t)]| = ||z(to)| = C < +oo for
all ¢t > tg. Taking into account that the right-side of the system (9)-(10) is locally Lipschitz
continuous w.r.t. state variables and time variable we conclude (e.g. by using standard
argument based on Picard theorem) that for any P(tg) = P (ty) > 0 this system has the
unique solution (z, P) defined on [to, T) such that 0 < P(t) = P (t) for all t € [t,T), where
T > tg is given by one of the following cases:

1) T = +oc;
2) T < 400, supyery, 1y [12(t)|| < +o00 and [|P(t)|| — 400 as t — T;

3) T < +oo, ||z(t)|| = 400 ast — T and sup [|[P(¢)|| < 4oc;
te(to,T)

4) T < +o0, ||2(t)|| = +o0 and [|P(t)| — +oo as t — T}
5) T < +00, supyep, 1) |2(8)|| < +00, supsepy, 1y [ P(?)]| < +o0 and P(T) is not positive definite.

Let us now prove that case 1) is the only possible one, i.e. T = 400 for any zp € R and
Py > 0. Suppose the contrary.

Case 2). In this case, [|B(2)| < ||B]|||2]lcc < +00 and we can write (recall that Tr(B(z)P +
PBT(z)) =0):
d

2 T(P) = - Tr(PCTRCP) + Tr(Q)

and
Tr P(t) < Tr Py + nq(T — to) < +o0, Vit € [to, T).

Hence, using Lemma 2.1 we derive the contradiction.

Case 3). If
Vo = 2Pl
then
Vo=—2C'RCz+2:"C"RCx — 2" P71QP 12T
=—2'CTRCz+2:"CT"RCx — (2)'CTRCa+
¢ CTRCx — z"PlQP~ 12T
(13)

=—(z—2)'C"RC(2=) +2"C"RCz — 2" P71QP 12
<z"CT"RCx —z"P71QP 12T
<2 CTRCT — Auin(P2QP~2)Vy(2)



By assumption, ||P(t)|| is uniformly bounded on [tg,T"). Hence )\min(P_%QP_%
a positive number c. (13) implies (e.g. using Bellman-Gronwall lemma) that Vp(
and hence ||z(7)| < +o0.

Case 4). Let V be defined as follows

) > ¢ >0 for
AT)) < oo,

V(z,P)=z" P~z 4 Tr(P).

We have:
V=-zICTRCz+2:TC"RCx — 2" P7'QP 12T+
Tr(Q) — Tr(PC T RCP)
(14) =—(2—2)'C"RC(z —z) + ' CTRCx+
Tr(Q) — 2 P7'QP 12" — Tr(PCTRCP)
<z"CTRCz + Tr(Q)

and V(t) < V(tg) + Tr(Q)T + jg " CTRCxdt < +oo for all t € [0,T]. Using Lemma 2.1 we
derive the contradiction.

Case 5). By assumption, P(t) > 0 on [to,T") and P(T)x = 0 for some = # 0. Hence, W =
P~1(t) is defined for every t € [to, T), and limur |W (¢)|| = +oo. In this case, Tr W (t) — oo
as t — T due to Lemma 2.1. For any ¢ € [tg,T) we have:

W=-WPW =-BT(2)W — WB(z) - WQW + C"RC,
W (to) = P~ (to). Since Tr(A) = Y7, ¢ Adh; and
Te(WQW) =Y o (WQW)Ys > Anin(Q) D v Wi
j=1 j=1

it follows from Lemma 2.1 that

%Tr W = Tr(CT RC) — Te(WQW)
< Tr(CTRC) — Am;‘f@) T (W)

< Fen — %Tr2(W).

d
7 . —_— 2 .
Hence, p TrW < 0 if Te(W) > (/7en?/q, i.e. Tr(W(t)) cannot tend to oo as t — T. We

derive the contradiction. Therefore, the obtained inequalities hold for all ¢ > 0 and imply

Te P4 (1) < max { Te P (0), | fren? g}

Amin (P(t)) > ! >0

max {TrP‘l(O), m} ‘ [ |

and
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3.2. Fixed-time convergence of Riccati equation. Now, let us demonstrate practical
fixed-time convergence of the Riccati equation. To this end we introduce
Definition 3.2. Let z solve (9), and let X = B(2)X, X(0) = Xo, and set ®(t,s) = X (t)X " 1(s).
N(t,t — o; R, 2) is said to be a gramian along a trajectory z of (9) if N(t,t — o; R, 2) =
[, @7 (s,t)CT RC®(s,t)ds.
Corollary 3.3. Let z and P solve (9)-(10) on [to,+00), and let N(t,t — o; R, z) denote the
gramian along the trajectory z. If there exist a > 0 and o > 0 such that for any t > tg+ o we
have that o < N (t,t — o;1,z2) then

(15) A (P(1)) < +/t Ana(Q)ds, > 10 + 0.
t

ro o

Proof. Assume that t < +00 and consider the standard LQR design problem for the system
¢=—B"(2)q+C"u, q(t) = h with the cost J(u) = ¢ (to)P(to)q(to) + fti) u" R u+q" Qqds.
It is known that the feed-back @ = RCPgq minimizes J and J(4) = h' P(t)h. Hence for
any other control u we have that J(4) = h'P(t)h < J(u). Let us select u as follows: set
u(s) = RO(s)®(s,t)N~L(t,t — o; R, z)h for s € [t — 0,t] and set u(s) = 0 for s € [tg,t — 7).
Let us show that for this u one gets: ¢(s) = 0 for all s € [tg,t — o]. To this end recall that

o(s) = T (t, s)h — / &7 (7, 5)CT (F)u(r)dr

and so q(t — o) = 0 if!
O (t,t—o)h=d"(t,t —0) /t " (7,t)CT (t)u(r)dr

t—o

Clearly, for the above choice of u we get that ¢(s) = 0 for all s € [ty,t — o]|. Hence, for this u

we get that
t
J(u) = hTP(t)h < / uw' R + qTQ_lqu
t—o
t
(16) =h' N7 t,t —o; R, 2)h + / q" Qqds
t—o

< HhHQJr oo d
< — q Qqds
ro t

—0

since N (t,t —o; R, 2) > rN(t,t — 0;1,2) > ra. To compute f;fc q " Qqds we first note that

q(s) =@ (t,s)(I — N(t,s; R, 2 )N~ (t,t — 0; R, 2))h =

d"(t,s)N(s,t — o3 R, 2)N7L(t,t — o} R, 2)h

'We used the obvious equality ®(r,t — o) = ®(7,t)®(t,t — o)



for s >t — o and so

t
/ q" Qqds =
t

KNt t — oy R, 2)W(tt — )N Lt t — 0; R, 2)h
with
W(t,t—o)=
t
N(s,t —o; R, 2)®(t, s)QP T (t, s)N (s,t — o3 R, 2)ds
t—o
Recalling that ®(t,s)® " (¢,s) = I for skew-symmetric systems we get that:
¢
W(t,t —o) < Amax(Q)N?%(s,t — 03 R, 2)ds.

t—o

Finally, we note that N?(s,t — o; R, 2) < N?(t,t — 0; R, 2) hence W(t,t — o) < N2(t,t —
o; R, 2) ftt_g Amax(Q)ds and so ftt_o 2T Qzds < ||h|)? ftt_o Amax(Q)ds. This and (16) completes
the proof. |

The straightforward consequence of Corollary 3.3 is practical fixed-time convergence of the
Riccati equation.

Corollary 3.4. Let the conditions of Corollary 3.3 hold true. Then
Q={PecS":0<P<(go+(ra) "I}
is globally uniformly fized-time attractive set of the system (10) with Tyax = 0.

By using the same LQR-based argument as in the proof of Corollary 3.3 one can demonstrate
the practical fixed-time convergence for P~!:

Corollary 3.5. Let z and P solve (9)-(10) on [tg, +00). Then, for any & > 0 we have:
(17) Amax(P7L(t)) < p_q == — + GerF
Proof. Given z let us denote
t
N(t.5,Q) = [ @t 1)@ ¢ rdr

and consider the following standard LQR. control problem

¢=B(z)g+u, q(t)=h,

J(u) = q(to) " P~H0)q(to) + /t w' Q 'u+ ¢ CTRCqdr.

to
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Since W (t) = P~1(t) satisfies
W=-BT(2)W-WB(2)-WQW +CTRC,W (tg)=P~(0).

then @ = Q~'W¢q minimizes the functional J and J(@) = h" W (¢)h. For any other control u
we have J (@) < J(u). Let us select u as follows: set u(s) = Q(s)®" (s, t)N~L(t,t — &, Q)h for
s € [t—a,t] and u(s) =0 for s € [tg,t — ]. Let us show that for this u we have ¢(s) = 0 for
all s € [tg,t — &]. Since for s € [t — 7,t] we have

q(s) = ®(t, s)h — / O (s, T)u(r)dr =

d(t, s) (In—/;l)(t,T)Q(T)@T(T, tydrN Lt t — &, Q)) h=

D(t,s) (In —N(t, s, QN (t,t —5,Q)) h =
B(t,s) N(t,t —5,Q) —N(t,5,Q) N (t,t —5,Q)h =
(t,8)N (s, t — 5, QN (t,t —5,Q)h
then ¢(s) =0 for s € [ty,t — &]. Hence,

t
/ q"'CTRCqds =

to
RINTL(tt —6,Q)V(t,t — )Nt t —&,Q)h

where

V(t,t—&) =

/t N(s,t —,Q)® " (t,s)CT RCO(t, s)N (s,t — &,Q)ds.
t—

o

Since ® ' (t,5)®(t,s) = I for skew-symmetric matrices then
t
V(t,t—d) < rc/ N%(s,t —,Q)ds.
t—5
Taking into account N2(s,t —&,Q) < N%(t,t — 7,Q) we derive

t
/ T CT RCqds < 5er|h2.

to

On the other hand, we have
t
/ w Q luds =
to
t

RNt t -6, Q)/@(s, HQ(s)® (s, t)dsN (L, t —&,Q)h

t—o
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and
LT T a1 |72
/ u' Q tuds=h' N ' (t,t —5,Q)h < *——.
to oq
Hence, we derive
h 2
J@) =h"W(t)h < J(u) < M + &er||h)?.

Remark 3.6. Note that for the case of observable LTI systems the corresponding Riccati equa-
tion (10) has the property of the practical fixed-time convergence as defined above in 3.4.

3.3. Observer design for bilinear equations. In this section we demonstrate that the
practical fixed-time convergence of the Riccati equation implies that (9) is an exponentially
convergent observer for (7). To make this statement more precise we introduce

Lemma 3.7. Let x solve (7), i.e.
&= B(x)x, xz(0)=umzy, |zo]=60>0

and let e = x — z provided z, P solve (9) and (10). Then

(18) ¢ = (B(z) — PCTRC)e 4+ Bi(z)e, e(0) = e,

(19) Bi(z) = [ B@)z .. Bz ]

(20) |Bu(@)ell < 8Blell, 5% = B
i=1

Proof. Upon differentiating e we find:
¢ = B(z)x — B(2)z — PC"R(y — Cz) =

B(z)e + B(e)x — PCT RCe.
By using the linearity of B we get:

n

Ble)e = 3 (" 4:)B(t)x = Bi(a)e.

=1
To prove (20) we note that ||z(t)|| = ||z(to)|| = 6 since BT (z) = —B(x) and so 2Td =
1
2" B(w)a = 0. Then | Bu(@)el| < llelll]l (X5, 1B . o

In what follows we show that the estimation error e decays to 0 exponentially fast for any
initial condition e(0) provided the Riccati equation is practically fixed-time stable.

Theorem 3.8. Let z, P solve (9) and (10), and assume that z(to) is chosen so that the gramian
N(t,t — 0,2, R) along the trajectory z of (9) verifies the following unifrom observability con-
dition:

da,o0>0: ol <N(t,t—o0;1,2), Vt>to+o.
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If the design parameters q,q, r,7 and & together with the given data ¢ and 0,53 verify the
following inequality:

L PPN
(21) V= s~ 08(P1)E > 0
_ 1 L 1 _
(22) p_1=—+07¢, p=—+o0q
oq (K"
then
(23) le(®)]| < [le(Fo)||(Pp—1)? exp{—~(t — o)},

where ty =ty + max{o,7}.

Proof. Proof relies upon the following simple steps:
1) consider Bj(z)e as an unknown perturbation in the error equation (18),
2) note that by (20) this perturbation is Lipschitz in e,

3) demonstrate that the solutions of the unperturbed equation
(24) é1 = B(z)e; — PC"TRCey,e1(0) = eg.
exponentially converge to 0 for ¢t > ¢ty + max{o,c}

4) prove that the Lipschitz perturbation preserves the property 3)

Points 1) and 2) do not require any proof. Let us demonstrate 3). To this end, recall that P
is invertible by Theorem 3.1, and that

P'=—-P'B(z) -B'(2)P' = P'QP' + C'RC, (%)

P~L(ty) = Py !, Let us show that P! is the Lyapunov function for the equation (24). It is
d
not hard to see, by using (x) and (24), that %eIP_lel = —¢] (CTRC+P~'QP~1)e;. Hence,

for t >ty we have

d

%eIP_lel < —e] (P7IQP Hey
< _)\min(Q)(P_%el)TP_l(P_%el)
< —Q)\min(Pfl)eIPflel

4 Tp-1 4 Tp1
—————e, P e < —=¢ey P g
)\max(P) ! p !

provided p = -= + 0 (recall that Amax(P) < p by (15)). Hence, by Gronwall-Bellman lemma:

q(t—s)

ﬁ}'

el (P~ (t)er(t) < ef (s)P'(s)er(s) exp{~
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.
By (15), e] P7le; > % and, by (17), e] P™'e; < p_1e] ey, hence we get that:

_3)

2 _ 2 q(t
(25) les @™ < pp-ller(s)I" exp{==——},
for any s € [fo,t]. To demonstrate point 3) let us denote by ® the fundamental matrix of (24).
Then e;1(t) = ®(t, s)ei(s), and by (25) it follows that

1B(t, s)er(s)]| < (pp—1)2 [lex(s)lle 2

which in turn implies that
= __ 1 _ Ly
(26) 1@(t, s)|| < (pp-1)2e 2.
for t > s > t5. Hence, the estimation error given by the equation (24) converges exponentially
to zero for t > ty + max{o,7}.

Now, to prove point 4) we use classical results on shift of Lyapunov spectrum of uniformly
exponentially stable LTV systems by Lipschitz perturbations (see Section 2). Specifically, let
~ be defined as in theorem’s statement. Recall from Lemma 3.7 that:

the estimation error equation (18) can be otained by adding a linear perturbation Bi(x)e to
the LTV (24) (point 1 above),

the matrix of the perturbation is bounded: || By(x)| < 68 (point 2) above),
the fundamental matrix of the unperturbed equation (24) verifies (26) (point 3) above).

Hence, by Theorem 4.4.6 from Section 2 the fundamental matrix ®(¢,s) of the perturbed
equation (18) admits the following estimate: [|®(¢,s)| < (}5]571)56*7(*3), and so (23) holds.
This completes the proof. |

4. Numerical example. Consider the ODE obtained by discretizing the Burgers(-Hopf)

85u2

equation u; = —=%5— on (0, 1) with periodic boundary conditions by using the finite difference
scheme:

: n 2 2
(27) U; = _6 (ui(qu — ui_l) + (ui+1 — uifl))

taken on a periodic lattice (i = 1...n, u—1 = Uy, Up+1 = w1) which has the properties
that

e the quadratic energy . uf is conserved, implying that every sphere in R" is invariant
under the motion of the system and ||| is constant,

e the trace of the Jacobian of the r.h.s. of (27) is zero, implying that the flow conserves
the volume of the phase element.
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Denoting = (uy ...u,)" and setting” D = {Dij}ijl with Dj; = —D;; for j <, and Dy =
1, D;j =0 for j > i+ 1 except for Dy, = —1, we can rewrite (27) as follows: & = B(z)x with
B(z) = —Z(diag(z) D+ D diag(x)). Clearly, B' (z) = —2(D" diag(z)+diag(z)D") = —B(x)
since DT = —D.

We set n = 8 and perform three experiments for m =5, m =4 and m = 3:

m =5 we measure ui, uz, uq and ug and ug — C5 is a 5 X 8 matrix represented by 1st, 2nd,
4th, 6th and 8th rows of Ig,

m = 4 we measure us, u4 and ug and ug, and define Cy accordingly,
m = 3 we measure uz, uq and ug, and define C'5 accordingly.

To perform the above experiments, we first generate 10 different “true” initial conditions by
taking x(0) ~ U(0,1), remove the mean (to account for the periodicity), and initialize the
filter by perturbing the “true” z(0): 2;(0) = z;(0) + ¢, ¢ is drawn from the standard normal
distribution. Then, for each matrix C' € {C5,Cy4,C3} and for each x(0) and z(0) we solve
the state equation (7), the filter (9), and Ricatti equation (10) simultaneously by RK4 with
At = 5x 1074 In all the simulations we use P(0) = Ig, Q = glg with ¢ = 5 x 10* + 1,
R =71, with 7 =1 x 10°.

Finally, each simulation was performed until time instant T, specific to the simulation, when
the numerical convergence has been observed, i.e. |z(T) — z(T)|| < 1 x 1076, The results
are given in Figs. 1, 2 and 3 respectively.

As it can be seen from Fig. 1 and 2 the convergence takes a similar pattern: transient phase
on an interval ty,t; + o) (during this interval the error either levels off or even increases) is
followed by an exponential decay of the estimation error, which in turn is followed by another
transient phase until numerical convergence is observed. In the case of m = 6 the transient
phases are less pronounced in that the convergence is almost uniform (see Fig. 1). For m = 4
the non-uniformity becomes more pronounced yet, the decay is largely uniform (see Fig. 2).
Finally, for the case of m = 3 the exponential convergence is very non-uniform (see Fig. 3).
We stress that the relative errors in initial conditions, given in the legend of each figure, are
rather high (up to 400 %).

In our opinion, the non-uniform convergence (i.e. the “switching” between transient phases
and convergence) could be explained as follows: as noted in Theorem 3.8, the uniform expo-
nential convergence begins after time® o, and the error decays exponentially at the same rate
~v > 0 after that time provided ¢ and « do not change; however, the actual values of a and o
are unknown, and the conditions of the Theorem may be violated “from time to time” in that
the discrete numerical system looses observability during transient phases, but it regains it
again leading to the observed non-uniform convergence pattern. This effect is less pronounced
for m = 6 and m = 4 but is very clear for n = 3.

2MATLAB instruction for creating D: D = diag(ones(n — 1, 1), 1) — diag(ones(n — 1,1), —1); D(1,n) = —1;D(n, 1) = 1;
3This is the time required for N to become invertible.
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Figure 1: Convergence of filter for the discretized Burgers equation (27) with Cg (m = 6),
showing the estimation errors for a 10-member ensemble of perturbed initial conditions (log-
scale). Legend displays relative errors in initial conditions.
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x10°

Figure 2: Convergence of filter for the discretized Burgers equation (27) with Cy (m = 4,
log-scale).

5. Conclusion. The paper reveals an important relation between uniform complete ob-
servability, fixed time convergence for differential Riccati equations and observer design. This
relation, on the other hand, requires further exploration as to how to actually compute pa-
rameters of the observer in practise, and how to deal with the case of non-trivial model
error.
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Figure 3: Convergence of filter for the discretized Burgers equation (27) with C3 (m = 3,
log-scale).
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