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MATHEMATICAL ANALYSIS OF A PENALISATION STRATEGY
FOR INCOMPRESSIBLE ELASTODYNAMICS ∗

F. CAFORIO † AND S. IMPERIALE ‡

Abstract. This work addresses the mathematical analysis – by means of asymptotic analysis –
of a penalisation strategy for the full discretisation of elastic wave propagation problems in quasi-
incompressible media that has been recently developed by the authors. We provide a convergence
analysis of the solution to the continuous version of the penalised problem towards its formal limit
when the penalisation parameter tends to infinity. Moreover, as a fundamental intermediate step
we provide an asymptotic analysis of the convergence of solutions to quasi-incompressible problems
towards solutions to purely incompressible problems when the incompressibility parameter tends to
infinity. Finally, we further detail the regularity assumptions required to guarantee that the mentioned
convergence holds.
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1. Introduction. Numerous finite element method (FEM) formulations have
been specifically developed in the last decades to accurately solve the elasticity equa-
tions in pure and nearly-incompressible solids, due to the numerous applications in
computational mechanics, f.e. for biological tissues. In this regard, we are interested
in analysing the propagation of elastic waves in heterogenous, anisotropic and nearly-
incompressible biological tissues (e.g. the heart), in the context of a recent biomedical
imaging technique called “transient elastography”, that is raising a growing interest in
clinical applications.

In this context we have recently introduced in [1] a novel formulation for wave
propagation in incompressible solids. We recall that the proposed method is based
on the extension to incompressible elasticity of existing numerical schemes suitable
for viscous incompressible flows, due to the strong similarities between the respective
governing equations. Indeed, when the bulk modulus λ of an elastic material is very
large, this enforces the divergence of the displacement to be close to zero. Furthermore,
at the limit λ→∞, the pressure can be introduced as a Lagrange multiplier associated
with the incompressibility constraint [2] and thus the similarity with unsteady Stokes
equations.

For this reason, we have developed in [1] a new numerical scheme inspired by
fractional-step algorithms and penalisation techniques (see [3, 4, 5, 6, 7, 8, 9]) for
the resolution of incompressible elasticity. In particular, we propose a conservative
time discretisation that treats implicitly only the terms corresponding to “informa-
tions” traveling at infinite velocity (i.e. the incompressibility constraint). Therefore,
if efficient methods for explicit time-discretisation are used (e.g. Spectral Finite Ele-
ments with mass lumping), our algorithm requires at each time step the resolution of
a scalar Poisson problem (that can be performed by efficient algorithms [10]) and few
matrix-vector multiplications for the explicit methods.

In more detail, the proposed penalisation strategy – that can be formulated in
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the continuous setting – introduces a consistency error depending on the penalisation
parameter α−1. The objective of this work is the analysis of this consistency error
at the continuous level. We point out that we are interested in the approximation of
the quasi-incompressible problem. However, the penalisation strategy is constructed
as an approximation of the pure incompressible problem. Therefore, in this work we
also analyse the discrepancy between the pure and quasi-incompressible formulations
(as the reader will see, the two analyses share some similarities). Our analysis is
restricted to the continuous framework, but it can be seen as a preliminary step to
the convergence analysis in a fully discrete setting.

The work is organised as follows. In Section 2, after introducing some preliminary
results and notations, we give simple – but not necessarily standard – results for the
formulations of the continuous elastodynamic problem in quasi-incompressible and
pure incompressible media. Moreover, we recall the novel formulation that takes into
account incompressibility by penalisation.

Section 3 is devoted to the derivation of the convergence estimates (in H1-norm
in space) between the penalised formulation and the standard incompressible prob-
lem at the limit α−1 → ∞, and between the quasi-incompressible formulation and
the standard incompressible problem at the limit λ → ∞. By triangular inequality
we retrieve the convergence estimate between the penalised and quasi-incompressible
formulations.

In order to retrieve higher-order estimates, we also tackle the convergence esti-
mates in L2-norm in space. To do so, we introduce in Section 4 the elasto-static opera-
tor associated with the elastodynamic problem and use intrinsic regularity properties
of this operator, following a similar approach to the one presented by [11] for the
Stokes problem to retrieve the aforementioned convergence estimates.

Section 5 is devoted to a further investigation of the regularity properties required
to derive the obtained convergence estimates. In the appendix that follows we provide
a detailed proof on these aspects.

2. Setting of the problem.

2.1. Preliminaries and notations. We first introduce several notations and
recall some important inequalities that are fundamental to the analysis of our problem.

Hilbert spaces and dual spaces. In this work we denote by Ω ⊂ Rd, with d = 2 or
d = 3, an open, connected and bounded domain with Lipschitz boundary. We intro-
duce the following notations to define the Hilbert spaces for the elastic displacements

H :=
{
v ∈ L2(Ω)d

}
, X := H1

0 (Ω)d, X ′ = H−1(Ω)d,

where H is equipped with the usual L2-scalar product and X is equipped with the
usual H1-scalar product. For the sake of simplicity, we have considered homogenous
Dirichlet conditions on the boundary of the propagation domain. We also need to con-
sider divergence-free displacements. Hence, following [12], we introduce the subspaces
of X and X ′ respectively

V := {v ∈ X | div v = 0 }, V0 := {φ ∈ X ′ | 〈φ, v〉X ′,X = 0, ∀v ∈ V}.

We also introduce the space D satisfying V ⊂ D and defined as

D = {v ∈ H(div; Ω) | div v = 0 in Ω, v · n = 0 on ∂Ω}.
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Note that D is a Hilbert space when equipped with the scalar product of H(div; Ω).
Pressure is a variable of interest and is sought in the spaces

L := L2
0(Ω) :=

{
q ∈ L2(Ω) |

∫
Ω
q = 0

}
, M := {q ∈ H1(Ω) | q ∈ L},

where L (respectively M) is equipped with the usual L2 (respectively H1) scalar
product. As usual, we identify L and H with their dual spaces in what follows. Finally,
we introduce the following subspace ofM,

N := {q ∈M | ∆q ∈ L2(Ω), ∇q · n ∈ L2(∂Ω)},

where n denotes the unitary outward normal of the domain Ω.

Gradients. We recall the Corollary 2.4 of [12]: the operator ∇ is an isomorphism of
L onto V0. As a consequence, there exists C > 0 such that

(2.1) ‖q‖L ¬ C ‖∇q‖X ′ , ∀q ∈ L.

A Trace Inequality. Following the proof of Theorem 1.5.1.10 provided in [13], one
can show (using also Poincaré-Friedrich’s inequality) that there exists C > 0 such
that

(2.2) ‖q‖L2(∂Ω) ¬ C ‖q‖
1
2
L ‖∇q‖

1
2
H, ∀q ∈M.

The Korn inequality. We recall here the well-known Korn inequality (see for in-
stance Theorem 6.3-4 of [14]). There exists C > 0 such that

(2.3) ‖y‖X ¬ C ‖ε(y)‖L2(Ω),

where ε(y) is the linearised strain tensor associated with (or the symmetrised gradient
of) the field y.

Space-Time function spaces. Henceforth, for the sake of conciseness, we use the
following notation: given a function space A, we define

Ck(A) := Ck([0, T ];A), k ∈ {0, 1, 2, ..},

where T > 0 is a given final time of observation and we use the notation

‖u‖L∞(A) = sup
t∈[0,T ]

‖u(t)‖A

as a space-time norm of a function belonging in C0(A). Furthermore, we introduce
the following Sobolev spaces, for all k ∈ N∗:

W k
0

(
0, T

)
:=
{
v ∈W k,1(0, T ) | ∂pt v(t = 0) = 0 ∀p < k

}
.

Note that this definition makes sense since, for all k ∈ N∗, there exists an imbedding
from W k,1

0

(
0, T

)
to Ck−1

(
[0, T ]

)
[15]. Given a function space A, we define the set of

functions in W k
0

(
0, T

)
with values in A, namely, W k

0 (A) := W k
0

(
0, T ;A

)
.
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Uniform estimates. In what follows our objective is to obtain uniform estimates,
with respect to the large parameter λ and the small parameter α, of solutions to
elastodynamic problems. Therefore, up to Section 4 included, we use the following
notation

aλ,α . bλ,α

to denote that there exists a positive scalar C independent of λ and α such that the
scalars aλ,α and bλ,α (that depend on λ and α) satisfy

aλ,α ¬ C bλ,α,

for all λ sufficiently large and all α sufficiently small.

2.2. The quasi-incompressible elastodynamic equations. For the sake of
simplicity, we assume that all quantities in the elastodynamic problem are non-
dimensional (see [1] for a presentation of the non-dimensionalisation process). As
a model problem, we consider the elastic wave propagation in a quasi-incompressible
solid, which is described by the following partial differential equation system:
For f given and sufficiently regular, find y

λ
sufficiently smooth, such that

(QI)


ρ ∂2

t yλ − div
(
C ε(y

λ
)
)
− λ∇div y

λ
= f in ΩT := Ω× (0, T ),

y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω,

with λ >> 1 the bulk modulus, that is large due to quasi-incompressibility, ρ(x) the
positive density of the medium and C(x) an elasticity fourth-order tensor, that is well
defined almost everywhere in Ω and is symmetric, coercive and bounded, i.e. there
exist two strictly positive scalars c, C such that

(2.4) c|ε|2 ¬ C(x) ε : ε ¬ C|ε|2, ∀ ε ∈ Rd×dsym, a.e. in Ω,

where Rd×dsym is the set of symmetric d × d second-order tensors and the symbol :
denotes the tensor contraction product. For the sake of simplicity, we take ρ ≡ 1 in
what follows. Note that (QI) can be deduced from the standard classical elastodynamic
equation by assuming that the classical elasticity tensor C̃ has the following form

C̃(x) ε = λ I ε : I +C(x) ε, ∀ ε ∈ Rd×dsym, a.e. in Ω,

where I is the identity second-order tensor. Note that the tensor C accounts for
a general anisotropic medium however if homogeneous isotropic elastodynamics is
considered, then one has C(x) = 2µ I. Existence and uniqueness results for problem
(QI) are well-known. As an illustration, it is proved in [16] (Theorem 9.1, see also
Definition 9.1 for the definition of weak solution) that the following proposition holds:

Proposition 2.1. Let f ∈ L1(H). Then, a weak solution y
λ
to (QI) exists, it is

unique and satisfies

(2.5) y
λ
∈ C1(H) ∩ C0(X ).

As a consequence of Proposition 2.1, one can show (see [16], Theorem 9.2) the following
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energy estimates:

E(t) =
∫ t

0

∫
Ω
f ∂tyλ dΩ,

with

E(t) =
1
2
‖∂tyλ‖

2
H +

1
2

∫
Ω
C(x) ε(y

λ
) : ε(y

λ
) dΩ +

λ

2
‖div y

λ
‖2H.

It is standard to show, using the Grönwall lemma,

(2.6) sup
t∈[0,T ]

E 1
2 (t) .

∫ T

0
‖f‖Hds.

Therefore, we can assert by the Korn inequality that

(2.7) ‖∂tyλ‖L∞(H) + ‖y
λ
‖L∞(X ) + λ

1
2 ‖div y

λ
‖L∞(L) . 1.

Under further regularity assumptions on f in time, we can formally differentiate (QI)
with respect to time and apply Proposition 2.1 again. As a consequence, we can state
the following lemma.

Lemma 2.2. Let f ∈W k
0 (H) with k  1. Then, the solution y

λ
to (QI) satisfies

y
λ
∈ Ck+1(H) ∩ Ck(X ).

Moreover,

‖∂k+1
t y

λ
‖L∞(H) + ‖∂kt yλ‖L∞(X ) + λ

1
2 ‖div ∂kt yλ‖L∞(L) . 1.

Assume now f ∈ W 1
0 (H). An alternative formulation to (QI) consists in introducing

a scalar function pλ such that the couple (y
λ
, pλ) ∈ [C2(H)∩C1(X )]×C1(L) satisfies

(QIM)


∂2
t yλ − div (C(x)ε(y

λ
))−∇ pλ = f in ΩT ,

div y
λ

= λ−1 pλ in ΩT ,

y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω.

Note that the mixed formulation (QIM) is obtained straightforwardly from (QI) and
therefore existence and uniqueness results for (QIM) can be easily deduced.

Theorem 2.3. Let f ∈W k
0 (H) with k  1. Then, the unique solution (y

λ
, pλ) to

(QIM) satisfies

(y
λ
, pλ) ∈ Ck+1(H) ∩ Ck(X )× Ck(L).

Moreover,

‖∂k+1
t y

λ
‖L∞(H) + ‖∂kt yλ‖L∞(X ) + λ−

1
2 ‖∂kt pλ‖L∞(L) + ‖∂k−1

t pλ‖L∞(L) . 1.
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Proof. The proof can be divided into the following three steps:
Step 1. The uniform estimate (w.r.t. λ) on ∂k+1

t y
λ
(t) in the H-norm, ∂kt yλ(t) in the

X -norm and ∂kt pλ(t) in the L-norm are obtained applying Lemma 2.2.
Step 2. In order to obtain the final estimation one should observe that, using the
first equation of (QIM), one can retrieve

‖∇ pλ‖X ′ ¬ ‖∂2
t yλ‖X ′ + ‖divC(x)ε(y

λ
)‖X ′ .

(
‖∂2
t yλ‖H + ‖y

λ
‖X
)
.

From the preliminary result given in Section 2.1 (see (2.1)), we find the result of the
Theorem for k = 1 using the estimations obtained in the first step.
Step 3. The estimation for higher values of k is obtained by successive differentiations
of the first equation of (QIM).

2.3. The incompressible limit. Since λ is large in the application that we
consider, it is natural to approximate the solution to (QIM) by the solution obtained
at the limit as λ→∞. In more detail, if we define (y, p) and some corrector functions
(y

1
, p1) and (y

2
, p2) such that

(2.8) y
λ

= y + λ−1y
1

+ λ−2y
2

+ · · · , pλ = p+ λ−1p1 + λ−2p2 + · · · ,

then a standard formal asymptotic analysis procedure shows that (y, p) satisfies a
pure incompressible problem, that reads:
Given f ∈W 1

0 (H), find (y, p) ∈ [C2(H) ∩ C1(V)]× C0(L) such that

(IM)


∂2
t y − div (C(x)ε(y))−∇ p = f in ΩT ,

div y = 0 in ΩT ,

y(t = 0) = 0, ∂ty(t = 0) = 0 in Ω.

Note that ∂2
t y is continuous with values in D (in particular it has zero divergence).

Moreover, note that p is sought in C0(L), although one could expect C1(L). This can
be explained by the estimation of Theorem (2.3) with k = 1. Indeed, it can be seen
that pλ is uniformly bounded with respect to λ, but we do not have such estimate for
∂tpλ. Note that we do not need to add initial conditions on p – as it was the case of
(QIM), due to the definition of pλ – since, at t = 0, we have

∂2
t y(t = 0) = ∇ p(t = 0) in Ω, div ∂2

t y(t = 0) = 0 in Ω.

As a consequence, {
−∆ p(t = 0) = 0 in Ω
∇ p · n(t = 0) = 0 on ∂Ω

=⇒ p(t = 0) = 0.

Problem (QIM) can be seen as a penalised formulation of (IM). Existence of the
solution to system (IM) is deduced from (QI) by taking the limit as λ→∞, uniqueness
is a consequence of stability estimates (see [17]). Therefore, we can state the following
result.
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Proposition 2.4. Let f ∈W k
0 (H) with k  1. Then, there exists a unique couple

(y, p) ∈ [Ck+1(H) ∩ Ck(V)]× Ck−1(L) solution to (IM).

2.4. A penalised quasi-incompressible formulation. The last formulation
under consideration is the one introduced in [1], called (QIP). It corresponds to an
approximation by penalisation of the problem (IM), inspired by existing formulations
for incompressible fluid dynamics [2]:
Given f ∈W 1

0 (H), find the couple (ỹ
α
, p̃α) ∈ [C2(H) ∩ C1(X )]× C1(M) such that

(QIP)


∂2
t ỹα − div (C(x)ε(ỹ

α
))−∇ p̃α = f in ΩT ,

div ỹ
α

= −α∆p̃α in ΩT ,

ỹ
α

(t = 0) = 0, ∂tỹα(t = 0) = 0 in Ω.

We note that (QIP) differs from (QIM) for the introduction of the Laplace operator
in the second equation. As a consequence, the pressure p̃α must be sought in a more
regular space, in order to give an appropriate meaning to the introduced Laplace
operator. Hence, a boundary condition is required for the second equation on the
pressure, that now has a trace (we recall that we use homogeneous Dirichlet conditions
on the displacement). A common but arbitrary choice is to use homogenous Neumann
boundary conditions

(2.9) ∇ p̃α · n = 0 on ∂Ω× (0, T ).

Consequently, for small values of α, (QIP) corresponds to another approximation of
the pure incompressible mixed formulation (IM). Using the same arguments as before,
i.e., writing

(2.10) ỹ
α

= y + α ỹ
1

+ α2ỹ
2

+ · · · , p̃α = p+ α p̃1 + α2p̃2 + · · · ,

one can see that (ỹ
α
, p̃α) is a formal approximation of (y, p), solution to the pure

incompressible mixed formulation (IM). The interest of the formulation (QIP) is dis-
cussed in [1]. In a nutshell: after space-time discretisation, the space-time discrete
pressure field can be computed, at each time step ∆t, from the known displacement
field by solving a scalar Laplace equation, and afterwards the updated displacement
field is computed explicitly. This offers a real benefit compared to either fully explicit
or fully implicit schemes. Note that the parameter α cannot be chosen arbitrarily
small, due to a CFL-type stability condition. In practice, to obtain an efficient and
accurate numerical scheme, α is chosen proportional to ∆t2.

Concerning the analysis of the formulation (QIP), if we eliminate p̃α in the first
equation in (QIP), we retrieve the following variational formulation

(2.11) (∂2
t ỹα, w)H + aα(ỹ

α
, w) = (f, w), ∀w ∈ X ,

with, for all y and w in X ,

aα(y, w) :=
(
C(x)ε(y), ε(w)

)
H

+ α−1b(y, w), b(y, w) :=
∫

Ω

(
−∆−1div y

)
divw dΩ,
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where −∆−1 : L →M stands for the inverse Laplace operator onM, equipped with
a homogeneous Neumann boundary condition.

Proposition 2.5. The bilinear form b : X × X 7→ R is symmetric semi-definite
positive and for all y and w in X ,

(2.12) |b(y, w)| ¬ ‖y‖H‖w‖H.

Proof. For any y ∈ X we introduce qy ∈ N as the unique solution of

(2.13) −∆qy = div y in Ω, ∇ qy · n = 0 on ∂Ω.

We have b(y, w) = (qy,divw)L = −(qy,∆qw)L, hence, using Green’s formula we
obtain

(2.14) b(y, w) = (∇ qy,∇ qw)H.

Using the fact that from (2.13) we have ‖∇ qy‖H ¬ ‖y‖H, we obtain (2.12) and finally
(2.14) also shows the symmetric semi-definite positive property.

From Proposition 2.5 one can see that aα : X × X 7→ R is a symmetric, continuous,
coercive, bilinear form. Consequently, existence, uniqueness and regularity of the so-
lution of System (QIP) can be retrieved using Theorem 9.1 of [16]. Moreover, using a
similar approach to the one used to derive Theorem 2.3, one can retrieve the following
theorem:

Theorem 2.6. Let f ∈ W k
0 (H) with k  1. Then, there exists a unique couple

(ỹ
α
, p̃α) ∈ [Ck+1(H) ∩ Ck(X )]× Ck(M) solution to (QIP). Moreover,

(2.15) ‖∂k+1
t ỹ

α
‖L∞(H) + ‖∂kt ỹα‖L∞(X ) + α

1
2 ‖∇ ∂kt p̃α‖L∞(H) + ‖∂k−1

t p̃α‖L∞(L) . 1.

Remark 2.7. The results presented in the next section also hold if the second
equation of (QIP) is replaced by

div ỹ
α

= −α div
(
A∇ p̃α

)
in ΩT , with A∇ p̃α · n = 0 on ∂Ω× (0, T ),

where A ∈ C1(Ω)d×d is a definite positive matrix field (uniformly coercive). As sug-
gested in [10, Section 6], this has a practical interest when computing p̃α in a discrete
setting.

Remark 2.8. One can think that (QIP) is constructed as a singular perturbation
of (IM) by the term −α∆. However, Eq. (2.11) shows that the underlying problem
solved by the displacement field ỹ

α
is a penalised problem with penalisation parameter

α−1 and where the divergence of ỹ
α
is penalised in a weak norm.

3. Convergence estimates. The objective of this section is to provide an er-
ror estimate between the formulations (QIM) and (QIP) in the energy norm. More
precisely, we want to show that the difference y

λ
− ỹ

α
decreases with λ−1 and α in
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H1-norm in space To do so, we consider (IM) as the reference formulation, and we
derive the error estimates associated with the approximation of (IM) by (QIM), i.e.
we study y−y

λ
, or by (QIP), i.e. we study y− ỹ

α
. Then, we infer the sought estimate

using the triangular inequality. The obtained estimates involve non-integer exponents.
Therefore, we introduce the non-negative rational numbers δ(m) and η(m) defined as

δ(0) := 0, δ(m) :=
m∑
n=1

1
2n
, δ(m) −→

m→+∞
1

and

η(0) := 0, η(m) :=
m∑
n=1

1
4n
, η(m) −→

m→+∞

1
3
.

Remark 3.1. One could choose to construct a penalised approximation of the
displacement y

λ
by directly introducing the unknown (ỹ

λ,α
, p̃λ,α) satisfying

∂2
t ỹλ,α − div

(
C(x)ε

(
ỹ
λ,α

))
−∇ p̃λ,α = f, div ỹ

λ,α
= λ−1p̃λ,α − α∆p̃λ,α,

and then directly proving that y
λ
− ỹ

λ,α
goes to zero with λ−1 and α. However, the

procedure that we present has the main advantage that, in practice, an exact value
of λ is not required to construct the penalised problem. Moreover, the analysis of the
difference y−y

λ
is interesting in order to understand the range of validity of the pure

incompressible approximations.

3.1. Convergence estimate of the quasi-incompressible formulation. In
order to perform the error analysis of the approximation of (QIM) and (QIP) by tri-
angular inequality, we first compute the error between formulations (IM) and (QIM).
Let us define the quantities

(3.1) eλ = y
λ
− y, qλ = pλ − p.

Let f ∈W k
0 (H). The couple (eλ, qλ) ∈ [Ck+1(H) ∩ Ck(X )]× Ck−1(L) satisfies

(3.2)


∂2
t eλ − divC ε(eλ)−∇qλ = 0 in ΩT ,

div eλ = λ−1 qλ + λ−1 p in ΩT ,

eλ(t = 0) = 0, ∂teλ(t = 0) = 0 in Ω.

To derive the sought convergence estimate, we provide the stability estimates associ-
ated with (3.1) in the theorem below.

Theorem 3.2. Let f ∈W `+2
0 (H) with `  0. Then

(3.3) ‖∂`+1
t eλ‖L∞(H) + ‖∂`teλ‖L∞(X ) + λ−

1
2 ‖∂`t qλ‖L∞(L) . λ−

1
2 .

Moreover, if `  1 we have, for all 0 ¬ r ¬ `− 1,

(3.4) ‖∂r+1
t eλ‖L∞(H) + ‖∂rt eλ‖L∞(X ) . λ−

1
2−

1
2 δ(`−r),

and

(3.5) ‖∂rt qλ‖L∞(L) . λ−
1
2−

1
2 δ(`−r−1).
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Proof. We define the following energy functionals, for every integer 0 ¬ r ¬ `,

E(r) =
1
2
‖∂r+1
t eλ‖2H +

1
2

∫
Ω
C ε
(
∂rt eλ

)
: ε
(
∂rt eλ

)
dΩ +

λ−1

2
‖∂rt qλ‖2L ∈ C1([0, T ]).

Since we have considered vanishing initial data and both the source term and its
derivatives vanish at the initial time, one can show that

sup
t∈[0,T ]

E(r−1)(t) . sup
t∈[0,T ]

E(r)(t)

for 1 ¬ r ¬ `. Finally it is possible to retrieve, thanks to the Korn inequality,

‖∂r+1
t eλ(t)‖H + ‖∂rt eλ(t)‖X . E(r)(t).

Step 1. We prove (3.3) for the case ` = 0. If we perform a scalar product of the first
equation in (3.2) and ∂teλ, we obtain, using the second equation in (3.2),

(3.6)
d
dt
E(0) = −λ−1(∂tp, qλ)L ¬ λ−

1
2 ‖∂tp‖L λ−

1
2 ‖qλ‖L . λ−

1
2 ‖∂tp‖L

(
E(0)) 1

2 .

By the Grönwall lemma, it is possible to show that, for all t ∈ [0, T ],

(3.7)
(
E(0)(t)

) 1
2 . λ−

1
2

∫ t

0
‖∂tp(s)‖L ds.

Since f ∈ W 2
0 (H) by assumption and due to Proposition 2.4, we can assert that

p ∈ C1(L). Consequently, from Eq. (3.7) we can prove that the energy behaves at worst
proportionally to λ−

1
2 . Hence, using the Korn inequality, we recover the estimation

(3.3) for ` = 0. The estimations for higher values of ` are obtained in a similar
way. More precisely, after differentiating with respect to time (3.1) and by similar
computations as before, we obtain

(3.8)
d
dt
E(`) ¬ λ− 1

2 ‖∂`+1
t p‖L λ−

1
2 ‖∂`t qλ‖L . λ−

1
2 ‖∂`+1

t p‖L
(
E(`)) 1

2 .

Since f ∈W `+2
0 (H), we have p ∈ C`+1(L). Hence, we obtain (3.3), i.e.,

(3.9) sup
t∈[0,T ]

(
E(`)(t)

) 1
2 . λ−

1
2 ,

Step 2. We assume now `  1. Differentiating with respect to time the first equation
of (3.2), we have, for every t ∈ [0, T ],

‖∇∂`−1
t qλ(t)‖X ′ ¬ ‖∂`+1

t eλ(t)‖X ′ + ‖divC ε(∂`−1
t eλ)(t)‖X ′

. ‖∂`+1
t eλ(t)‖H + ‖∂`−1

t eλ(t)‖X . sup
s∈[0,T ]

(
E(`)(s)

) 1
2 .

This shows that, thanks to (2.1),

(3.10) ‖∂`−1
t qλ‖L∞(L) . sup

t∈[0,T ]

(
E(`)(t)

) 1
2 .
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Moreover, since f ∈ W `+2
0 (H), we have in particular f ∈ W `+1

0 (H). Therefore, (3.8)
holds by formally replacing ` by `− 1 and we deduce that, using (3.10),

d
dt
E(`−1)(t) . λ−1‖∂`−1

t qλ‖L∞(L) . λ−1 sup
t∈[0,T ]

(
E(`)(t)

) 1
2 ,

which implies

(3.11) sup
t∈[0,T ]

E(`−1)(t) . λ−1 sup
t∈[0,T ]

(
E(`)(t)

) 1
2 .

Inequality (3.11) relates E(`−1) and (E(`))
1
2 which allows to derive (3.4) next.

Step 3. We now exploit the recursive relation that can be deduced from (3.9) and
(3.11), namely, for `  1 and all 0 ¬ r ¬ `− 1,

sup
t∈[0,T ]

E(`)(t) . λ−1 and sup
t∈[0,T ]

E(r)(t) . λ−1 sup
t∈[0,T ]

(
E(r+1)(t)

) 1
2 .

Then, by induction one can show the estimate

(3.12) sup
t∈[0,T ]

E(r)(t) . λ−1−δ(`−r)

from which Eq. (3.4) follows. Estimation (3.5) is obtained as a direct consequence of
(3.10) and (3.12).

3.2. Convergence estimate of the penalised quasi-incompressible for-
mulation. We now compare formulations (IM) and (QIP). Let us consider that
f ∈W k

0 (H) and define the discrepancies

(3.13) ẽα = ỹ
α
− y, q̃α = p̃α − p,

where (ẽα, q̃α) ∈ Ck+1(H) ∩ Ck(X )× Ck−1(L) is solution to

(3.14)


∂2
t ẽα − divC ε(ẽα)−∇q̃α = 0 in ΩT ,

div ẽα = −α∆ q̃α − α∆ p in ΩT ,

ẽα(t = 0) = 0, ∂tẽα(t = 0) = 0 in Ω.

As before, to derive the sought convergence estimate we provide the stability esti-
mates associated with (3.13) in the theorem below.

Theorem 3.3. Let f ∈W `+2
0 (H) with `  0 and let p ∈ C`+1(M). Then,

(3.15) ‖∂`+1
t ẽα‖L∞(H) + ‖∂`t ẽα‖L∞(X ) + α

1
2 ‖∂`t∇q̃α‖L∞(H) . α

1
2 .

Moreover, if `  1 and p ∈ C`(N ) we have, for all 0 ¬ r ¬ `− 1,

(3.16) ‖∂r+1
t ẽα‖L∞(H) + ‖∂rt ẽα‖L∞(X ) . α

1
2 + 1

2η(`−r)

and

(3.17) ‖∂rt q̃α‖L∞(L) . α
1
2 + 1

2η(`−r−1).
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Proof. Following the proof of Theorem 3.2, we define a family of energy functionals
associated with Eq. (3.14) that read

E(r) =
1
2
‖∂r+1
t ẽα‖2H +

1
2

∫
Ω
C ε
(
∂rt ẽα

)
: ε
(
∂rt ẽα

)
dΩ +

α

2
‖∇∂rt q̃α‖2H ∈ C1([0, T ]),

for every integer 0 ¬ r ¬ `. As it has already been noticed, we have

sup
t∈[0,T ]

E(r−1)(t) . sup
t∈[0,T ]

E(r)(t) and ‖∂r+1
t ẽα(t)‖H + ‖∂rt ẽα(t)‖X . E(r)(t),

due to our choice of initial conditions and thanks to the Korn inequality. Furthermore
q̃α ∈ C`+1(M) by assumption.
Step 1. By standard energy analysis one can show that

(3.18)
d
dt
E(0) = −α (∂t∇p,∇q̃α)H

¬ α
1
2 ‖∂t∇p‖H α

1
2 ‖∇q̃α‖H . α

1
2 ‖∂t∇p‖H

(
E(0)) 1

2 .

This implies by the Grönwall lemma that, for all t ∈ [0, T ],

(3.19)
(
E(0)(t)

) 1
2 . α

1
2

∫ t

0
‖∂t∇p‖Hds,

which gives (3.15) for ` = 0, since p ∈ C1(M) by assumption. The estimates for ` > 0
are deduced in a similar way using the energy identity

(3.20)
d
dt
E(`) = −α (∂`+1

t ∇p,∇∂`t q̃α)H . α
1
2 ‖∂`+1

t ∇p‖H
(
E(`)) 1

2

and, using the Grönwall lemma, we obtain supt∈[0,T ] (E(`)(t))
1
2 . α

1
2 and deduce

(3.15).
Step 2. We assume now `  1. Similarly to (3.10), it is possible to show that

(3.21) ‖∂(`−1)
t q̃α‖L∞(L) . sup

t∈[0,T ]

(
E(`)(t)

) 1
2 .

At this stage, it is no longer possible to mimic the proof of Theorem 3.2, since (3.20)
involves high-order derivatives compared to (3.8). Therefore, we must use the assump-
tion that p ∈ C1(N ) and we have, using the Green formulas and the trace inequality
(2.2),

(3.22)
|(∇q̃α, ∂t∇p)| ¬ ‖q̃α‖L ‖∆∂tp‖L2(Ω) + ‖q̃α‖L2(∂Ω) ‖∇∂tp · n‖L2(∂Ω)

. ‖q̃α‖L + ‖q̃α‖L2(∂Ω) . ‖q̃α‖L + ‖q̃α‖
1
2
L‖∇q̃α‖

1
2
H.

Hence, from the estimate above and (3.20), we deduce that if p ∈ C`(N ) then

sup
t∈[0,T ]

E(`−1)(t) . α ‖∂`−1
t q̃α‖

1
2
L∞(L)

(
‖∂`−1
t q̃α‖

1
2
L∞(L) + ‖∇∂`−1

t q̃α‖
1
2
L∞(H)

)
.

Using (3.15) we have ‖∇∂`−1
t q̃α‖L∞(H) . 1 and, thanks to (3.21),

(3.23)
sup
t∈[0,T ]

E(`−1)(t) . α sup
t∈[0,T ]

(
E(`)(t)

) 1
2 + α sup

t∈[0,T ]

(
E(`)(t)

) 1
4

. α sup
t∈[0,T ]

(
E(`)(t)

) 1
4 .
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The inequality that we have obtained relates E(`−1) and (E(`))
1
4 (this differs from what

we have obtained in the proof of Theorem 3.2).
Step 3. We now derive (3.16) by exploiting the following recursive relation: for `  1
and all 0 ¬ r ¬ `− 1

sup
t∈[0,T ]

E(`)(t)
)
. α and sup

t∈[0,T ]
E(r)(t) . α sup

t∈[0,T ]

(
E(r+1)(t)

) 1
4 .

By induction one can show the estimate

(3.24) sup
t∈[0,T ]

E(r)(t) . α1+η(`−r),

and (3.16) directly follows. The estimation (3.17) is obtained as a straightforward
consequence of (3.16) and (3.21).

3.3. Discussions. Using the triangular inequality, from Theorems 3.2 and 3.3
we can deduce a first estimate on the error between the formulations (QIM) and
(QIP). In the case of minimal regularity, we have the following results.

Corollary 3.4. Let f ∈ W 2
0 (H), and let p ∈ C1(M). Let the couple (y

λ
, pλ) be

the solution to problem (QIM) and (ỹ
α
, p̃α) the solution to problem (QIP), then

(3.25) ‖∂tyλ − ∂tỹα‖L∞(H) + ‖y
λ
− ỹ

α
‖L∞(X ) . λ−

1
2 + α

1
2 .

If an arbitrarily high regularity in time is assumed, then one can deduce the following
result.

Corollary 3.5. Let f ∈W k
0 (H) and p ∈ Ck−1(M)∩Ck−2(N ) for every k ∈ N∗,

then for all ε > 0 we have

(3.26) ‖∂tyλ − ∂tỹα‖L∞(H) + ‖y
λ
− ỹ

α
‖L∞(X ) . λ−1+ε + α

2
3−ε.

We can observe that the order of convergence in α is lower than the one in λ. There
is a simple technical explanation for this. Inspecting Eq. (3.22) one can see that
the boundary contribution ‖q̃α‖L2(∂Ω) deteriorates the estimation (3.23) (we obtain a
power 1/4 instead of 1/2 as in (3.11)). This a typical phenomenon related to boundary
layer effects. It is not surprising that this boundary layer appears, since we recall that
the choice of boundary condition (2.9) was arbitrary. Finally note that the regularity
assumptions on the pressure field p implicitly require some smoothness of the coef-
ficients, source term and geometry of the domain. We refer to Remark 5.4 for more
detail on this aspect.

4. Convergence estimates in H-norm. Estimations of Theorems 3.2 and 3.3
involve a control in H1-norm in space. It is possible to retrieve a higher order of
convergence with respect to λ and α in L2-norm in space. Hence, the objective of
this section is to obtain these estimates. More precisely, in what follows we show that
the error due to the approximation of (IM) by (QIM) and (QIP) is proportional to
λ−1 and α, respectively. As previously, the convergence estimate obtained for the pe-
nalised problem requires some additional regularity assumptions that are studied in
more detail in Section 5.
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4.1. Definition of an elasto-static operator. As a preliminary step we intro-
duce the elasto-static operator associated with the underlying elastodynamic problem.
Following the approach proposed in [11], we define a continuous operator S : H → V
such that

(4.1) r ∈ H 7→ Sr ∈ V,

and the couple (Sr, qr) ∈ V × L is the unique solution to

(4.2)


(
C(x)ε(Sr), ε(w)

)
H
− (qr,divw)L = (r, w)H ∀w ∈ X ,

(divSr, z)L = 0 ∀z ∈ L.

Using the Korn inequality and the property ‖q‖L ¬ C‖∇q‖X ′ (see (2.1)), it is possible
to show that there exists C > 0 such that, for all r ∈ H

(4.3) ‖Sr‖X + ‖qr‖L ¬ C‖r‖H.

Note that C only depends on the domain Ω and the constitutive law considered. It
can be proven that S is a positive self-adjoint operator for the scalar product in H,
hence we can define a norm ‖ · ‖∗ as

(4.4) ‖r‖2∗ := (r,Sr)H,

that is a weaker norm than the norm in H. In what follows, we use the following
definition.

Definition 4.1. The operator S satisfies the hidden regularity property if, for all
r ∈ H,

divC(x)ε(Sr) ∈ H, qr ∈M,

and there exists C > 0 such that

(4.5) ‖divC(x)ε(Sr)‖H + ‖∇qr‖H ¬ C‖r‖H.

This property of S is a fundamental aspect to study the convergence property of the
penalised formulation. Moreover, it can be used as a sufficient condition in Corollary
3.4.

Corollary 4.2. Let S satisfy the hidden regularity property and let f ∈W k
0 (H).

Then, the solution p to problem (IM) belongs to Ck−1(M) and the estimation (3.25)
of Corollary 3.4 holds.

Proof. We observe that
(
y, p
)

=
(
Sr, qr

)
, with r = f − ∂2

t y ∈ Ck−1(H), up to
modifications of f on zero-measure sets. The result follows due to the assumption that
S satisfies the hidden regularity property.

4.2. Convergence estimate of the quasi-incompressible formulation. For
the rest of this section we use the same notation as in Section 3. First, we analyse
again the approximation of (IM) by formulation (QIM) from a new perspective. Pre-
liminarily, let us consider a Helmholtz decomposition of the solution y

λ
to formulation

(QIM) [18]. We can introduce a scalar field p̂λ such that

(4.6) y
λ

= −λ−1∇ p̂λ + y0
λ

in ΩT ,
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with y0
λ
(t) ∈ D (in particular its divergence and normal trace are zero) and p̂λ(t) ∈M

is given by

(4.7)

−∆p̂λ = pλ in ΩT ,

∇p̂λ · n = 0 in ∂Ω× (0, T ).

We introduce rλ := y0
λ
− y and we underline that, if f ∈W k

0 (H), then

(4.8) (rλ, p̂λ) ∈ Ck(D)× Ck(M), (eλ, qλ) ∈ [Ck+1(H) ∩ Ck(X )]× Ck−1(L),

where the couple (eλ, qλ) is solution to (3.2) and also satisfies

(4.9)


∂2
t eλ − div

(
C(x)ε(eλ)

)
−∇ qλ = 0 in ΩT ,

−∆p̂λ = pλ in ΩT ,

eλ = −λ−1∇ p̂λ + rλ in ΩT .

We now provide the stability analysis of (4.9) and show the following result.

Theorem 4.3. Let f ∈W `+2
0 (H), `  0. Then

(4.10) ‖∂`teλ‖L∞(H) . λ−1.

Proof. We choose ` = 0 for the proof, but the general case can be easily deduced.
From (4.8) one can see that eλ ∈ C3(H) ∩ C2(X ) and qλ ∈ C1(L). A same property
holds for (y

λ
, pλ) with in addition pλ ∈ C2(L) (due to the second equation in (QIM))

and, therefore,

(rλ, p̂λ) ∈ C2(H)× C2(L).

We choose S∂trλ ∈ C1(V) ⊂ C0(X ) as a test function (in the dual sense of X ) in the
first equation of (4.9). Since by definition Srλ = 0 along the boundary, we get

(4.11) (∂2
t eλ,S∂trλ)H +

(
C(x)ε(eλ), ε(S∂trλ)

)
H

= 〈∇qλ,S∂trλ〉X ′,X .

The right-hand side of Eq. (4.11) vanishes, due to the fact that divS∂trλ = 0 inside
the domain. From Eq. (4.2) we can write, for all t ∈ [0, T ],(

C(x)ε(eλ), ε(S∂trλ)
)
H

= −〈div (C(x)ε(S∂trλ)), eλ〉X ′,X

= −〈∇∂tqrλ , eλ〉X ′,X + (∂trλ, eλ)H,
(4.12)

where we have used the property 〈∂trλ, eλ〉X ′,X = (∂trλ, eλ)H (see Theorem 1, Section
5.9 of [19]). We emphasize that the first term at the right-hand side of Eq. (4.12) is a
duality pairing in X , since ∂tqrλ(t) ∈ L by definition of S. Using the third equation
in system (4.9) and Eq. (4.12), we can rewrite Eq. (4.11) as

(4.13) (λ−1∂2
t∇p̂λ + ∂2

t rλ,S∂trλ)H − 〈∇∂tqrλ , eλ〉X ′,X + (∂trλ, eλ)H = 0.
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Using again the fact that by definition divS∂trλ = 0, Eq. (4.13) can be further
simplified into

(4.14) (∂2
t rλ,S∂trλ)H + (∂trλ, eλ)H = 〈∇∂tqrλ , eλ〉X ′,X = −(∂tqrλ ,div eλ)H.

We use again the second and third equation in (4.9) to infer that Eq. (4.14) is equiv-
alent to (see (4.4) for the definition of ‖ · ‖2∗)

(4.15)
1
2

d
dt

(
‖∂trλ‖2∗ + ‖rλ‖2H

)
= −λ−1(∂tqrλ , pλ)H.

Integrating by parts in time and considering zero initial conditions, we retrieve

(4.16) ‖∂trλ‖2∗ + ‖rλ‖2H = −2
∫ t

0
λ−1(qrλ , ∂tpλ)L ds+ 2λ−1(qrλ , pλ)L.

Taking into account the Cauchy-Schwarz inequality and Eq. (4.3), we obtain

‖∂trλ‖2∗ + ‖rλ‖2H .
∫ t

0
λ−1‖qrλ‖L‖∂tpλ‖L ds+ λ−1‖qrλ‖L‖pλ‖L

.
∫ t

0
λ−1‖rλ‖H‖∂tpλ‖L ds+ λ−1‖rλ‖H‖pλ‖L.

Since f ∈W 2
0 (H), by application of Theorem 2.3 we have

(4.17) ‖pλ‖L∞(L) + ‖∂tpλ‖L∞(L) . 1,

and therefore, using standard estimation techniques (e.g. Young’s inequality), we ob-
tain

(4.18) ‖rλ‖L∞(H) . λ−1.

In order to retrieve an estimation on eλ, we recall that eλ = λ−1∇p̂λ+rλ. Furthermore,
since −∆p̂λ = pλ, by the Poincaré-Wirtinger inequality and (4.17) we have

‖∇p̂λ(t)‖L∞(H) . ‖pλ(t)‖L∞(L) . 1.

Consequently, from Eq. (4.18) we obtain the following estimate on eλ,

(4.19) ‖eλ‖L∞(H) ¬ λ−1‖∇p̂λ‖L∞(H) + ‖rλ‖L∞(H) . λ−1,

thus concluding the proof.

4.3. Convergence estimate of the penalised quasi-incompressible for-
mulation. We now consider the discrepancy between the solution ỹ

α
to problem

(QIP) and y, solution to the pure incompressible mixed problem (IM). In an analo-
gous way to Eq. (4.6), we can introduce the Helmholtz decomposition for the solution
ỹ
α
to formulation (QIP). We obtain

(4.20) ỹ
α

= −∇ p̃α + ỹ0
α
, in ΩT ,



ANALYSIS OF QUASI-INCOMPRESSIBLE ELASTODYNAMICS 17

with ỹ0
α

(t) ∈ D and p̃α solution to (QIP). We also define r̃α := ỹ0
α
− y. Note that,

under the assumption f ∈W k
0 (H), we have

r̃α ∈ Ck(D) and (ẽα, q̃α) ∈ [Ck+1(H) ∩ Ck(X )]× Ck−1(M),

where (ẽα, q̃α) is solution to (3.14) and also satisfies

(4.21)

∂
2
t ẽα − div

(
C(x)ε(ẽα)

)
−∇ q̃α = 0 in ΩT ,

ẽα = −α∇ p̃α + r̃α in ΩT .

The stability analysis of (4.21) leads to the following result.

Theorem 4.4. Let f ∈ W `+2
0 (H), `  0, and let S satisfy the hidden regularity

property. Then, ẽα defined by Eq. (3.13) satisfies

(4.22) ‖∂`t ẽα‖L∞(H) . α.

Proof. The proof of Theorem 4.4 follows the main arguments of the proof of
Theorem 4.3. Therefore, we only provide the main ideas of the proof and point out
where the additional assumption that S satisfies the hidden regularity property is
required. We choose ` = 0 and we introduce the couple (Sr̃α, q̃rα) ∈ C2(X )× C2(L)
solution to

(4.23)

−div
(
C(x)ε(Sr̃α)

)
+∇ q̃rα = r̃α in ΩT ,

divSr̃α = 0 in ΩT .

Note however that, by Definition 4.1 and assuming that S satisfies the hidden regu-
larity property, q̃rα ∈ C2(M) and

‖q̃rα‖L∞(M) . ‖r̃α‖L∞(H).

First, we retrieve an analogous estimation to Eq. (4.16) that is suitable for this for-
mulation. To do so, we test the first equation in Eq. (4.21) with S∂tr̃α. After similar
considerations to those outlined in the previous proof, we derive (see (4.4) for the
definition of ‖ · ‖2∗)

(4.24)
1
2

d
dt

(
‖∂trλ‖2∗ + ‖rλ‖2H

)
= 〈∇∂tq̃rα , ẽα〉X ′,X = (∇∂tq̃rα , ẽα)H.

By definition of ẽα we deduce

(4.25) ‖∂tr̃α‖2∗ + ‖r̃α‖2H = 2
∫ t

0
α(∇ q̃rα ,∇∂tp̃α)H ds− 2α

(
∇ q̃rα ,∇ p̃α

)
H.

Using the Cauchy-Schwarz inequality and the property that S satisfies the hidden
regularity property, we obtain

(4.26) ‖∂tr̃α‖2∗ + ‖r̃α‖2H . α

∫ t

0
‖r̃α‖H‖∂t∇ p̃α‖H ds+ α‖r̃α‖H‖∇ p̃α‖H.

Since ` = 0, from Theorem 3.3 we retrieve that

‖∂t∇ p̃α‖L∞(H) + ‖∇ p̃α‖L∞(H) . 1.
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By a similar reasoning to the previous proof, we get

‖r̃α‖L∞(H) . α =⇒ ‖ẽα‖L∞(H) ¬ α‖∇ p̃α‖L∞(H) + ‖r̃α‖L∞(H) . α,

that is the result of the theorem.

4.4. Discussions and conclusion. Using the results provided in Theorems 4.3
and 4.4 and by triangular inequality, we are finally able to retrieve a higher-order
estimate in the norm on H of the error performed if we approximate (QIM) by (QIP).

Corollary 4.5. Let f ∈W 2
0 (H) and let S satisfy the hidden regularity property.

Then,

(4.27) ‖y
λ
− ỹ

α
‖L∞(H) . λ−1 + α.

As already mentioned, in a fully discrete context, α should be chosen proportional to
∆t2 in order to obtain an efficient and accurate numerical scheme. Assuming λ−1 <<
α and in light of the estimates (4.22) and (4.27), we expect the fully discrete numerical
scheme of [1] to perform with an error in ∆t2 compared to the discretisation of the
quasi-incompressible formulation and/or the purely incompressible formulation. This
is exactly what was observed in the numerical convergence experiments of [1].

5. Further insights on the hidden regularity property. There is room for
improvement of Corollaries 4.2 and 4.5 since an a priori regularising property of the
elasto-static operator S is assumed. The objective of this section is to derive suffi-
cient conditions on the properties of the elastic tensor C and the domain geometry
so that it can be proved that S satisfies the hidden regularity property. Concerning
the description of the domain, we need to introduce the following standard defini-
tion: a bounded Lipschitz domain is said to be of class Ck,1 if its boundary can be
parametrised by Lipschitz-continuous local maps for which the first k derivatives are
Lipschitz-continuous. We refer the reader to the Definition 1.2.1.1 of [13] for a com-
plete definition (or the proof in Appendix).

5.1. Isotropic elasticity. If the medium considered is isotropic, then the elas-
ticity tensor C is given by

(5.1) Ciso(x)ε = λ̃(x)(ε : I)I + 2µ(x)ε

where I is the second-order identity tensor, µ(x) is the shear modulus and λ̃(x) cor-
responds to small variations of the high bulk modulus λ.

Theorem 5.1. If Ω is either a convex polygonal in R2 or a domain of class C1,1

in Rd, and if C(x) ≡ Ciso(x) with

(5.2)
(
λ̃, µ

)
∈W 1,∞(Ω)2, λ̃(x) + 2µ(x)  c, µ(x)  c

for some constant c > 0, then S satisfies the hidden regularity property.
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Proof. We follow the approach proposed in [20]. The main idea is to reduce our
problem to the analysis of a Stokes problem and use well-known H2-regularity results.
In the case of isotropic elasticity we have, since divSr = 0,

Ciso(x)ε(Sr) = 2µ(x)ε(Sr).

Therefore, (Sr, qr) ∈ X × L is solution to

(5.3)

−div ε(Sr) +∇qr
µ

=
1
µ

(
r + ε(Sr)∇µ− qr

µ
∇µ

)
=: s in Ω,

divSr = 0 in Ω.

We have the algebraic relation div ε(Sr) = ∆Sr +∇ divSr, hence Problem (5.3) is
equivalent to: find (Sr, pr) ∈ X × L solution to

−∆Sr +∇ pr = s, divSr = 0, in Ω.

Due to the results of [21] or [22] (Theorem 4.6), if the assumptions of the theorem
hold, this problem has a unique solution and there exists C > 0 such that, for all
r ∈ H,

‖Sr‖H2(Ω) + ‖pr‖M ¬ C‖s‖H.

Finally, thanks to the definition of s and (4.3), it can be observed that ‖s‖H ¬ C‖r‖H.
Combining the property qr = µ pr + µ cq for some constant cq and the regularity
property of (5.2), we obtain inequality (4.5).

Remark 5.2. In (IM) we have div y = ε(y) : I = 0. Hence, the value of λ̃(x) can
be chosen arbitrarily without changing the solution (y, p). Therefore, in the definition
of the penalised formulation (QIP), the value of the parameter can also be chosen
arbitrarily (e.g. λ̃(x) ≡ 0) and Corollaries 3.4, 3.5 and 4.5 still hold.

5.2. Anisotropic elasticity. Anisotropic elasticity tensors can be equivalently
represented by a set of d2 matrices of dimension d × d, that we denote {A

k`
(x)}k`,

such that

(5.4)
(
C(x)ε(v), ε(w)

)
H

=
d∑
k=1

d∑
`=1

(
A
k`

(x)∇v`,∇wk
)
L,

with v = (v1, . . . , vd) and w = (w1, . . . , wd). We refer to [23] for further detail on
this notation. We have not found in the literature any results – similar to Theorem
5.1 – that deal with incompressible elasticity in the general case of heterogeneous
anisotropic materials. Nevertheless, one can cite numerous authors for the analysis
of the general elliptic system (see in particular [24, 13, 25]), as well as the specific
treatment of Stokes problem (see [22, Proposition 4.3] and reference therein). Using
the techniques introduced in [13] together with the presentation proposed in [25] we
prove in Appendix the theorem below. It states that S satisfies the hidden regularity
property if the parameters and the domain parametrisation are smooth enough.
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Theorem 5.3. Assume that the domain Ω is of class C1,1 and C satisfies (2.4)
as well as {Ak`} ⊂W 1,∞(Ω)d×d, then S satisfies the hidden regularity property.

Remark 5.4. By following the same ideas of the proof given in the Appendix, it
is reasonable to conjecture that if the assumptions of the theorem above hold and, in
addition,

• Ω is of class C2,1 ;

• {Ak`} ⊂W 2,∞(Ω)d×d ;

• f ∈W k
0 (H1(Ω)d) ;

then p belongs to Ck−1(N ). This enables to verify the assumptions of Theorem 3.3
and Corollary 3.5.

5.3. Application to fibered media. One application of this work is the mod-
elling of wave propagation in the heart or in muscles in general. Such fibered media
are suitably described by transverse isotropic elasticity tensors of the form

CTiso(x)ε = λ̃(x)(ε : I)I + µ(x)ε+ (T (x) : ε)T (x), T (x) = τ(x)⊗ τ(x),

where τ(x) is the fibre direction. Obviously, for any τ(x) ∈ Rd the coercivity property
(2.4) holds if it holds for τ(x) ≡ 0. By a straightforward application of Theorem 5.3
we have the following result.

Corollary 5.5. Let the domain Ω be of class C1,1, let C(x) ≡ CTiso and (5.2)
hold as well as

τ ∈W 1,∞(Ω)3.

Then, S satisfies the hidden regularity property.
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Appendix: Proof of Theorem 5.3. This appendix is dedicated to the proof
of Theorem 5.3. Although most of the material presented here is rather classical, we
have not found in the literature the sought estimate (i.e. Eq. (4.5)) and therefore, for
the sake of completeness, we prove here the result. We consider the coercive bilinear
form

(5.5) a(v, w) =
(
C(x)ε(v), ε(w)

)
H

=
d∑
k=1

d∑
`=1

(
A
k`

(x)∇v`,∇wk
)
H.

We will prove an a priori stronger result than the mentioned hidden regularity: our
objective is to show that the unique solution (v, q) ≡ (Sr, qr) ∈ X × L to

(5.6)

a(v, w)− (q,divw)L = (r, w)H ∀w ∈ X ,

(div v, z)L = 0 ∀z ∈ L,

with r ∈ H that satisfies

(5.7) ‖v‖X + ‖q‖L ¬ C‖r‖H,

for some C > 0 depending only on Ω and the tensor C, also satisfies (v, q) ∈
H2(Ω) ×M with norms uniformly bounded by ‖r‖H. We will proceed by local ar-
guments, the main difficulty being to show that both the H2-regularity and a local
estimate of the form (5.7) hold in neighbourhoods of any point of the boundary. We
tackle this difficulty for the case d = 2 for the sake of clarity. The case d = 3 does not
provide any additional difficulty. Before giving the details of the proof, we first state
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some important preliminary definitions.

Preliminary: The strongly elliptic condition. For symmetric elasticity tensors it
can be proved (see [26, Proposition 3.10 Chap. 4]) that the coercivity property (2.4)
implies the weaker condition of strong ellipticity.

Proposition 5.6. Any fourth-order symmetric tensor C satisfying (2.4) also sat-
isfies the strongly elliptic condition: there exists c > 0 such that

(5.8)
2∑
k=1

2∑
`=1

A
k`

(x)ξv` · ξvk  c |ξ|2|v|2, ∀ (ξ, v) ∈ R× R, a.e in Ω,

where the {A
k`
} are defined from C by (5.5).

Condition (5.8) is the standard assumption that one can find in the literature on
regularity of elliptic systems. In general, it allows to use the Gårding inequality (see
e.g. [26, Chapter 6, Proposition 1.5] to show that the bilinear form a(·, ·) is elliptic,
although in our case the Korn inequality is sufficient. Finally, Eq. (5.8) is also used to
show that second-order normal derivatives close to the boundary have the appropriate
regularity (see Step 5 below).

Preliminary: Boundary parametrisation. We now give a more detailed descrip-
tion of the boundary pertaining to domains of class C1,1 (see again Definition 1.2.1.1
of [13]). For every x0 ∈ ∂Ω there exists a neighbourhood V of x0 and a new orthogonal
coordinate system x̂ defined by

x̂(x) = R (x− xR), with R−1 = Rt,

such that V is a box in this new coordinate system

V = {x̂ | x̂ ∈ (−a1, a1)× (−a2, a2)}, x̂(x) = R (x− xR), with R−1 = Rt,

and there exists a Lipschitz continuous function ϕ : [−a1, a1] → [−a2
2 ,

a2
2 ] with Lips-

chitz first derivatives such that

VΩ = Ω ∩ V = {x̂ ∈ V | x̂2 < ϕ(x̂1)} and VΓ = ∂Ω ∩ V = {x̂ ∈ V | x̂2 = ϕ(x̂1)}.

Then, we denote by Ψ and Φ the mappings

Ψ(x̂) =
(
x̂1, x̂2 − ϕ(x̂1)

)t in V, Φ(ŷ) =
(
ŷ1, ŷ2 + ϕ(ŷ1)

)t in U,

where we have defined the domain U = Ψ(V ) and denoted by ŷ any point in U. We
have Ψ ∈ C1,1(V ) and Φ = Ψ−1 ∈ C1,1(U). The deformation gradient of the mapping
Φ is given by

F (ŷ) = ∇Φ(ŷ) =

(
1 0

ϕ′(ŷ1) 1

)
∈W 1,∞(U)2×2 with detF = 1.

Note that Φ is a volume-preserving mapping and in particular, if q ∈ L2
0(V ) (i.e. the

set of L2 functions of V with zero average), then q̂(·) = q(RtΦ(·)+xR) ∈ L2
0(U).We re-

fer the reader to Figure 1 for an illustrative example of the boundary parametrisation.
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Preliminary: Definition of embedded subdomains. We define

UΩ = Ψ(VΩ), UΓ = Ψ(VΓ) and Us = {|ŷ| < s, ŷ2 < 0}

as the negative semi-disk of radius s and we denote by Vs the set Vs = Φ(Us). Let r
and δ be positive scalars such that

Ψ(x0) ∈ Ur and Ur+3δ ⊂ UΩ.

We denote the space L̃1(Us) ⊂ L1(UΩ) for s ¬ r + 3δ as the space of functions
of L1(Us) that are extended by 0 to UΩ. We define the smooth indicator function
χ̂s ∈ C1,1(UΩ) as

χ̂s =


1 in Us,( |ŷ| − s

δ
− 1
)2 (

2
|ŷ| − s
δ

+ 1
)

s < |ŷ| < s+ δ,

0 otherwise,

and we define χs ∈ C1,1(VΩ) by χs = χ̂s ◦ Ψ. The function χ ≡ χr is used in the
localisation process that is explained below (Step 1 of the proof).

Preliminary: Difference quotients. Now assume that s ¬ r + 2δ. Following the
standard strategy (see e.g. [13]) we define, for |h| < δ, the translation operator τh,

τh : L̃1(Us) −→ L̃1(Us+δ),

w(ŷ) −→ τhw(ŷ) =

{
w(ŷ + hê1) ŷ + hê1 ∈ Us,

0 otherwise.

One can easily see that τ−hτh is the identity operator in L̃1(Us) for s ¬ r+δ. Moreover,
for all w and v in L2(UΩ) ∩ L̃1(Us) we have the property

(5.9) (w, τhv)L2(UΩ) = (τ−hw, v)L2(UΩ).

The operator τh commutes with derivatives and for all w ∈ H1
0 (UΩ)∩ L̃1(Us) we have

τhw ∈ H1
0 (UΩ) ∩ L̃1(Us+δ). For 2 ¬ p ¬ ∞, we have

(5.10)
∥∥∥τh − 1

h
w
∥∥∥
Lp(UΩ)

¬ ‖w‖W 1,p(UΩ), ∀ w ∈W 1,p(UΩ) ∩ L̃1(Us).

Finally, if w ∈ L2(UΩ)∩ L̃1(Us) and, for h sufficiently small, ‖(τh − 1)w‖L2(UΩ) ¬ C h
for some C > 0 independent of h, then

(5.11)
∂w

∂ŷ1
∈ L2(UΩ) and

∥∥∥ ∂w
∂ŷ1

∥∥∥
L2(UΩ)

¬ C

with the same constant C. The definition of τh is naturally extended to vector fields
by applying the operator component-wise.

In what follows we will use the notation . to compare quantities up to a con-
stant that depends only on the domain Ω as well as on the elasticity parameters, the
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neighbourhood V , the radius r and the increment δ, but it is independent of h and r
(the source term of (5.6)). We mimic [25] and separate the proof in several steps that
we briefly describe below.

Step 1: Localisation. By algebraic manipulations we derive the equations for (χv, χq),
where χ is the smooth indicator function supported in some neighbourhood of V ≡
V (x0) for x0 ∈ ∂Ω as described in the preliminary considerations.

Step 2: Local maps. Using the mapping Φ, the equations obtained in Step 1 are
written in the domain UΩ by a simple change of variables. The transformed unknowns
v̂χ and q̂χ satisfy then a local problem of mixed type. Note that this is different from
the results provided in reference works on elliptic problems (e.g. [25]) where the local
problems are elliptic.

Step 3: Local estimate of the Lagrange multiplier difference quotients. Using
estimation techniques for mixed problem we deduce the following estimate of the
Lagrange multiplier q̂χ:

(5.12)
∥∥τh − 1

h
q̂χ
∥∥
L2(UΩ) . ‖r‖H +

∥∥τh − 1
h

v̂χ
∥∥
H1(UΩ)2 .

Step 4: Local estimate of the tangential derivatives. Continuing the analysis
of the local problem we deduce a local estimate of v̂χ from which we deduce a local
estimate of q̂χ:

(5.13)
∥∥τh − 1

h
v̂χ
∥∥
H1

0 (UΩ)2 . ‖r‖H ⇒
(5.12)

∥∥τh − 1
h

q̂χ
∥∥
L2(UΩ) . ‖r‖H.

Letting h go to 0 we use the properties of difference quotients to show that tangential
derivatives of (v̂χ, q̂χ) (i.e. derivatives with respect to ŷ1) belong to L2(UΩ) and are
bounded by ‖r‖H.

Step 5: Local estimate of the normal derivatives. Interpreting the local mixed
problem in the distributional sense, after algebraic manipulation involving the strongly
elliptic condition, we derive that the couple (v̂χ, q̂χ) has normal derivatives in L2(UΩ)
and

(5.14) ‖v̂χ‖H2(UΩ)2 + ‖∇q̂χ‖L2(UΩ)2 . ‖r‖H.

Step 6: Global estimate. First, thanks to the smoothness of the mapping Φ, we de-
duce an adequate local estimate on VΩ from (5.14). Then, we argue that the presented
approach can be extended to any point x0 in the closure of Ω – and corresponding
neighbourhood VΩ(x0) – and that there exists a finite number of neighbourhoods
VΩ(x0) that constitutes a cover of Ω. Therefore, we can show that v ∈ H2(Ω)2 and
q ∈M as well as

(5.15) ‖v‖H2(Ω)2 + ‖∇ q‖L2(Ω)2 . ‖r‖H,

thus concluding the proof.

We now give more details on each step of the proof.
Step 1: Localisation. Using the variational formulation (5.6), by direct algebraic
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Figure 1 Illustrative example of the boundary parametrisation.

computations one can show that

(5.16)

a(χv,w)− (χq,divw)L = (f
χ,0
, w)H −

2∑
k=1

(f
χ,k
,∇wk)H ∀w ∈ X ,

(divχv, z)L = (gχ, z)L ∀z ∈ L.

where gχ = ∇χ · v ∈M and the f
χ,k
∈ H for k ∈ {0, 1, 2} are given by

f
χ,0

= χr + q∇χ+
2∑
k=1

2∑
`=1

(A
k`
∇v` · ∇χ)ek, f

χ,k
=

2∑
`=1

v`Ak`∇χ, k ∈ {1, 2},

where ek is the k-th element of the canonical basis in R2. Observe that, because of
the inclusion {Ak`} ⊂ W 1,∞(Ω)2×2, the f

χ,k
for k ∈ {1, 2} belong to H1(Ω)2 and

therefore we can simplify (5.16) by writing

(f
χ,0
, w)H −

2∑
k=1

(f
χ,k
,∇wk)H = (f

χ,0
, w)H +

2∑
k=1

(div f
χ,k
, wk)H = (f

χ
, w)H

with f
χ
∈ H and ‖f

χ
‖H . ‖r‖H. Finally, observe that the support of gχ and f

χ
is

included in Vr+δ.

Step 2: Local maps. We denote by XV (respectively LV ) the subspace of functions
of X (respectively L) that vanish outside the domain VΩ. We choose w ∈ XV and
z ∈ LV and define

(5.17) ŵ(·) = w
(
RtΦ(·) + xR

)
∈ H1

0 (UΩ)2, ẑ(·) = z
(
RtΦ((·)) + xR

)
∈ L2

0(UΩ),

and we use the notation (v̂χ, q̂χ, f̂χ, ĝχ) for the functions – compactly supported in
Ur+δ – obtained using the same transformation as above, applied to (χ v, χq, f

χ
, gχ)

respectively. Then, using standard calculus it is possible to prove that for all w ∈ XV
and z ∈ LV

(5.18)

â(v̂χ, ŵ)− b̂(q̂χ, ŵ) = (f̂
χ
, ŵ)L2(UΩ)2

b̂(ẑ, v̂χ) = (ĝχ, ẑ)L2(UΩ)
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with

â(v̂, ŵ) =
2∑
k=1

2∑
`=1

∫
UΩ

Â
k`
∇v̂` · ∇ŵk dŷ, b̂(ẑ, ŵ) = (ẑ,div F−1R ŵ)L2(UΩ)

and
Â
k`

(ŷ) = F−1(ŷ) R(ŷ) A
k`

(
RtΦ(ŷ) + xR

)
Rt(ŷ) F−t(ŷ).

Since for any ŵ ∈ H1
0 (UΩ)2 (respectively ẑ ∈ L2

0(UΩ)) there exists w ∈ XV (re-
spectively z ∈ LV ) such that (5.17) holds, Eq. (5.18) is true for all test functions
(ŵ, ẑ) ∈ H1

0 (UΩ)2 × L2
0(UΩ).

Step 3: Local estimate of the Lagrange multiplier difference quotients. We
choose as a test function in (5.18)

ŵ =
τ−h − 1

h
w̃,

where w̃ ∈ H1
0 (UΩ)2 ∩ L̃1(Ur+2δ). Using the Eq. (5.9) and by classic algebraic ma-

nipulation (see also the similar computations in [13, Lemma 2.2.2.1]), it is possible to
show that

(5.19) â
(
v̂χ,

τ−h − 1
h

w̃
)

= â
(τh − 1

h
v̂χ, w̃

)
+ ã(v̂χ, w̃),

with

ã(v̂χ, w̃) =
2∑
k=1

2∑
`=1

∫
UΩ

(τh − 1
h

(
Â
k`
χ̂2r
) )
∇v̂χ,` · ∇w̃k dŷ.

Using property (5.7), the fact that the Â
k`

have uniformly bounded derivatives and
Eq. (5.10), one can show that

|ã(v̂χ, w̃)| . ‖r‖H ‖∇ w̃‖L2(UΩ)2×2 .

Similarly we have

(5.20) b
(
q̂χ,

τ−h − 1
h

w̃
)

= b
(τh − 1

h
q̂χ, w̃

)
+ b̃(q̂χ, w̃),

with
b̃(q̂χ, w̃) =

∫
UΩ

q̂χ div
[(τ−h − 1

h

(
F−1R χ̂2r

))
w̃

]
dŷ.

Thanks to Piola’s identity, divRtF−t = 0 (see [19, Section 8.1]), one can check that

∣∣b̃(q̂χ, w̃)
∣∣ =

∣∣∣∣∫
UΩ

q̂χ

(τ−h − 1
h

(
F−1R χ̂2r

))
: ∇ w̃ dŷ

∣∣∣∣ . ‖r‖H ‖∇ w̃‖L2(UΩ)2×2 .

Using (5.18), (5.19) and (5.20) we find

(5.21) b
(τh − 1

h
q̂χ, w̃

)
= −

(
f̂
χ
,
τ−h − 1

h
w̃
)
L2(UΩ)2

− b̃(q̂χ, w̃) + â
(τh − 1

h
v̂χ, w̃

)
+ ã(v̂χ, w̃).
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Observe that (τh − 1)q̂χ ∈ L2
0(Ur+2δ). Hence, from [12, Corollary 2.4] there exists

ṽ ∈ H1
0 (Ur+2δ)2 such that

(5.22) div ṽ =
τh − 1
h

q̂χ, ‖ṽ‖H1(UΩ)2 .
∥∥τh − 1

h
q̂χ
∥∥
L2(UΩ).

We choose as a test function in (5.21) the function w̃ = F R ṽ in Ur+2δ that is extended
by 0 over UΩ, so we have w̃ ∈ H1

0 (UΩ)2∩ L̃1(Ur+2δ). Since F has bounded derivatives,
using (5.22) we have

(5.23) ‖w̃‖H1(UΩ)2 . ‖ṽ‖H1(UΩ)2 .
∥∥τh − 1

h
q̂χ
∥∥
L2(UΩ).

With this choice of test function we deduce from (5.21)

b
(τh − 1

h
q̂χ, w̃

)
=
∥∥τh − 1

h
q̂χ
∥∥2
L2(UΩ) . ‖f̂χ‖L2(UΩ)2

∥∥τ−h − 1
h

w̃
∥∥
L2(UΩ)2

+
(
‖r‖H +

∥∥τh − 1
h

v̂χ
∥∥
H1(UΩ)2

)
‖w̃‖H1(UΩ)2 .

Using (5.10), the expression of f
χ
and (5.23), we obtain the estimate (5.12).

Step 4: Local estimate of the tangential derivatives. We now choose

ẑ =
τ−h − 1

h

τh − 1
h

q̂χ ∈ L2(UΩ) ∩ L̃1(Ur+2δ)

as a test function in the second equation of (5.18). Thanks to (5.20) we obtain

(5.24) b̂
(τh − 1

h
q̂χ,

τh − 1
h

v̂χ

)
+ b̃
(
q̂χ,

τh − 1
h

v̂χ

)
=
(τh − 1

h
ĝχ,

τh − 1
h

q̂χ

)
L2(UΩ)

.

Moreover, it is possible to choose

w̃ =
τh − 1
h

v̂χ ∈ L2(UΩ) ∩ L̃1(U3r)

as a test function in (5.21). Using (5.24), we get

â
(τh − 1

h
v̂χ,

τh − 1
h

v̂χ

)
=

(
f̂
χ
,
τ−h − 1

h

τh − 1
h

v̂χ

)
L2(UΩ)2

+
(τh − 1

h
ĝχ,

τh − 1
h

q̂χ

)
L2(UΩ)

− ã
(
v̂χ,

τh − 1
h

v̂χ

)
.

Thanks to Proposition (5.6), Gårding’s inequality can be used. We obtain the estimate

∥∥τh − 1
h

v̂χ
∥∥2
H1

0 (UΩ)2 . ‖f̂
χ
‖L2(UΩ)2

∥∥τ−h − 1
h

τh − 1
h

v̂χ
∥∥
L2(UΩ)2

+
∥∥τh − 1

h
ĝχ
∥∥ (‖r‖H +

∥∥τh − 1
h

v̂χ
∥∥
H1(UΩ)2

)

+
∥∥v̂χ∥∥H1

0 (UΩ)2

∥∥τh − 1
h

v̂χ
∥∥
H1

0 (UΩ)2 +
∥∥τh − 1

h
v̂χ
∥∥2
L2(UΩ)2 .
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Using (5.7) and (5.10), the estimation of f̂
χ
, the property that ĝχ belongs to H1(UΩ)

and Young’s inequality, one can show that (5.13) holds. This implies, at the limit as
h goes to 0 and thanks to (5.11),

∂v̂χ
∂ŷ1
∈ H1

0 (UΩ)2,
∂q̂χ
∂ŷ1
∈ L2(UΩ) and

∥∥∥∂v̂χ
∂ŷ1

∥∥∥
H1

0 (UΩ)2
+
∥∥∥∂q̂χ
∂ŷ1

∥∥∥
L2(UΩ)

. ‖r‖H.

Step 5: Local Estimate of the normal derivatives. We define the matrix field
Â and the vector field b̂ as follows:

Â ek · e` = Â
k`
e2 · e2, b̂ · e` = RtF−t e2 · e`.

Interpreting (5.18) in the distributional sense one can show that Â b̂

b̂
t

0

 ∂

∂ŷ2

 ∂v̂χ
∂ŷ2
q̂χ

 =

(
f̃
χ

g̃χ

)
with ‖f̃

χ
‖L2(UΩ)2 + ‖g̃χ‖L2(UΩ) . ‖r‖H.

Since the strong elliptic condition is satisfied, Â is invertible (with an inverse uniformly
bounded in ŷ). Consequently, one can see by a Schur complement technique that we
have

(5.25) b̂
t
Â
−1
b̂
∂q̂χ
∂ŷ2

= b̂
t
Â
−1
f̃
χ
− g̃χ.

Moreover, 1 . |b̂|2 . |b̂
t
Â
−1
b̂| almost everywhere in UΩ. Therefore one can show,

together with the results of Step 4, that qχ belongs to H1(UΩ) and

‖∇q̂χ‖L2(UΩ)2 . ‖r‖H.

Using again (5.25), one can show that v̂χ ∈ H2(UΩ)2 and (5.14) can be deduced.

Step 6: Global estimate. We have proved that

‖v ◦ Φ‖H2(Ur)2 + ‖∇(q ◦ Φ)‖L2(Ur)2 . ‖r‖H.

This implies, since Φ ∈ C1,1(U) (in particular it has bounded second-order deriva-
tives),

(5.26) ‖v‖H2(Vr) + ‖∇ q‖L2(Vr) . ‖r‖H.

Repeating Step 1-5 for any x0 ∈ Ω, it is possible to show that (5.26) holds for a
neighbourhood V (x0) of any x0 in the closure of Ω. Since the domain Ω is bounded
in R2, there exists a finite cover of Ω such that (5.26) holds and therefore one can
deduce the global estimate (5.15).
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