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Abstract. Matrix grammars are one of the first approaches ever pro-
posed in regulated rewriting, prescribing that rules have to be applied in
a certain order. Typical descriptional complexity measures incorporate
the number of nonterminals or the length, i.e., the number of rules per
matrix. In simple semi-conditional (SSC) grammars, the derivations are
controlled by a permitting string or by a forbidden string associated to
each rule. The maximum length i of permitting strings and the maximum
length j of forbidden strings are called the degree of such grammars. Ma-
trix SSC grammars (MSSC) put matrix grammar control on SSC rules.
We consider the computational completeness of MSSC grammars with
degrees (2, 1), (2, 0) and (3, 0). The results are important in the following
aspects. (i) With permitting strings alone, it is unknown if SSC gram-
mars are computational complete, while MSSC grammars describe RE
even with severe further restrictions on their descriptional complexity.
(ii) Matrix grammars with appearance checking with three nonterminals
are computationally complete; however, the length is unbounded. With
our constructions for MSSC grammars, we can even bound the length.

Keywords: simple semi-conditional grammars ·matrix grammars · com-
putational completeness ·Geffert normal forms · descriptional complexity

1 Introduction

Matrix grammars (introduced by S. Ábrahám [1]) are regulated grammars in
which rules are grouped into finite sequences called matrices. When a matrix is
chosen to be applied, all rules in the sequence are applied in the given order.
In semi-conditional (SC) grammars (introduced by Gh. Păun [15]), each rule is
associated with two strings called the permitting string and the forbidden string.
A rule can be applied to a sentential form w only if w contains the permitting
string and does not contain the forbidden string as a subword. If both these
control strings (permitting and forbidden) are absent in a rule, then the rule is
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called unconditional ; otherwise, the rule is termed conditional. The most inter-
esting case is when the involved rewriting rules are context-free ; we will focus
on this case in the following. Clearly, these are the rules which are responsible
for a SC grammar to characterize the class of recursively enumerable languages,
henceforth denoted RE [11,13,16]. With semi-conditional grammars, two variants
are of special interest: (i) simple semi-conditional grammars (denoted as SSCG)
in which at most either the permitting string or the forbidden string is present
for each rule, see [11]; (ii) permitting grammars in which the forbidden string is
absent for every rule, see [6]. Key observations in these domains include:

– Matrix grammars with appearance checking, having three nonterminals, are
computationally complete, i.e., they characterize RE [3]. However, the lengths
of the matrices are unbounded. It is not clear how to restrict the length while
still bounding the number of nonterminals. It is known that matrix grammars
without appearance checking are not computationally complete; see [9].

– The generative power of permitting grammars with no erasing rules is strictly
included in the class of context-sensitive languages; refer to [6]. It is open if
permitting grammars with erasing context-free rules describe RE.

– Results on the computational completeness of simple semi-conditional gram-
mars are tabulated in Figure 1(a). It is unknown, for example, if five non-
terminals or five conditional rules suffice to describe RE.

– Matrix simple semi-conditional (MSSC) grammars, matrix controlled gram-
mars with SSC rules (introduced in [12]) have been known to characterize RE
while limiting several descriptional complexity measures at the same time.
These devices are in the focus of our paper.

The results of the paper are tabulated in Figure 1(b), including results from [12].
Our results clearly improve on the previously published ones. The many results
we obtained can be viewed as trade-off results between different measures of
descriptional complexity. We highlight the record-holders of single measures by
putting them in bold-face in the table.

2 Preliminaries and Definitions

In this paper, it is assumed that the reader is familiar with the fundamentals
of language theory and mathematics in general. Let Σ∗ denote the free monoid
generated by a finite set Σ called the alphabet under an operation termed con-
catenation. Any element of Σ∗ is called a word or string (over Σ), while the
empty word λ is the unit of Σ∗. Any subset of Σ∗ is called a language. A word v
is a subword (or substring) of x ∈ Σ∗ if there are words u,w such that x = uvw.
Let sub(x) ⊆ Σ∗ denote the set of all subwords of x ∈ Σ∗. Clearly, sub(x) is a
finite language. Given a word w ∈ Σ∗, |w| represents the length of w. Recall that
a type-0 grammar can be specified by a quadruple G = (N,T, S, P ), where N is
the nonterminal alphabet, T is the terminal alphabet, S ∈ N is the start symbol
and P is a finite set of re-write rules of the form x → y, with x, y ∈ (N ∪ T )∗.
Type-0 grammars characterize the class RE of recursively enumerable languages.
Rule x→ y is context-free if x ∈ N .
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Degree #NT #CR Ref.

(2, 1) 13 12 [13]
(2, 1) 12 10 [16]
(2, 1) 10 9 [10]
(2, 1) 9 8 [4]
(3, 1) 11 8 [16]
(3, 1) 9 8 [14]
(3, 1) 7 7 [4]
(4, 1) 7 6 [4]
(4, 1) 6 8 [4]

(a) Descriptional complex-
ity measures of SSC gram-
mars describing RE

Degree #NT #CR #MAT LEN Ref.

(2, 1) 6 6 2 4 [12]
(3, 1) 7 4 1 6 [12]
(2, 1) 6 4 2 2 Thm. 1
(2, 1) 6 3 2 3 Thm. 2
(2, 1) 6 3 1 4 Thm. 3
(2, 1) 5 4 1 4 Thm. 5
(2, 1) 5 3 3 2 Thm. 7
(2, 0) 6 2 1 5 Thm. 4
(2, 0) 5 3 1 5 Thm. 6
(2, 0) 5 5 3 2 Thm. 8
(2, 0) 5 2 2 4 Thm. 9
(2, 0) 4 6 2 7 Thm. 13
(3, 0) 4 5 3 3 Thm. 10
(3, 0) 4 7 4 2 Thm. 11
(3, 0) 4 3 2 5 Thm. 12

(b) Descriptional complexity measures of
MSSC grammars describing RE

Fig. 1. Summary of computational completeness results for SSC and MSSC grammars;
#NT, #CR and #MAT denote the number of nonterminals, the number of conditional
rules, and the number of conditional matrices, respectively. LEN gives an upper bound
on the lengths of matrices.

2.1 Matrix (and) Semi-conditional Grammars

Matrix and Semi-conditional grammars have been introduced within the area of
regulated rewriting [2,15], mostly to enhance the power of context-free grammars
beyond context-free languages. Matrix control allows to express that some rules
have to be applied in a certain order, while semi-conditional control attaches
permitting and forbidden strings to rules that confine the applicability of these
rules. In the special case of simple semi-conditional grammars [11], only either
permitting or forbidden strings may be present.

A matrix simple semi-conditional grammar (MSSC grammar for short) com-
bines simple semi-conditional grammars and matrix grammars [12].

Definition 1. An MSSC grammar is a quadruple G = (N,T, S,M), where N,T
and S have the same meaning as in a type-0 grammar and M is a finite set of
sequences (called matrices) of the form

m = [(A1 → x1, P1, F1), . . . , (A` → x`, P`, F`)] , (1)

where ` ≥ 1, Ak ∈ N , xk ∈ (N ∪ T )∗, Pk, Fk ∈ (N ∪ T )+ ∪ {0} such that
Pk = 0 or Fk = 0 for each 1 ≤ k ≤ `. The strings Pk and Fk above are called
the permitting and forbidding conditions, respectively; 0 is a special symbol,
0 6∈ N ∪ T . If Pk = Fk = 0, then rule (A → xk, Pk, Fk) is called unconditional;
otherwise, it is called conditional. Let cm denote the number of conditional rules
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in matrix m from (1). We call matrix m conditional if cm ≥ 1 and unconditional
if cm = 0. Moreover, m is called a multi-production matrix if ` ≥ 2 and is called
a single-production matrix if ` = 1. Number `m := ` is termed the length of m.

Reconsider m from (1). Let α0, α` ∈ (N∪T )∗. Then, α0 ⇒m α` holds if there
are strings α1, . . . , α`−1 ∈ (N ∪ T )∗ such that, for all k = 1, . . . , `, if Pk 6= 0,
then Pk ∈ sub(αk−1), and if Fk 6= 0, then Fk /∈ sub(αk−1), and furthermore,
αk−1 = α′k−1Akα

′′
k−1 and αk = α′k−1xkα

′′
k−1. Define ⇒G=

⋃
m∈M ⇒m. Now,

L(G) = {w | S ⇒∗G w ∧ w ∈ T ∗} is the language described by G.

Observe that all conditions have to be met to successfully apply a matrix to
a string; otherwise, the derivation does not succeed. More classical matrix gram-
mars (without appearance checking) can be viewed as MSSC grammars where
all matrices are unconditional. Likewise, simple semi-conditional grammars (ab-
breviated as SSC(G)) correspond to MSSC grammars where all matrices have
length one. We now define six measures on the descriptional complexity of MSCC
grammars that are crucial for our further studies.

Definition 2. An MSSC grammar G = (N,T, S,M) is of size (i, j;n; c, p, l), if
in every rule (A→ x, α, β) of a matrix m ∈M , we have

– |α| ≤ i and |β| ≤ j, (the pair (i, j) is also called the degree of G);4
– |N | ≤ n (an upper bound on the number of nonterminals);
–

∑
m∈M

cm ≤ c (bounding the total number of conditional rules in G);

– |{m ∈ M | `m > 1}| ≤ p (upper-bounding the number of multi-production
matrices in G);

– max{`m | m ∈M} ≤ l (bounding the matrix lengths in G).

We denote by MSSC(i, j;n; c, p, l) the family of languages generated by MSSC
grammars of size (i, j;n; c, p, l). If the forbidding conditions are absent in every
rule ofM , then the degree of the system is (i, 0) and is denoted as matrix permit-
ting grammar (or MP grammar for short). For brevity, we simplify the notation
(A → x, α, 0) to (A → x, α) and (A → x, 0, 0) to (A → x). For MP gram-
mars, we abbreviate for the corresponding classes of languages MP(i;n; c, p, l) =
MSSC(i, 0;n; c, p, l). If l = 1, then p = 0, and (as noticed above), we rather face
SSC grammars, so that we could write MSSC(i, j;n; c, 0, 1) = SSC(i, j;n, c).

2.2 Geffert Normal Forms

In [8], quite a number of normal forms for type-0 grammars have been derived.
They all differ by the number of nonterminals that are used and also by the
number of non-context-free rules. We will hence speak of (n, r)-GNF to refer to a
Geffert normal form with n nonterminals and r non-context-free rules. However,
all these normal forms characterize the class of recursively enumerable languages,
or RE languages for short. The best known normal form is the (5, 2)-GNF with
nonterminals S (start symbol) and A,B,C,D that uses context-free rules with
4 Here, the convention |0| = 0 applies.
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S as its left-hand side in its first phase; after using the context-free rules, in a
second phase non-context-free erasing rules AB → λ and CD → λ are applied to
finally derive a string t ∈ T ∗. Hence, the derivation in a grammar in (5, 2)-GNF
proceeds in two phases, where the first phase splits into two stages. In phase one,
stage one, rules of the form S → uSa are used, with u ∈ {A,C}∗, a ∈ T . In stage
two, rules of the form S → uSv are used, with u ∈ {A,C}∗ and v ∈ {B,D}∗.
It is also shown in [7] that any attempt to mix the applications of rules of these
two types cannot yield to a terminal string in view of the chosen encodings.
Also, rules of the form S → uv are available that prepare the transition into
phase two, where (i.e., in phase two) the erasing non-context-free rules are used
exclusively. The normal form variations we discuss next are always derived from
(5, 2)-GNF by applying morphisms to all context-free rules, where in particular
S 7→ S maintains the start symbol, so that in particular the rules involving
the start symbol keep up the same form as with (5, 2)-GNF, without further
mentioning this below.

GNF with 4 nonterminals We now discuss another normal form of type-0
grammars due to Geffert [8]. We then list some important properties of this
normal form that are discussed and proved in [4,5]. These follow from the con-
structions of the normal form and well-known properties of (5, 2)-GNF.

The normal form (4, 1)-GNF is obtained from (5, 2)-GNF normal form (using
nonterminals S,A,B,C,D) by applying the morphism A 7→ AB, B 7→ C, C 7→ A
and D 7→ BC to all context-free rules. Moreover, we add one non-context-free
erasing rule ABC → λ. This means that the following properties hold:

Proposition 1. [5] The following properties hold for (4, 1)-GNF grammars:

1. If S ⇒∗ w, then w ∈ {A,AB}∗{S, λ}{BC,C}∗(T ({BC,C} ∪ T )∗ ∪ {λ}).
2. If S ⇒∗ w, then sub(w) ∩ ({BBB} ∪ {C}{B}∗{A}) = ∅.
3. If S ⇒∗ w, with w = w′t, where w′ ∈ {A,AB}+{BC,C}+, t ∈ (T ({BC,C}∪

T )∗∪{λ}), then w′ contains exactly one occurrence from {ABC,AC,ABBC}
as a substring. We refer to this substring as the central part of w.
Only with ABC as central part, possibly w′ ⇒∗ λ as intended in a derivation
that yields a terminal string. If AC or ABBC occur as a central part of the
string, then it will not derive to a terminal string.

4. If S ⇒∗ w, with w = w′t, where w′ ∈ {A,AB}+ ∪ {BC,C}+ and t ∈
(T ({BC,C} ∪ T )∗ ∪ {λ}), then w does not derive any terminal string.

5. Again, the derivation proceeds in two phases, the first one is split into two
stages. Only in phase two (where non-context-free erasing rules are applied),
a central part will appear.

The normal form (4, 2)-GNF is obtained from (5, 2)-GNF (using nontermi-
nals S,A,B,C,D) by applying the morphism A 7→ CAA, B 7→ BBC, C 7→
CA and D 7→ BC to all context-free rules. Moreover, the two non-context-
free erasing rules AB → λ and CC → λ are added. Then if S ⇒∗ w, then
w ∈ {CA,CAA}∗{S, λ}{BC,BBC}∗(T ({BC,BBC} ∪ T )∗ ∪ {λ}).
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Remark 1. Though the central part is either AB or CC, unwanted strings like
AC or CB can appear in the center; the derivation is stuck in these cases. Similar
properties as stated in the previous proposition can be derived for (4, 2)-GNF.

GNF with 3 nonterminals In [8], it was also proved that every RE language
is generated by a type-0 grammar with three nonterminals only. The context-
free rules of this (3, 1)-GNF normal form (where N = {S,A,B}) are obtained
from (5, 2)-GNF by applying the morphism A 7→ AB, B 7→ BBA, C 7→ ABB
and D 7→ BA. The only non-context-free rule is ABBBA → λ. It is sometimes
more practical to work with the two non-context-free erasing rule BBB → λ
and AA→ λ instead, leading to a grammar in (3, 2)-GNF.

Remark 2. The central part for (3, 1)-GNF or (3, 2)-GNF is either BBB or AA,
but unwanted strings like ABBA or ABBBBA are possible in the center.

3 Computational completeness of MSSC grammars

In the proofs, we are making use of several variations of Geffert normal form as
discussed above, starting with (4, 1)-GNF.

Theorem 1. MSSC(2, 1; 6; 4, 2, 2) = RE.

Proof. Let L ∈ RE be generated by a grammar in (4, 1)-GNF of the form G =
(N,T, P ∪ {ABC → λ}, S) such that P contains only context-free productions
and N = {S,A,B,C} (see Prop. 1). Next, we define the MSSC grammar G′ =
(N ′, T, P ′ ∪P ′′, S), where N ′ = N ∪ {A′, C ′} (assuming that {A′, C ′} ∩N = ∅),
P ′ contains (single-production) matrices of the form [(S → α, 0, 0)] whenever
S → α ∈ P and P ′′ contains the following two (multi-production) matrices plus
the (single-production) matrix m3 = [(C ′ → λ, 0, A′)]:

m1 = [(A→ A′, 0, C ′), (C → C ′)] ,
m2 = [(B → λ,A′B), (A′ → λ,A′C ′)] .

We now show that L(G′) = L(G).
First, it is clear that context-free rules like S → α ∈ P can be easily simulated

by single-production matrices of the form [(S → α, 0, 0)] and vice versa. In fact,
it could be that m1 is applied in-between applying matrices [(S → α, 0, 0)], but
then only matrices [(S → α, 0, 0)] can apply until switching to Phase two, where
m2 might follow, which is discussed in detail next, assuming that m1 would have
been applied last, not changing the resulting sentential form.

According to Prop. 1, then (after Phase one of the GNF grammar), ignoring
boundary cases, we face a string of the form αξβt, where α ∈ {A,AB}∗, ξ ∈
{ABC,AC,ABBC}, β ∈ {B,BC}∗ and t ∈ T ({B,BC} ∪ T )∗ ∪ {λ}. Assume
that ξ = ABC, i.e., we are still in the situation that (in case t ∈ T ∗) αξβt
might derive a terminal string in G. Applying ABC → λ in G, we could arrive



Matrix Regulated Rewriting Grammars 7

at αβt. This can be simulated by αξβt ⇒m1 αA
′BC ′βt ⇒m2 αC

′βt ⇒m3 αβt .
By induction, this shows that L(G) ⊆ L(G′).

We are now finishing the proof of the converse direction L(G) ⊇ L(G′) by
explaining the decisive induction step, starting out with some αξβt (as above)
that is derivable both in G and in G′. If αξβt is the current sentential form
in G′ with ξ = ABC, then clearly only m1 applies (due to the absence of primed
symbols). This means that any occurrence of A (which must be in αξ) and any
occurrence of C (from ξβt) is turned into the primed counterparts. Now, the
presence of A′ and C ′ prevents applying m1 or m3, forcing us into applying
matrix m2 next. Now, the context checks become important. Both rules check
for the presence of a certain symbol to the right of A′. As both checked symbols
are different and there is only one occurrence of A′ in the sentential form, the
first rule in m2 must remove the occurrence of B to the right of A′. Moreover,
to the right of that occurrence of B, C ′ must occur in the sentential form, which
enforces that in fact the A occurring in ξ must have been turned into A′ when
applying m1, and likewise the C occurring in ξ must have been turned into C ′
before. In other words, we know that αABCβt ⇒m1 αA

′BC ′βt ⇒m2 αC
′βt.

Due to the presence of C ′ and the absence of A′, m3 is the only applicable rule,
leading to αβt as intended.

However, there are also situations to study where we know that within G,
there will be no terminal string derivable at all, while this might happen within
the simulated grammar G′.
Case 1. Consider the sentential form αACβt. Now, we could apply m1, turning
one occurrence of A within αA into A′ and one occurrence of C within Cβt into
C ′. Now, m2 is the only applicable rule. In order to apply the first rule in m2,
B must have been sitting to the right of the A-occurrence that we have replaced
when applying m1, but this means that now we find A′ within the part of the
word previously called α, where no C- or C ′-occurrences are to be found, which
would be necessary to apply the second rule of m2. In a sense, the A-occurrence
in the central part AC serves as a barrier between the possible substrings AB
within α and the C-ocurrences to match with. Hence, the derivation gets stuck.
Case 2. Consider the sentential form αABBCβt. Now, again m1 is the only
applicable matrix. Turning one occurrence of A within αA into A′ and one
occurrence of C within Cβt into C ′. With a similar argument as in the previous
case, one sees that not both rules of the only applicable matrixm2 can be applied
in sequence. Here, the second B-occurrence in the central part ABBC serves as
a barrier between the possible substrings AB within αAB and the C-ocurrences
to match with.
Case 3. Boundary cases. This concerns situations where there is no central part
available at all. In particular, this means that we are facing sentential forms like
αt or βt with α ∈ {A,AB}∗, β ∈ {B,BC}∗ and t ∈ T ({B,BC}∪T )∗∪{λ}. Now,
either none of the matrices apply, or m1 might apply but then the derivation is
stuck, because the permitting context A′C ′ in m2 cannot be met.

In summary, we have shown that whenever starting with a string w that is
derivable both in G′ and in G, with G′, we will be forced to produce a string that
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is also derivable in G, which proves that L(G) ⊇ L(G′), so that together with
our previous considerations, we have shown that L(G) = L(G′) as claimed. ut

Notice that in the proof of the preceding theorem, we showed that after
applying m2, we were forced to apply m3. So, the idea of simply appending m3
to m2 would work, giving a sort of trade-off result in terms of parameters. As
the only purpose of the context check in the rule of m3 was to guarantee that
m3 is not applied in another situation, we can furthermore omit context checks
in the appended rule C ′ → λ. Hence, otherwise following the same reasoning as
before, the two (multi-production) matrices

m1 = [(A→ A′, 0, A′), (C → C ′)] ,
m2 = [(B → λ,A′B), (A′ → λ,A′C ′), (C ′ → λ)]

provide the simulation of the non-context-free rule ABC → λ of a type-0 gram-
mar G in (4, 1)-GNF. This shows the following result.

Theorem 2. MSSC(2, 1; 6; 3, 2, 3) = RE. ut

With a similar intuition, one could observe that an application of matrix m1
should be always followed by an application of m2. By tuning a bit on the roles
of A′ and C ′, we propose the multi-production matrix

m = [(A→ A′, 0, A′), (C → C ′), (B → λ,A′B), (C ′ → λ,A′C ′)]

to work together with the one-production matrix [(A′ → λ, 0, 0)] in order to
simulate the non-context-free rule ABC → λ. This can be worked out to prove:

Theorem 3. MSSC(2, 1; 6; 3, 1, 4) = RE. ut
Working out further the idea of merging matrices of Theorem 1, as m1, m2 and
m3 must be applied in order, one can observe that the forbidden context checks
become obsolete, leading us to use the following (multi-production) matrix

m = [(A→ A′), (C → C ′), (B → λ,A′B), (A′ → λ,A′C ′), (C ′ → λ)]

to simulate the non-context-free rule ABC → λ. This idea yields the following.

Theorem 4. MSSC(2, 0; 6; 2, 1, 5) = MP(2; 6; 2, 1, 5) = RE. ut
So far, we derived our results starting off from (4, 1)-GNF. We needed two

more nonterminals in order to uniquely mark the boundaries of the central part
of the sentential form. We are first trying to reduce the number of nonterminals
at the expense of more conditional rules. To this end, we continue discussing our
previous constructions, in particular, those based on the proof of Theorem 1.
Observe that an application of matrix m1 should be always followed by an ap-
plication of m2. By merging the roles of A′ and C ′ within #, we propose the
multi-production matrix

m = [(A→ #, 0,#), (B → λ,#B, 0), (C → #,#C, 0), (#→ λ,##, 0)]

to work together with the one-production matrix [(# → λ, 0, 0)] in order to
simulate the non-context-free rule ABC → λ. This idea can be worked out to
prove the following result.
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Theorem 5. MSSC(2, 1; 5; 4, 1, 4) = RE. ut

Combining the ideas leading to the previous two theorems, we would again
combine everything within one long matrix, now having the possibility to remove
all forbidden context checks. This leads us to the following result, based on

m = [(A→ #), (B → λ,#B), (C → #,#C), (#→ λ,##), (#→ λ)].

Theorem 6. MSSC(2, 0; 5; 3, 1, 5) = MP(2; 5; 3, 1, 5) = RE.

In order to aim at the use of fewer nonterminals (but possibly with more
small-length matrices), we turn to another GNF, namely, to (4, 2)-GNF, which
we are going to use in the following, trading off the number of conditional rules
with avoiding forbidden strings.

Theorem 7. MSSC(2, 1; 5; 3, 3, 2) = RE.

Proof. Let L ∈ RE be generated by a grammar in (4, 2)-GNF of the form
G = (N,T, P ∪ {AB → λ,CC → λ}, S) such that P contains only context-
free productions and N = {S,A,B,C} (see Rem. 1). Next, we define the MSSC
grammar G′ = (V , T, P ′ ∪P ′′, S), where N ′ = N ∪{#} (assuming that # 6∈ N),
P ′ contains (single-production) matrices of the form [(S → α, 0, 0)] whenever
S → α ∈ P and P ′′ contains the three (multi-production) matrices:

m1 = [(A→ #, 0,#), (B → #)] ,
m2 = [(C → #, 0,#), (C → #)] ,
m3 = [(#→ λ,##, 0), (#→ λ)] .

We can show L(G′) = L(G) by an inductive argument. ut

Theorem 8. MSSC(2, 0; 5; 5, 3, 2) = MP(2; 5; 5, 3, 2) = RE.

Proof. Let L ∈ RE be generated by a grammar in (4, 2)-GNF of the form
G = (N,T, P ∪ {AB → λ,CC → λ}, S) such that P contains only context-
free productions and N = {S,A,B,C} (see Rem. 1). Next, we define the MSSC
grammar G′ = (N,T, P ′∪P ′′, S), where N ′ = N ∪{#} (assuming that # /∈ N),
P ′ contains (single-production) matrices of the form [(S → α, 0)] whenever
S → α ∈ P and P ′′ contains the three (multi-production) matrices:

m1 = [(A→ #, AB), (B → #,#B)]
m2 = [(C → #, CC), (C → #,#C)]
m3 = [(#→ λ,##), (#→ λ)].

We can show L(G′) = L(G) by an inductive argument. ut

Observe that in a correct simulation in Theorem 8, m1 must be followed by
m3 and m2 must be followed by m3, as well. Hence, by appending m3 to m1
and to m2, we can obtain another computational completeness result with less
but longer matrices, omitting the context conditions in the matrices m1 and m2
from the proof of Theorem 8.
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Theorem 9. MSSC(2, 0; 5; 2, 2, 4) = MP(2; 5; 2, 2, 4) = RE. ut

In order to further lower the number of nonterminals that we have to use,
we are moving on to GNFs that are more parsimonious in this respect, i.e., to
(3, 2)-GNF or (equivalently) to (3, 1)-GNF.

Theorem 10. MSSC(3, 0; 4; 5, 3, 3) = MP(3; 4; 5, 3, 3) = RE.

Proof. Let L ∈ RE be generated by a grammar in (3, 2)-GNF of the form G =
(N,T, P ∪ {AA → λ,BBB → λ}, S) such that P contains only context-free
productions and N = {S,A,B}. We define the MSSC grammar G = (N,T, P ′ ∪
P ′′, S), where N ′ = N ∪ {#} (assuming that # /∈ N), P ′ contains (single-
production) matrices of the form [(S → α, 0)] whenever S → α ∈ P and P ′′

contains the following three matrices with five conditional rules:

m1 = [(B → #, BBB), (B → #, 0), (B → #,#B#)]
m2 = [(A→ ##, AA), (A→ ##, 0), (#→ λ,###)]
m3 = [(#→ λ,###), (#→ λ, 0), (#→ λ, 0)].

The intended simulation of αABBBAβt⇒G αβt works as follows.

αABBBAβt⇒m1 αA###Aβt⇒m3 αAAβt⇒m2 α###βt⇒m3 αβt .

Again, we have to prove that L(G) = L(G′) by an inductive argument based
on some case analysis. ut

Can we somehow shorten the matrices involved in the previous construction?
What somehow comes to mind that the matrix dealing with A are stronger than
those dealing with B in the sense of being more deterministic. As the non-
determinism observed with the matrix m1 dealing with BBB is not a crucial
drawback, one could use m2′ = [(A→ #, AA), (A→ ##,#A)] instead. Check-
ing cases one sees that this does not create any additional problems indeed. We
can also try to use ## instead of ### for marking purposes, which would allow
us to shorten the length of m3 as well. Still, we have to split the matrix dealing
with BBB, which is done as follows (at the cost of additional context checks):

m0 = [(B → #, BBB), (B → #, BB#)] ,
m1 = [(B → #,#B#), (#→ λ,###)] ,
m2 = [(A→ #, AA), (A→ #,#A)] ,
m3 = [(#→ λ,##), (#→ λ)] .

We explain the necessity of these context checks by one example: If we omitted
the BBB check in the first rule of m1, we might enter the matrix not having
BBB as the central part, but without the BB# context of the second rule, it
might be that we had replaced two occurrences of B’s that are both not within
BBB, so that we could re-apply m0, or possibly also directly apply m3. Also
observe that with the proposed version, the shortcut of applyingm3 immediately
afterm0 would lead to no continuation, because the central part would have been
successfully destroyed, so that from now on no other matrix is applicable. Based
on this construction, one can show (analogously to the previous case):
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Theorem 11. MSSC(3, 0; 4; 7, 4, 2) = MP(3; 4; 7, 4, 2) = RE. ut

We are now going to follow the strategy again to merge some of the matrices.
Also, we could be more parsimonous with checking contexts in this case. This
leads us to the following matrices simulating the non-context-free rules:

m1 = [(B → #, 0), (B → #, 0), (B → λ,#B#), (#→ λ,##), (#→ λ, 0)] ,
m2 = [(A→ #, 0), (A→ #, 0), (#→ λ,##), (#→ λ, 0)] .

These two matrices with three conditional rules form the basis of the following.

Theorem 12. MSSC(3, 0; 4; 3, 2, 5) = MP(3; 4; 3, 2, 5) = RE. ut

Alternatively, we could use more conditional rules and longer matrices (but
smaller degrees) with the following matrix m1′ replacing m1 above: m1′ =
[(B → #, 0), (B → #,#B), (# → #, B#), (# → #, A#), (B → λ,#A), (# →
λ,##), (# → λ, 0)]. Observe that if we have a string w ∈ {A,B,#}∗ with
two #-occurrences and moreover {#A,#B,A#, B#} ⊆ sub(w), then either
A#B and B#A or both A#A and B#B are substrings of w. Now if some B
is deleted to produce w′, so that afterwards ## is a substring of w′, then only
A#B#A ∈ sub(w) follows. This implies that BBB → λ is correctly simulated.

Theorem 13. MSSC(2, 0; 4; 6, 2, 7) = MP(2; 4; 6, 2, 7) = RE. ut

4 Conclusions and discussions

We have tried to describe the frontier of computational completeness for MSSC
grammars, obtaining quite a lot of trade-off results between the six descriptional
complexity measures that we studied. The natural question is if our bounds can
be further improved or if there are more trade-off results than already presented.
We are currently working on the idea of re-using the start nonterminal within
matrices.

Conversely, it would be also good to know which descriptional complexity
restrictions lead to language classes smaller than RE. For instance, we believe
that, irrespectively of the size of the other parameters, one nonterminal is in-
sufficient to describe all of RE. This can be seen by inspecting the proof of the
corresponding result for graph-controlled grammars in [3, Theorem 15].

However, whether or not two or three nonterminals might suffice is open.
Let us finally sketch the difficulties that we face when trying to use previous
results on matrix languages in particular. In the proof of [3, Corollary 6], show-
ing that three nonterminals {A,B,C} suffice to generate any RE-language by
using context-free matrix grammars with appearance checking, the appearance
checks have been performed on rules X → Cg (for some large number g encod-
ing failure). Picking some nonterminal Y 6= X, this check could be simulated
by an SSC rule (Y → Y, 0, X). This bounds the degree to (0, 1), as no permit-
ting string checks are ever needed, and the nonterminals to three, yet, all other
interesting parameters are unbounded. In particular, the matrix length is a clas-
sical parameter in matrix grammars, so that this observation might revive some
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interest in the descriptional complexity of more classical rewriting systems (as
matrix grammars), as there are still open problems in that area. For instance,
it is also still unknown if context-free matrix grammars with two nonterminals
only describe RE.
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