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Abstract. It cannot be decided whether a pushdown automaton accepts
using constant pushdown height, with respect to the input length, or not.
Furthermore, in the case of acceptance in constant height, the height
cannot be bounded by any recursive function in the size of the description
of the machine. In contrast, in the restricted case of pushdown automata
over a one-letter input alphabet, i.e., unary pushdown automata, the
above property becomes decidable. Moreover, if the height is bounded
by a constant in the input length, then it is at most exponential with
respect to the size of the description of the pushdown automaton. This
bound cannot be reduced. Finally, if a unary pushdown automaton uses
nonconstant height to accept, then the height should grow at least as the
logarithm of the input length. This bound is optimal.

1 Introduction

The investigation of computational devices working with a limited amount of
resources is a classical topic in automata theory. It is well known that by lim-
iting the memory size of a device by some constant, the computational power
of the resulting model cannot exceed that of finite automata. For instance, if
we consider pushdown automata in which the maximum height of the push-
down is limited by some constant, the resulting devices, called constant-height
pushdown automata, can recognize only regular languages. Despite their lim-
ited computational power, constant-height pushdown automata are interesting
since they allow more succinct representations of regular languages than finite
automata [5]. A natural generative counterpart of these devices are non-self-
embedding context-free grammars, roughly context-free grammars without “true”
recursion [4], which have been recently showed to be polynomially related in size
to constant-height pushdown automata [7].

In this paper, we focus on standard pushdown automata, namely with an
unrestricted pushdown store, that, however, are able to accept their inputs by
making use only of a constant amount of the pushdown store. More precisely,
we say that a pushdown automaton M accepts in constant height h, for some
given h, if for each word in the language accepted byM there exists one accepting
computation in which the maximum height reached by the store is bounded
by h. Notice that this does not prevent the existence of accepting or rejecting
computations using an unbounded pushdown height.



It is a simple observation that a pushdown automaton M accepting in con-
stant height h can be converted into an equivalent constant-height pushdown
automaton: in any configuration it is enough to keep track of the current height
in order to stop and reject when a computation tries to exceed the height limit.
The description of the resulting constant-height pushdown automaton has size
polynomial in h and in the size of the description of M.

While studying these size relationships, we tried to understand how large
can h be with respect to the size of the description of M. We discovered that h
can be arbitrarily large. Indeed, in the first part of the paper we prove that there
is no recursive function bounding the maximal height reached by the pushdown
store in a pushdown automaton accepting in constant height, with respect to
the size of its description. We also prove that it cannot be decided if a pushdown
automaton accepts in constant height.

In the second part of the paper we restrict the attention to the case of push-
down automata with a one-letter input alphabet, namely unary pushdown au-
tomata. By studying the structure of the computations of these devices, we are
able to prove that, in contrast to the general case, it can be decided whether or
not they accept in constant height. Furthermore, we also prove that if a unary
pushdown automatonM accepts in height h, constant with respect to the input
length, then h can be bounded by an exponential function in the size of M. By
presenting a suitable family of pushdown automata, we show that this bound
cannot be reduced.

In the final part of the paper, we consider pushdown automata that accept
using height which is not constant in the input length. Our aim is to investigate
how the pushdown height grows. In particular, we want to know if there exists
a minimum growth of the pushdown height, with respect to the length of the
input, when it is not constant. The answer to this question is already known and
it derives from results on Turing machines: the height of the store should grow at
least as a double logarithmic function [1]. This lower bound cannot be increased,
because a matching upper bound recently obtained in [3]. As a consequence of
the constructions presented in the second part of the paper, we are able to prove
that in the unary case this lower bound is logarithmic. We also show that it
cannot be further increased.

For brevity reasons, many of the proofs are only outlined in this version of
the paper.

2 Preliminaries

We assume the reader familiar with the standard notions from formal language
and automata theory as presented in classical textbooks, e.g., [9]. As usual, the
cardinality of a set S is denoted by #S, the length of a string x is denoted by |x|,
the empty string is denoted by ε.

We first recall the notion of pushdown automata and present the form for
these devices that will be used in the paper. A pushdown automaton (pda, for
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short) is a tuple M = 〈Q,Σ, Γ, δ, q0, Z0, F 〉 where Q is the finite set of states,
Σ is the input alphabet, Γ is the pushdown alphabet, q0 ∈ Q is the initial state,
Z0 ∈ Γ is the start symbol, F ⊆ Q is the set of final states. Without loss of
generality, we make the following assumptions about pdas:

1. at the start of the computation the pushdown store contains only the start
symbol Z0, being at height 0; this symbol is never pushed on or popped off
the stack;

2. the input is accepted if and only if the automaton reaches a final state, the
pushdown store contains only Z0 and all the input has been scanned;

3. if the automaton moves the input head, then no operations are performed
on the stack;

4. every push adds exactly one symbol on the stack.

Note that the transition function δ of a pdaM can be written as

δ : Q× (Σ ∪ {ε})× Γ → 2Q×({−,pop}∪{push(A)|A∈Γ}).

In particular, for q, p ∈ Q, A,B ∈ Γ , σ ∈ Σ, (p,−) ∈ δ(q, σ,A) means that the
pdaM, in the state q, with A at the top of the stack, by consuming the input σ,
can reach the state p without changing the stack contents; (p, pop) ∈ δ(q, ε, A)
((p, push(B)) ∈ δ(q, ε, A), (p,−) ∈ δ(q, ε, A), respectively) means thatM, in the
state q, with A at the top of the stack, without reading any input symbol, can
reach the state p by popping off the stack the symbol A on the top (by pushing
the symbol B on the top of the stack, without changing the stack, respectively).

Now we present the main measure we consider in the paper, namely the
pushdown height. The height of a pdaM in a given configuration is the number of
symbols in the pushdown store besides the start symbol Z0. Hence, in the initial
and in the accepting configurations the height is 0. The height in a computation C
is the maximum height reached in the configurations occurring in C.

We say that M uses height h(x) on an accepted input x ∈ Σ∗ if and only if
h(x) is the minimum pushdown height necessary to accept x, namely, there exists
a computation accepting x using pushdown height h(x), and no computations
accepting x using height less than h(x). Moreover, if x is rejected then h(x) = 0.
To study pushdown height with respect to input lengths, we consider the worst
case among all possible inputs of the same length. Hence, we define h(n) =
max {h(x) | x ∈ Σ∗, |x| = n}. When there is a constant H such that, for each n,
h(n) is bounded by H, we say that M accepts in constant height. Each pda
accepting in constant height can be easily transformed into an equivalent finite
automaton. So the language accepted by it is regular.

In the following, by the size of a pda we mean the length of its description.
Notice that for each pda in the above-defined form, over a fixed input alpha-
bet Σ, the size is polynomial in the cardinalities of the set of states and of the
pushdown alphabet.1

1 In some papers pdas are presented in different forms. As pointed out in [2], it is
possible to turn the definition of pdas into these equivalent forms, with a polynomial
increase in size and by preserving the property of being constant height.
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We now present some technical notions that will be useful in order to state
our results. Let M = 〈Q,Σ, Γ, δ, q0, Z0, F 〉 be a fixed pda.

A surface pair is defined by a state q ∈ Q and a symbol A ∈ Γ , and it
is denoted by [qA]. The surface pair in a given configuration is defined by the
current state and the topmost stack symbol, namely the only part of the stack
which is relevant in order to decide the next move.

A surface triple is defined by two states q, p ∈ Q and a symbol A ∈ Γ , and it is
denoted by [qAp]. Surface triples are used to study parts of computations starting
and ending at the same pushdown height and that do not go below that height
in between. More precisely, a [qAp]-computation on an input string x ∈ Σ∗ is a
computation C which starts from the state q with A on the top of the pushdown
at some height h and the input head on the tape cell containing the leftmost
symbol of x, and ends in the state p with A on the top of the pushdown at the
same height h and the input head on the cell to the right of the cell containing
the rightmost symbol of x, without reaching pushdown height less than h in
between. We also say that C consumes the input x. We point out that, during C,
the symbol A at height h is never replaced and C does not depend on h and on
the symbols in the pushdown store at height less than h. The stack increment
during C is the difference between the maximum stack height in C and the stack
height at the beginning and at the end of C. Notice that the surface pairs at the
beginning and at the end of C are [qA] and [pA].

We denote by L[qAp] the set of input strings consumed in all possible [qAp]-
computations. By suitably modifying M, we can obtain a pda accepting L[qAp]

which, hence, is context free.
An horizontal loop on a surface pair [qA] is any [qAq]-computation consuming

at least one input symbol. By considering a computation of 0 moves, we always
have ε ∈ L[qAq]. Hence [qA] has a horizontal loop when L[qAq] contains at least
one more string.

If a [qAp]-computation C contains a proper [qAp]-subcomputation C′, for the
same triple [qAp], which starts with stack higher than at the beginning of C, then
the pair (X ,Y) where X is the prefix of C ending in the first configuration of C′,
and Y is the suffix of C starting from the last configuration of C′, is called vertical
loop. Notice that at the end of X a nonempty string Aα is on the pushdown above
the occurrence of A which was on the top at the beginning of C, and such a string
is popped off during Y.

It is well known that context-free languages defined over a one-letter alphabet
are regular [6]. The size costs of the conversions of unary pdas and context-free
grammars into equivalent finite automata have been studied in [13].

3 Undecidability and Non-Recursive Bounds

In this section we prove that it cannot be decided whether a pda accepts in
constant height or not. Furthermore, the trade-off between the sizes of pdas
accepting in constant height and the maximal heights that are reached by their
pushdown stores is not recursive.
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These results are proved by using a technique introduced in [8], based on
suitable encodings of single-tape Turing machine computations. Roughly, con-
figurations of a such machine T with state set Q and alphabet Γ are denoted in
a standard way as strings from Γ ∗QΓ ∗. A computation consisting of m config-
urations α1, α2, . . . , αm is encoded as a string of blocks, separated by a delim-
iter $ /∈ Q ∪ Γ , where the ith block is αi when i is odd, αRi when i is even (in
the following, we use α(R)

i to denote either αRi or αi according to the parity of
the index i). Hence, the (encoding of a) valid computation of T on input w is a
string C = α1$αR2 $α3$αR4 $ · · · $α(R)

m , for some integer m ≥ 1 such that:

1. αi ∈ Γ ∗QΓ ∗, i.e., αi encodes a configuration of T , i = 1, . . . ,m;
2. α1 encodes the initial configuration on input w;
3. αi+1 is reachable in one step from αi, i = 1, . . . ,m− 1;
4. αm is a halting configuration of T .

A partial valid computation is defined in a similar way, by dropping Condition 4.
As proved in [8], the complement of the set of all valid computations of T is

a context-free language.

Theorem 1. It is undecidable whether a pda accepts in constant height.2

Proof. (outline) We give a reduction from the halting problem. Let T be a deter-
ministic Turing machine. With an easy modification, we suppose that arbitrarily
long computations use arbitrarily large amounts of tape.

Given an input w, let α1, α2, . . . be the (possibly infinite) sequence of config-
urations in the computation of T on w. By adapting the techniques used in [8]
to prove the above mentioned result, we describe a pda MT,w accepting the
complement of the language partial(T , w) of partial computations of T on w.

Given an input D = β1$βR2 $ · · · $β(R)
r , with βi ∈ (Q ∪ Γ )∗, i = 1, . . . , r,

MT,w guesses which one among Conditions 1, 2 and 3 is not satisfied. For the
first two conditions, the finite control is sufficient. For the third condition,MT,w
nondeterministically selects one block β(R)

i , 1 ≤ i ≤ r, copies it on the pushdown
store and checks the condition by scanning the (i + 1)th block, if any, while
suitably comparing it with the block just saved on the store. (If i = r then
the verification fails.) Suppose that D satisfies Conditions 1 and 2, but not
Condition 3. Then, there is a computation which accepts D using pushdown
height equal to the length of the first block β(R)

i for which the condition is
not satisfied, i.e., the block corresponding to the largest i such that βj = αj
for j = 1, . . . , i. Since the pushdown height used to accept a string x is defined
as the minimum pushdown height in accepting computations on x, we conclude
that the pushdown height used to accept D is bounded by |αi|. So, if T halts
on w, then the maximum amount of the pushdown store used to accept a string
in (partial(T , w))c is bounded by the length of the largest configuration reached
by T on w. Otherwise, for each integer h, any string α1$αR2 $ · · ·αi$βR, where i
is odd, |αi| ≥ h, β ∈ Γ ∗QΓ ∗, and β 6= αi+1, requires height at least h to be
accepted.

Hence, T halts on w if and only if MT,w accepts in constant height. ut
2 We point out that for unambiguous pdas, the property is decidable [10].
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As already observed in the introduction, any pda M accepting in constant
height h can be converted into an equivalent constant-height pda. From such
a machine, equivalent nfas and dfas with a number of states exponential and
double exponential in h, respectively, are easily obtained. In the worst case these
bounds cannot be reduced [5]. We now show that, however, h cannot be bounded
by any recursive function in the size of M.

Theorem 2. For any recursive function f : N→ N and for infinitely many inte-
gers n there exists a pda of size n accepting in constant height H(n), where H(n)
cannot be bounded by f(n).3

Proof. (outline) The argument is derived from [12, Prop. 7]. For n > 0, let BBn
be a busy beaver with a set of n states Qn and tape alphabet Γ = {1, b̄}, namely
a single-tape deterministic Turing machine that, starting with an empty tape,
ends the computation with a string on the tape in which the number of 1s,
denoted as Σ(n), is maximum. It is known that Σ(n) cannot be bounded by
any recursive function [14]. Hence, also the maximal length of configurations
occurring in such a computation cannot be bounded by any recursive function.

Let Cn be the encoding of the valid computation of BBn on ε. By adapting the
arguments used to prove Theorem 1, we can define a pdaMn, whose description
has a size polynomial in n, which accepts all the strings over (Qn ∪ Γ ∪ {$})∗
different from Cn, and such that each string different from Cn is accepted using
height bounded by the length of the longest configuration occurring in Cn. Since n
is fixed,Mn accepts in constant height. Furthermore, by suitably modifying Cn,
we can obtain a string that requires height equal to the maximal length of
configurations occurring in Cn to be accepted by Mn.

This allows to conclude that the pushdown height used by Mn cannot be
bounded by any recursive function in the size of Mn. ut

Corollary 1. There is no recursive function bounding the size blowup from
pdas accepting in constant height to finite automata.

4 Constant Height Decidability in the Unary Case

In Section 3 we proved that it cannot be decided if a pda accepts in constant
height. This section is devoted to showing that this property turns out to be
decidable in the restricted case of pdas with a one-letter input alphabet. We
first give an informal outline of the argument.

Any accepting computation on a sufficiently long input should contain hor-
izontal or vertical loops. The use of vertical loops can lead to computations
using unbounded height. However, we prove that if an accepting computation
on an input a` visits a surface pair on which there exists a horizontal loop, then
there is another accepting computation for the same input in which almost all
occurrences of the vertical loops are replaced by occurrences of such horizontal

3 Notice that here H(n) is a function of the size of the pda and not of the input.
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loop. The number of vertical loops which remain in the resulting computation is
bounded by a constant. As a consequence, the amount of pushdown store suffi-
cient to accept a` is also bounded by a constant. In contrast, when all accepting
computations on a long string a` do not visit any surface pair having a horizontal
loop, vertical loops and an increasing of the stack cannot be avoided. Hence, the
given pda works in constant height if and only if the cardinality of Lv \ Lh is
finite, where Lh (Lv, resp.) is the set of strings which are accepted by a compu-
tation visiting a (not visiting any, resp.) surface pair having a horizontal loop.
Since we are considering a unary alphabet, languages Lv and Lh are regular. So
the finiteness of their difference is decidable. To obtain these results, we refine
some of the arguments given in [13] to study the size costs of the transformations
of unary context-free grammars and pushdown automata into equivalent finite
automata.

4.1 Loops and grammars

Let G = 〈V,Σ, P, S〉 be a context-free grammar in binary normal form, an exten-
sion of Chomsky normal form where, besides productions A→ BC and A→ a,
also unit productions A→ B and ε-productions are allowed. Let v = #V be the
number of variables of G.

If T is a parse tree whose root is labeled with a variable A ∈ V and such
that the labels of the leaves, from left to right, form a string α ∈ (V ∪ Σ)∗,

then we write T : A
?⇒ α. Furthermore, we indicate by ν(T ) the set of variables

occurring as labels of the nodes in T . As usual, the height of a derivation tree T
is the maximum number of edges from the root to a leaf of T . A gap tree from
a variable A ∈ V , also called A-gap tree, is a tree corresponding to a nonempty
derivation of the form A

+⇒ xAy, with x, y ∈ Σ∗.
Let us suppose that G is unary, i.e., Σ = {a}. The following lemma will be

crucial to obtain the main result of this section. It states that each long enough
string a` in the language generated by G can be derived by pumping a derivation
tree of some short string by many occurrences of a same gap tree. Furthermore,
such a gap tree can be arbitrarily chosen among the A-gap trees generating
“short” nonempty strings, with A occurring in the derivation of a`.

Lemma 1. For any derivation tree T : S
?⇒ a` and for any A-gap tree TA :

A
?⇒ aiAaj, with 0 < i+ j ≤ 2v

2 −2v
2−v and A ∈ ν(T ), there exists a derivation

tree T ′ : S
?⇒ a` which is obtained by pumping a tree T0 : S

?⇒ a`0 such
that ν(T0) = ν(T ), 0 ≤ `0 ≤ 2v

2−1 + (2v
2 − 2v

2−v)2, with k ≥ 0 occurrences
of TA.

Proof. (outline) First, the tree T is “un-pumped” by removing several gap trees,

up to find a tree Tr : S
?⇒ a`r , with `r ≤ 2v

2−1 and ν(Tr) = ν(T ). The tree Tr
is then “re-pumped” to get T0, by using a number bounded by a constant of
occurrences of the removed gap trees. The tree T ′, which generates the same
string as the original T , can be obtained by pumping T0 with a suitable number
of occurrences of TA. The possibility of doing these transformations, which finally
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produce a different tree for the same string, derives from a result related to
Diophantine equations [11, Lemma 2.6] and from the fact that in the unary case
terminal symbols commute. ut

4.2 Simulating vertical loops by a horizontal loop

Let us consider a fixed (not necessarily unary) pdaM = 〈Q,Σ, Γ, δ, q0, Z0, F 〉.
We define the grammar G = 〈V,Σ, P, S〉, where the elements of V are triples
[qAp], with q, p ∈ Q, A ∈ Γ , plus the start symbol S (hence v = #V = 1 +
(#Q)2 ·#Γ ), and P contains the following productions:

1. [qAp]→ [qAr][rAp], for q, p, r ∈ Q, A ∈ Γ ;
2. [qAp] → [q′Bp′], for q, q′, p, p′ ∈ Q, A,B ∈ Γ such that (q′, push(B)) ∈
δ(q, ε, A) and (p, pop) ∈ δ(p′, ε, B);

3. [qAp]→ σ, for q, p ∈ Q, σ ∈ Σ ∪ {ε}, A ∈ Γ such that (p,−) ∈ δ(q, σ,A);
4. [qAq]→ ε, for q ∈ Q, A ∈ Γ ;
5. S → [q0Z0q], for q ∈ F .

Applying standard techniques, we can prove that G generates the language ac-
cepted by M. Since we are interested in the amount of stack used by M, we
state such equivalence in a stronger form, which also considers the use of the
stack in the computations. In particular, we relate the stack increment to the
unit production height which, for a derivation tree T of the above grammar G,
is defined as the maximum number of edges corresponding to unit productions
in a path from the root to a leaf in T . As a consequence of a technical lemma,
which is omitted, we obtain:

Corollary 2. For any integer h ≥ 0, a string x is accepted by M using push-
down height h if and only if there is a derivation tree T of x in G with unit
production height h.

Let us restrict to the unary case. Using Corollary 2, we can reformulate
Lemma 1 in terms of pushdown automata. Roughly, we can say that for each
computation C accepting a “long” input, there is another computation accepting
the same input, which is obtained by pumping a suitable computation C0, chosen
from a finite set, with a repeated pattern which is arbitrarily selected from
another finite set that depends on C0. We will use this property to replace in an
accepting computation C almost all the vertical loops with many occurrences of
a horizontal loop, in the case a surface pair [rB] having a horizontal loop occurs
in C. In this way, we will be able to obtain an accepting computation on the
same input using a bounded amount of pushdown storage.

Theorem 3. Let C be an accepting computation on input a` which visits a sur-
face pair [rB] having a horizontal loop. Then there exists another accepting com-

putation on a` which uses pushdown height at most 2O(v2).

Proof. (outline) First, we observe that if C visits the surface pair [rB] then

there exists a derivation tree T : S
?⇒ a` with [rBr] ∈ ν(G). In fact, one
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of the triples [rBs] or [sBr] for some s ∈ Q should appear in the derivation
tree corresponding to C. Since G contains the productions [rBs] → [rBr][rBs],
[sBr]→ [sBr][rBr] and [rBr]→ ε, we can suitably modify the tree in order to
introduce one occurrence of [rBr], without changing the derived string.

Now we select a [rBr]-gap tree T[rBr] deriving a “short” non empty string, i.e.,

T[rBr] : [rBr]
?⇒ ai[rBr]aj , with 0 < i+ j ≤ 2v

2−2v
2−v. According to Lemma 1,

we can obtain another tree T ′ : S
?⇒ a` by pumping a tree T0 : S

?⇒ a`0 , such
that ν(T0) = ν(T ), 0 ≤ `0 ≤ 2v

2−1 + (2v
2 − 2v

2−v)2, with k ≥ 0 occurrences
of T[rBr].

We observe that in the tree T ′ the k occurrences of T[rBr] could be nested,
possibly giving a stack height in the corresponding computation which linearly
increases with k. To fix this problem, we modify T ′ as we now describe.

Let u be a node of T0 labeled by [rBr] and Tu be the subtree of T0 rooted
at u, such that T0 is pumped starting from u with t > 1 nested occurrences
of T[rBr]. We rearrange these t occurrences of T[rBr] in a sequence by inserting,

starting from node u, a subtree corresponding to a derivation [rBr]
?⇒ [rBr]t

obtained by using t − 1 times the production [rBr] → [rBr][rBr]. To each leaf
of this subtree we append one occurrence of the [rBr]-gap tree T[rBr]. Finally, to
the leaf labeled [rBr] of the first occurrence of T[rBr] we append the tree Tu, and
to each of the remaining t − 1 leaves labeled [rBr] we append one leaf labeled
with the empty word.

Let T ′′ be the tree obtained after this modification, which still generates a`.
Using Corollary 2 we now estimate the amount of pushdown store used in
the computation C′′ corresponding to T ′′. The unit production height of T ′′

is bounded by the maximum number h0 of such edges in a path in T0 plus
the maximum number h1 of such edges in a path in T[rBr] which, in turn, are
bounded by the height of T0 and T[rBr], respectively. We can prove that h0 +h1

is 2O(v2). According to Corollary 2, this allows us to conclude that a` is accepted
by a computation which uses pushdown height 2O(v2). ut

4.3 Decidability

We are now able to prove the main result of this section:

Theorem 4. Let M be a unary pda with n states and m pushdown symbols.
Then M accepts in constant height if and only if it accepts in height bounded
by 2O(v2), where v = n2m+ 1.

Proof. (outline) Let L be the language accepted by M. We also consider the
following two languages Lh and Lv, whose union gives L:

– Lh is the set of strings accepted by the computations of M which visit at
least one surface pair having a horizontal loop.

– Lv is the set of strings accepted by the computations of M which visit only
surface pairs that do not have horizontal loops.
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According to Theorem 3, all strings in Lh are accepted in constant height 2O(v2).
If the set Lv \ Lh is infinite, then it should contain arbitrarily long strings.

It can be verified that an arbitrarily high stack is required to accept them.
Otherwise,M accepts in constant height. In this case, we evaluate the height

of the stack used to accept the strings in Lv \ Lh. We can modify M to ob-
tain pdasMv andMh accepting languages Lv and Lh, respectively. According
to Corollary 2 in [13], these automata can be converted into equivalent dfas

with 2O(v2) states. Hence Lv \Lh, which is finite, is accepted by a dfa with less

than 2O(v2) states. So, the longest string in Lv \ Lh has length at most 2O(v2).

This implies that each string in Lv\Lh is accepted byM using height 2O(v2). ut

Corollary 3. It is decidable whether a unary pda accepts in constant height.

5 Size versus Height in the Unary Case

The arguments used in Section 4 to prove that it is decidable whether a unary
pda A accepts in constant height, give an exponential upper bound for the
maximum stack height, with respect to the size of A. We can prove that such
an exponential bound cannot be reduced:

Theorem 5. For each integer k > 0 there exists a pdaMk having a size poly-
nomial in k and accepting in height which is constant with respect to the input
length but exponential in k.

Proof. (outline) For each integer k > 0, let us consider the language Hk =
{at | t = α2k + β(2k + 1), α, β ≥ 0}. We can define a pdaMk of size O(k) which
accepts each string in Hk by computations consisting of two parts. In the first
part, a horizontal loop which consumes 2k input symbols is repeated an arbitrary
number α ≥ 0 of times. This uses constant height O(k). In the second part, a
vertical loop consuming 2k+1 input symbols occurs β ≥ 0 times, using height β+
k− 1. According to Theorem 3, each accepting computation can be replaced by
an equivalent accepting computation in which the number of occurrences of the
vertical loop is bounded by a constant. Hence Mk accepts in constant height.

However, an height exponential in k is necessary. In fact, let at ∈ Hk be the
string obtained by choosing α = 0 and β = 2k − 1, namely, t = (2k − 1)(2k + 1).
We can prove that the only solution of the equation t = α′2k + β′(2k + 1),
with integers α′, β′ ≥ 0 is α′ = α = 0 and β′ = β = 2k − 1. This allows
to conclude that the only accepting computation on at is the one which uses
height β + k − 1 ≥ 2k. Hence, to accept at an exponential height, with respect
the size of Mk, is necessary. ut

6 An Optimal Lower Bound for Non-Constant Height

In this section we turn our attention to pdas accepting in non-constant height. It
is known that in this case the height of the pushdown store should grow at least
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as the function log log n, with respect to the input length n [1]. Furthermore, this
lower bound is optimal [3]. We show that in the unary case the optimal bound
increases to a logarithmic function.

Let us start by proving the lower bound:

Theorem 6. Let M be a unary pda using height h(n). Then either h(n) is
bounded by a constant or there exists c > 0 such that h(n) ≥ c log n infinitely
often.

Proof. (outline) According to the proof of Theorem 4, if h(n) is not constant,
then there exist infinitely many strings in Lv \Lh that are accepted only by com-
putations that use vertical loops and do not visit surface pairs having horizontal
loops. Let Mv be the pda accepting Lv and, for an ∈ Lv \ Lh, Mh(n) be the
pda obtained by bounding the height of the pushdown of Mv to h(n).

Using Corollary 2 in [13], we can prove that there exists an nfa Nh(n) equiv-

alent to Mh(n) whose number of states is bounded by 2d·h(n)+1 + 1, where d =
2 · (#Q)2 ·#Γ .

SinceMh(n) has stack height bounded by h(n), it cannot have vertical loops.
Furthermore, accepting computations of Mv do not use surface pairs with hor-
izontal loops. Hence, the language accepted by Mh(n) is finite. Thus, in Nh(n)
the string an is accepted by a path without any repeated state. This implies
that Nh(n) must have more than n states.

Given any constant c, if h(n) < c log n, then the number of states of Nh(n)
would be 2d·h(n)+1 + 1 < 2d·c logn+1 + 1 = 2nd·c + 1. For c sufficiently small,
e.g., c < 1/(2d), we get that the number of states of Nh(n) is less than n,
provided that n is not too small. This gives a contradiction. Hence, it must exist
a constant c such that h(n) ≥ c log n infinitely often. ut

We now prove a matching upper bound:

Theorem 7. There exists a unary pda accepting every word a`, ` > 0, using
pushdown height exactly blog2 `c+ 1 and the empty word using height 0.

Proof. (outline) Consider the pda A = 〈Q, {a}, Γ, δ, qI , Z0, {qF }〉, where Q =
{qI , q1, q2, qF }, Γ = {Z0, 0, 1}, and δ defined as follows, for X ∈ Γ :

1. δ(qI , ε,X) = (qF ,−);
2. δ(qI , ε,X) = (qI , push(0));
3. δ(qF , ε, 0) = (q1, pop);

4. δ(q1, a,X) = (q2,−);
5. δ(q2, ε,X) = (qI , push(1));
6. δ(qF , ε, 1) = (qF , pop).

qI

qI qF

q1 q2

qI qF

qF

0 1
a

Fig. 1. The evolution of the pushdown store of A during the recursive subroutine
leading from qI to qF , when recursive calls are made. The dashed lines should be
replaced either by an ε-move or, recursively, by the same pattern.
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From the initial state qI , the pda A can reach the final state qF with the same
pushdown height either with an ε-move (Transition 1) or by using a computation
path making two recursive calls and consuming one input symbol as depicted in
Figure 1. Each string in a∗ is accepted by A. Furthermore, pushdown height h is
necessary and sufficient to accept all strings of length `, with 2h−1 ≤ ` < 2h. ut
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