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Regulated Tree Automata

Henning Fernau and Martin Vu

Universität Trier, FB IV—Abteilung Informatikwissenschaften, CIRT,
54286 Trier, Germany; {fernau,s4vivuuu}@uni-trier.de

Abstract. Regulated rewriting is one of the classical areas in Formal
Languages, as tree automata are a classical topic. Somewhat surprisingly,
there have been no attempts so far to combine both areas. Here, we start
this type of research, introducing regulated tree automata, proving in
particular characterizations of the yields of such regulated automata.

Keywords: Regulated rewriting, graph control, tree automata, yield
operation

1 Introduction

The area of regulated rewriting, still well-covered by the classical monograph of
Dassow and Păun [4], drew its main motivation from the idea to enrich context-
free grammars with certain control mechanisms in order to be able to model
linguistic features that are not expressible with traditional context-free gram-
mars, yet keeping at least some of the beauties of these. More specifically, pro-
grammed grammars, matrix grammars, and grammars with regular control were
introduced and studied around 1970. It soon became clear that control involv-
ing so-called appearance checks tends to be too powerful in the sense that all
recursively enumerable languages can be characterized this way. This somewhat
counter-acts the idea of keeping some of the advantages of context-free gram-
mars over, say, Turing machines. Therefore, we are mainly focusing on models
without appearance checks in the following. Applications and motivations are
also underlined in the relatively recent monograph by Meduna and Zemek [15].

Conversely, finite tree automata have been invented to allow for processing
(mostly ordered) trees (as opposed to strings) in a simple manner. Trees not
only showed up as a kind of intermediate data structure within compilers, but
they are a ubiquitous data structure when it comes to processing semi-structured
documents and also for working with natural languages [12,2,13].

Recall the basic well-known link between context-free grammars and deriva-
tion trees, often established in practice via considering pushdown automata.
However, it is not possible to go this way in connection with regulated rewrit-
ing, as already observed by Meduna and Kolar in [14]. The basic reason is that
the work of pushdown automata rather corresponds to leftmost (or rightmost)
derivations in a very strict sense (called leftmost-1 in [4]). Yet, this strict interpre-
tation does not increase the descriptive power of context-free languages, which
counter-acts one of the basic motivations for considering regulated rewriting.
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Rather, we are going to follow here the path pioneered by Doner, Thatcher
(and also to Wright) [5,16] who showed that the context-free string languages are
just the languages that can be obtained by mapping the tree language accepted
by some finite tree automaton to its so-called yield, which means that, given an
ordered tree, we read the labels of the leaves from left to right. We will obtain
similar results for regulated tree grammars in this paper. As tree automata usu-
ally come in two working modes (top-down versus bottom-up), our studies also
revive the question of generating versus accepting (or analyzing) grammars [1].

We are going to present basic results concerning regulated tree automata
and their yields. Due to reasons of space, (straightforward) formal induction
arguments are not given here. Most of these can be found in [17].

2 Definitions

2.1 Classical Regulated Rewriting

There are several ways to introduce the basic control mechanisms of regulated
rewriting. We are giving a simplified exposition now, basically following [6],
adapted to the case of not allowing appearance checks.

A graph-controlled grammar is an 8-tuple G = (VN , VT , P, S, Γ,Σ, Φ, h) where

– (VN , VT , P, S) define, as in a phrase structure grammar, the set of nontermi-
nals, terminals, context-free core rules, and the start symbol, respectively;

– Γ is a digraph, i.e., Γ = (U,E), with E ⊆ U × U ;
– Σ ⊆ U are the initial vertices;
– Φ ⊆ U are the final vertices;
– h : U → (2P \ {∅}) relates vertices with rule sets.

We say that (x, u)⇒ (y, v) holds in G with (x, u), (y, v) ∈ (VN ∪VT )∗×U if, for
some x1, x2, α, β ∈ (VN ∪ VT )∗,

x = x1αx2, y = x1βx2, α→ β ∈ h(u), and (u, v) ∈ E .

The reflexive transitive closure of ⇒ is denoted by ∗⇒. The language generated
by G (where P contains only context-free (generating, non-erasing) rules from
VN × (VN ∪ VT )+) is defined by

Lgen(G) = {x ∈ V ∗T | ∃u ∈ Σ ∃v ∈ Φ ((S, u)
∗⇒ (x, v))} .

The corresponding language family is written Lgen(G,CF−ε), as we do not allow
ε-rules. If P contains only context-free (accepting) rules from (VN ∪ VT )+× VN ,
then the language accepted by G is defined by

Lacc(G) = {x ∈ V ∗T | ∃u ∈ Σ ∃v ∈ Φ ((x, u)
∗⇒ (S, v))} ,

yielding the language family Lacc(G,CF− ε).
We consider three special cases of graph-controlled grammars in the following.
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– A grammar with regular control is a graph-controlled grammar where every
vertex contains exactly one rule. Usually, these grammars are introduced via
regular control languages, but the correspondance with automata graphs is
obvious. By Lgen(rC,CF− ε), the family of languages generated by context-
free grammars with regular control is denoted.

– A programmed grammar is a grammar with regular control with no desig-
nated initial or final vertices, i.e., formally Σ = Φ = U . This means that
it is possible to start a derivation in each vertex containing a rule whose
left-hand side equals the start symbol S, and it is possible to stop anywhere
when a terminal string has been derived. As language families, we obtain,
e.g., Lgen(P,CF− ε).

– A matrix grammar is a grammar with regular control obeying the additional
restriction:
• Initial and final vertices coincide. Only the initial vertices (not necessarily

containing rules with left-hand side S) are allowed to have more than
one in-going arc. Only predecessors of final vertices are allowed to have
more than one out-going arc. Moreover, between every predecessor of a
final vertex and every initial vertex, there is an arc.

As language families, we obtain, e.g., Lgen(M,CF− ε).

With literally the same restrictions, we can define, for instance, Lacc(M,CF−ε).
Recall that all language families introduced in this subsection coincide [4,1].

Remark 1. The formalization of regular control is possibly most different from
the one found in traditional textbooks. However, if Γ = (U,E) together with
Σ,Φ, h defines the control graph structure, then we can relate a finite automaton
A with state set U as follows: We have a transition (u, r, v) if h(u) = {r}; Σ
is the set of initial states, and if u ∈ Φ and (u, v) ∈ E, then v is a final state
of A. Now, if u1, u2, . . . , un describes a directed path from u1 ∈ Σ to un ∈ Φ,
then via {ri} = h(ui) this corresponds to a sequence of rules r1r2 . . . rn, which,
when fed into A, will be accepted. Also the converse construction is possible.
Hence, we can in particular assume that the automaton A that describes the set
of permitted rule sequences is deterministic.

2.2 Tree Automata

Let N be the set of nonnegative integers and let (N∗, ·, ε) (or simply N∗) be the
free monoid generated by N. For y, x ∈ N∗, we write y ≤ x iff there is a z ∈ N∗
with x = y · z. “y < x” abbreviates: y ≤ x and y 6= x. As usual, |x| denotes the
length of the word x.

We now give the necessary definitions for trees and tree automata. More
details can be found, e.g., in [2], where also many examples can be found.

A ranked alphabet V is a finite set of symbols together with a finite relation
called rank relation rV ⊂ V × N. Define Vn := {f ∈ V | (f, n) ∈ rV }. Since
elements in Vn are often considered as function symbols (standing for functions
of arity n), elements in V0 are also called constant symbols. A tree over V is a
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mapping t : ∆t → V , where the domain ∆t is a finite subset of N∗ such that
(1) if x ∈ ∆t and y < x, then y ∈ ∆t; (2) if y · i ∈ ∆t, i ∈ N, then y · j ∈ ∆t

for 1 ≤ j ≤ i. An element of ∆t is also called a node of t, where the node ε
is the root of the tree. Then t(x) ∈ Vn whenever, for i ∈ N, x · i ∈ ∆t iff
1 ≤ i ≤ n. If t(x) = A, A is the label of x. Let V t denote the set of all finite trees
over V . By this definition, trees are rooted, directed, acyclic graphs in which
every node except the root has one predecessor and the direct successors of any
node are linearly ordered from left to right. Interpreting V as a set of function
symbols, V t can be identified with the well-formed terms over V . A frontier
node in t is a node y ∈ ∆t such there is no x ∈ ∆t with y < x. If y ∈ ∆t is
not a frontier node, it is called interior node. The depth of a tree t is defined as
depth(t) = max{|x| | x ∈ ∆t}, whereas the size of t is given by |∆t|. Letters will
be viewed as trees of size one and depth zero.

We are now going to define a catenation on trees. Let $ be a new symbol, i.e.,
$ /∈ V , of rank 0. Let V t

$ denote the set of all trees over V ∪ {$} which contain
exactly one occurrence of label $. By definition, only frontier nodes can carry
the label $. For trees u ∈ V t

$ and t ∈ (V t ∪ V t
$ ), we define an operation # to

replace the frontier node labelled with $ of u by t according to

u#t(x) =

{
u(x), if x ∈ ∆u ∧ u(x) 6= $,
t(y), if x = z · y ∧ u(z) = $ ∧ y ∈ ∆t.

If U ⊆ V t
$ and T ⊆ (V t ∪ V t

$ ), then U#T := {u#t | u ∈ U ∧ t ∈ T}. For t ∈ V t

and x ∈ ∆t, the subtree of t at x, denoted by t/x, is defined by t/x(y) = t(x · y)
for any y ∈ ∆t/x, where ∆t/x := {y | x·y ∈ ∆t}. ST(T ) := {t/x | t ∈ T ∧x ∈ ∆t}
is the set of subtrees of trees from T ⊆ V t. Furthermore, for any t ∈ V t and any
tree language T ⊆ V t, the quotient of T and t is defined as:

UT (t) :=

{
{u ∈ V t

$ | u#t ∈ T}, if t ∈ V
t \ V0,

t, if t ∈ V0.

Let V be a ranked alphabet and m be the maximum rank of the symbols
in V . A (bottom-up) (finite-state) tree automaton over V is a quadruple A =
(Q,V, δ, F ) such that Q is a finite state alphabet (disjoint with V0), F ⊆ Q is
a set of final states, and δ = (δ0, . . . , δm) is an m + 1-tuple of state transition
functions, where δ0(a) = {a} for a ∈ V0 and δk : Vk × (Q ∪ V0)k → 2Q for
k = 1, . . . ,m. In this definition, the constant symbols at the frontier nodes are
taken as sort of initial states. Now, a transition relation (also denoted by δ) can
be recursively defined on V t by letting

δ(f(t1, . . . , tk)) :=

{
{f}, if k = 0,⋃
qi∈δ(ti),i=1,...,k δk(f, q1, . . . , qk), if k > 0.

A tree t is accepted by A iff δ(t) ∩ F 6= ∅. The tree language accepted by A is
denoted by Lt(A). A is deterministic if each of the functions δk maps each pos-
sible argument to a set of cardinality at most one. Deterministic tree automata
can be viewed as algorithms for labelling the nodes of a tree with states. Anal-
ogously to the case of string automata, it can be shown that nondeterministic
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and deterministic bottom-up finite-state tree automata accept the same class of
tree languages, namely the regular tree languages, at the expense of a possibly
exponential state explosion.

Rules are sometimes also written like f(q1, . . . , qk)→ q instead of saying that
q ∈ δk(f, q1, . . . , qk). Sometimes, also ε-moves are allowed, written like q′ → q,
i.e., no part of the tree is consumed, only the state is changed. As in the string
case, finite tree automata with ε-moves only accept regular tree languages.

An alternative view on the work of tree automata is that of labelling a tree
with states. To this end, we will formally view all symbols from Q as having
rank zero, so that they may serve as labels of frontier nodes. Now, A (or more
specifically, its transition function δ) defines a derivation relation `δ on (V ∪Q)t

by s `δ t if s 6= t and there are trees u ∈ (V ∪Q)t$, s
′ = f(q1, . . . , qk), t′ = q with

s = u#s′, t = u#t′, f ∈ Vk, q ∈ δk(f, q1, . . . , qk). Clearly, s ∈ V t is accepted by
a tree automaton A = (Q,V, δ, F ) if s `∗δ qf for some qf ∈ F . If we consider δ
as a set of rules, it makes also sense to define s `δ′ t for subsets of rules δ′ ⊆ δ.
We will use this notation when defining regulated tree automata.

It is also possible to define tree automata A = (Q,V, δ, I) that work top-down.
Rules are now of the form q → f(q1, . . . , qk), and the derivation relation basically
reverses the arrows. Hence, also finite top-down tree automata characterize the
regular tree languages. However, deterministic finite top-down tree automata are
a strictly weaker model.

We already informally recalled the Theorem of Doner, Thatcher (and also
to Wright) [5,16]. To formally state it, we provide the necessary key notion: For
t ∈ V t, we define the yield-operator Y as follows:

Y(t) =
{
t(ε), if t(ε) ∈ V0
Y(t/1) · · · Y(t/k), if t(ε) ∈ Vk, k > 0

In words, the recursion means that the yield of a tree with a root with k children
equals the concatenation of the yields of the trees whose roots are these children.
The operator naturally extends to tree languages and tree language families.

Theorem 2 (Doner, Thatcher, Wright). A string language is context-free
if and only if it is the yield of a regular tree language.

Notice that the proof of this result makes use of the fact that for context-
free languages, we can assume that they are generated by some context-free
grammar without erasing productions, neglecting the possibility to describe the
empty word itself. As it is still an open problem whether or not we can get rid of
erasing rules with regulated grammars as introduced in the previous subsection,
we restricted our attention to regulated grammars without erasing rules there,
as we strive for analogues of Theorem 2 in the following.

2.3 Regulated Tree Automata

We are now defining the central new notion of this paper, combining the two
classical worlds so far introduced. Hence, a graph-controlled finite tree automaton
is an 8-tuple A = (Q,V, δ, F, Γ,Σ, Φ, h) where
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– A′ = (Q,V, δ, F ) define a finite tree automaton;
– Γ,Σ, Φ define the graph structure as in graph-controlled grammars;
– h : U → (2δ \ {∅}) relates vertices with rule sets; notice that we consider δ

as a set of rules here.

We say that (s, u) |= (t, v) holds via A with (s, u), (t, v) ∈ (Q ∪ V )t × U if

s `h(u) t and (u, v) ∈ E .

The reflexive transitive closure of |= is denoted by |=∗. The tree language ac-
cepted by A (assuming that A′ works bottom-up) is defined by

Lbu(A) = {t ∈ V t | ∃q ∈ F ∃u ∈ Σ ∃v ∈ Φ((t, u) |=∗ (q, v))} .

Similarly, we can define acceptance for top-down automata, yielding the lan-
guage Ltd(A). This gives the tree language families Lt(G, bu) and Lt(G, td),
depending on whether bottom-up or top-down automata are considered. If we
want to explicitly rule out ε-moves, we add −ε to our notations. As the notions of
regular control, matrix and programmed have been introduced in Subsection 2.1
as simple syntactical restrictions of graph control, we can carry over them im-
mediately to regulated finite tree automata, giving, e.g., the notion of a matrix
finite tree automaton. This also gives language families such as Lt(P, td ,−ε).

3 Basic Results for Regulated Tree Automata

By the definitions themselves, we can conclude (also confer [11], but mind the
partially different definitions):

Lemma 3. Let µ ∈ {bu, td}. Then, we have

Lt(P, µ) ⊆ Lt(rC, µ) ⊆ Lt(G, µ) and Lt(M, µ) ⊆ Lt(rC, µ) .

Proposition 4. For C ∈ {G,P, rC,M}, Lt(C, bu) = Lt(C, td).

Proof. Recall [2] that for any finite top-down tree automaton Atd , one can
construct an equivalent finite bottom-up automaton Abu by simply reversing the
relation `, plus exchanging initial and final states. Similarly, we can simulate A =
(Atd , Γ,Σ, Φ, h) by A′ = (Abu , Γ

′, Σ′, Φ′, h′), where Γ ′ = (U ′, E′) is obtained
from Γ = (U,E) by reversing the arcs, Σ′ = Φ, Φ′ = Σ, and h′ associates the
reversed rule variants of h(u) to u ∈ U ′ = U . Clearly, if (Γ,Σ, Φ, h) satisfies the
restrictions imposed by C ∈ {G,P, rC,M}, then (Γ ′, Σ′, Φ′, h′) does so, as well.
The converse inclusion is similarly seen. �

Hence, we can from now on consider either the bottom-up or the top-down
case, whatever is more convenient to us. We are going to present a sequence
of technical lemmas that combine classical ideas from tree automata and from
regulated rewriting. Illustrations by examples can be found in the Appendix.

Lemma 5. Lt(G, bu) ⊆ Lt(rC, bu).
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Proof. We only sketch the construction. Consider a graph-controlled finite tree
automaton is an 8-tuple A = (Q,V, δ, F, Γ,Σ, Φ, h). We derive an equivalent
finite tree automaton with regular control Ar = (Q,V, δ, F, Γr, Σr, Φr, hr) as
follows. Let Γ = (U,E). Then, Γr = (Ur, Er) with Ur =

⋃
u∈U{u} × h(u),

Er = {((u, x), (v, y)) | (u, x), (v, y) ∈ Ur, (u, v) ∈ E}, Σr =
⋃
u∈Σ{u} × h(u),

Φr =
⋃
u∈Φ{u} × h(u), and hr((u, x)) = {x} for (u, x) ∈ Ur. By construction,

|hr((u, x))| = 1 for all (u, x) ∈ Ur. Moreover, if (s, u) |= (t, v) holds via A, then
s `h(u) t and (u, v) ∈ E, so that for some x ∈ h(u), s `{x} t, i.e., (s, (u, x)) |=
(t, (v, y)) holds via Ar for all y ∈ h(v). Induction shows the claim. �

Lemma 6. Lt(rC, bu) ⊆ Lt(P, bu).

Proof. We are modifying bottom-up tree automata with regular control step
by step in order to obtain an equivalent programmed control. (i) We can assume
that initial vertices (from Σ) have no in-going arcs and that there is only one
final vertex (i.e., |Φ| = 1) that has no out-going arcs. This can be easily seen
by keeping in mind the relation to regular languages and hence to finite string
automata (as control devices) as recalled in Remark 1. (ii) Moreover, by using
a shadow state alphabet Q′, the finite tree automaton itself can check if the
derivation control had started in some ui ∈ Σ and also that the corresponding
rule was used only once. Namely, the starting rules (that have to process a
terminal symbol at some leaf node of the tree) will lead to a primed state q′
(when it would go to q in the original automaton), and the fact that exactly
one primed state was ever entered is then propagated to the root of the tree.
Here, it is also necessary to split vertices of the control graph. More specifically,
if vertex v contains a rule f(q1, . . . , qk) → q, we create k many twins of v, say,
v1, . . . , vk, and then vi contains the rule f(q1, . . . , qi−1, q′i, qi+1, . . . , qk) → q′ to
properly propagate the prime information. This already shows that we can now
let any vertex be initial in our control graph without changing the set of accepted
trees. (iii) As a further step, we can introduce another shadow state alphabet F̂
as a new set of final states and modify the rules associated to the control graph
vertices so that (only and exactly) when moving to uf , with {uf} = Φ, such
a final state q̂ is entered. This step might involve splitting vertices v that are
predecessors of uf into v and v̂, where v̂ contains the rule introducing q̂, while
v contains the rule introducing the corresponding state q. Otherwise, v and v̂
have the same predecessors. However, uf is the only successor of v̂ (and not a
successor of v), while all other successor vertices that previously existed for v
are still successor vertices of v (and not for v̂). Now, we can (formally) let every
vertex be a final vertex without changing the accepted tree language. Again, the
correctness of the construction is seen by induction. �

Remark 7. For all statements made so far in this section, similar results hold
when disallowing ε-moves. We refrain from making this explicit. However, this
is no longer obvious for the following construction. This also gives a first open
question in the area of regulated tree automata.

Lemma 8. Lt(P, bu) ⊆ Lt(M, bu).
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Recall that in the classical construction simulating programmed grammars by
matrix grammars, the state information is maintained in a special nonterminal.
We follow the same idea here, but with tree automata, this is technically more
involved due to the absence of erasing rules.
Proof. Consider a programmed automaton A = (Q,V, δ, F, Γ,Σ, Φ, h) with
Γ = (U,E) and Σ = Φ = U . Now, we can also assume that the rules associated
to start vertices are of the form a→ q for some terminal a ∈ V0 and some state q,
this way (formally) specifying Σ̂ ⊆ Σ. (a) We add rules by r = a → [q, u] and
introduce a new vertex v̂, with h(v̂) = {r} and v ∈ Σ, for those u that are
successors of v in Γ . More formally, this means that we introduce for each v ∈ Σ̂
as many twins as there are successors of v in Γ . This also defines a new set of
initial vertices Σ′, with more vertices to be added. All these vertices v̂ have out-
going arcs to all vertices from Σ′. (b) For each q ∈ Q∪V0 and each u, v ∈ U \Σ
with (u, v) ∈ E, we introduce a new rule [q, u]→ [q, v] and a new vertex [q, u, v]
into Γ ′ hosting this new rule. All these vertices also belong to Σ′. (c) Introduce
an arc from each vertex [q, u, v] to the vertex u containing the rule h(u). All such
vertices u have arcs to all vertices from Σ′. (d) For each q ∈ Q∪V0 and each u, v ∈
U \Σ with (u, v) ∈ E and each 1 ≤ i ≤ k with h(u) = {f(p1, . . . , pk)→ p} such
that pi = q, we introduce a new rule f(p1, . . . , pi−1, [pi, u], pi+1, . . . , pk)→ [p, v];
moreover, we create a vertex [q, i, u, v] containing exactly this newly created rule,
put it into Σ′ and link it to all vertices from Σ′. (e) For each q ∈ Q ∪ V0 and
each u, v ∈ U \ Σ with (u, v) ∈ E, if h(u) = {q → p}, i.e., u hosts an ε-move,
then we introduce the new rule [q, u]→ [p, v] and call the vertex hosting this rule
[q, 1, u, v] for simplicity. Again, such vertices are put into Σ′ and linked to all
vertices from Σ′. To summarize, we described a new graph-controlled automaton
A′ = (Q′, V ′, δ′, F ′, Γ ′, Σ′, Φ′, h′) with Γ ′ = (U ′, E′), where Q′ ⊇ Q, V ′ ⊇ V ,
δ′ ⊇ δ, Σ′, U ′ ⊇ U and E′ as specified above. As final state set F ′, we take
F ′ = F × U . The final vertices (from Φ′) contain U and all vertices from Σ′

introduced in steps (a), (d) and (e). Clearly, A′ is with matrix control. Again,
the correctness of the construction is seen by induction. �

We can summarize our results as follows.

Theorem 9. Let µM , µP , µrC , µG ∈ {bu, td}. Then, we have

Lt(M, µM ) = Lt(P, µP ) = Lt(rC, µrC) = Lt(G, µG) and

Lt(M, µM ,−ε) ⊆ Lt(P, µP ,−ε) = Lt(rC, µrC ,−ε) = Lt(G, µG,−ε) .

This result gives rise to the following natural second open question: Is the
trivial inclusion Lt(G, td ,−ε) ⊆ Lt(G, td) strict or not? Recall that for classical
finite tree automata, we can dispose of ε-moves as a normal form.

4 Relation to String Languages

We already introduced the yield operator above that allows us to associate strings
to trees and hence string languages to tree languages. Recall Theorem 2.
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Lemma 10. Y(Lt(G, bu)) ⊆ Lacc(G,CF− ε).

Proof. Consider a graph-controlled finite tree automaton A = (Q,V, δ, F, Γ,Σ,
Φ, h) with Γ = (U,E). We are going to construct a graph-controlled context-free
grammar GA = (VN , VT , P, qf , Γ,Σ, Φ, h

′) such that Y(Lbu(A)) = Lacc(GA). As
it is usually the case with nondeterministic automata, we can assume (without
loss of generality) that A only one final (accepting) state, i.e., F = {qf}. We
construct a simulating accepting grammar GA as follows: N = Q, T = V0,
w → q ∈ h′(u) if q ∈ Q, w = w1 · · ·wk, wj ∈ V0 ∪Q whenever g(w1, . . . , wk) →
q ∈ h(u) for some g ∈ Vk (*).

Now, each derivation of A producing a certain yield can be simulated by
GA, where the correct labels of inner nodes are guessed during the derivation
due to (*). Conversely, these guesses according to (*) label the inner nodes of a
derivation tree in a way corresponding to a tree that can be accepted by A.

A formal reasoning would be a relatively tedious exercise, based on the ideas
originating from Doner, Thatcher and Wright in the late sixties, which can be
also found in any textbook on tree languages. Therefore, we only sketch the
basic idea of the inductive step of the proof in the following. Recall that the
definition of ` transforms trees with leaf labels from (V0∪Q) into trees with leaf
labels from (V0∪Q); extending the definition of the yield operator Y accordingly,
this means that sentential forms of GA are transformed. Notice that the graph
control stays the same, which allows the induction to succeed. �

Literally the same construction allows us to state:

Lemma 11. Y(Lt(G, td)) ⊆ Lgen(G,CF− ε).

For the converse direction, we need a normal form result for regulated context-
free grammars that might be of independent interest. A graph-controlled context-
free grammar G = (VN , VT , P, S, Γ,Σ, Φ, h) is called arity-deterministic if for
each nonterminal A ∈ N , there exists a unique number α(A) (called the arity of
A) such that any rule A → w ∈ P (in the generating case) or w → A ∈ P (in
the accepting case) obeys |w| = α(A).

Theorem 12 (Arity-deterministic normal form). For any L ∈ Lacc(G,CF−
ε), there exists an arity-deterministic context-free ε-free graph-controlled context-
free grammar G accepting L. A similar statement holds for generating grammars.

As the induction proof given in [8, Theorem 2] can be easily adapted to our
case, we omit it here. We only mention that similar results are also true for other
forms of control, like matrix grammars.

Lemma 13. Y(Lt(G, bu)) ⊇ Lacc(G,CF− ε).

Proof. [Sketch] Starting with an arity-deterministic graph-controlled context-
free grammar G, we can easily interpret its rules as transitions of a controlled
finite tree automaton AG. More specifically, we can consider VN ∪ VT as a
ranked alphabet V , with V0 = VT . For any rule w → A, we introduce a rule
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δi,k(A,w1, . . . , wk) = {A′}, where |w| = α(A) = k. Notice that we have to for-
mally distinguish the nonterminal A of arity k from the state A′ that has, in a
sense, arity zero. AG accepts derivation trees of G. Conversely, the yield of any
tree that derives S′ (in AG) corresponds to a sentential form that derives S (in
G). For further details, we refer to [8, Lemma 2]. �

Lemma 14. Y(Lt(G, td)) ⊇ Lgen(G,CF− ε).

Together with the results from the previous section, we conclude a known fact:

Theorem 15. Let µM , µP , µrC , µG ∈ {gen, acc}. Then, we have

LµM (M,CF− ε) = LµP (P,CF− ε) = LµrC (rC,CF− ε) = LµG(G,CF− ε) .

Remark 16. As the constructions presented in this section do not introduce chain
rules (into context-free grammars) and as chain rules correspond to ε-moves
for tree automata, the open questions formulated in the previous section easily
translate into open questions in the more classical realm of regulated context-
free grammars as follows: Does there exist a normal form for regulated context-
free grammars (without erasing productions) that allows us to avoid chain-rules?
Related to this is another open question in the more classical realm of regulated
context-free grammars: Does there exist a Chomsky normal form result? Loosely
speaking, this corresponds to an arity-bounded normal form for derivation trees.

5 Adding Appearance Checks

Appearance checks (or maybe better said applicability checks, see [11]) are one
of the key features introduced within regulated rewriting. On the level of graph
control, this corresponds to considering bicolored digraphs as control structure
[6,18]. For reasons of space, we refrain from giving a formal definition in this ex-
tended abstract. Notice that there are two ways of interpreting appearance checks
in connection with control by bicolored digraphs, with the choice interpretation
that first selects a rule in the rule set h(u) and then checks for applicability of
the selected tree rewriting rule, or with the interpretation that only considers
h(u) to be not applicable if none of the rules in h(u) is applicable. We signal the
choice interpretation by adding a c as a subscript. We can prove:

Theorem 17. Let µ ∈ {bu, td}. Then, we have

Lt(M, µ, ac) = Lt(P, µ, ac) = Lt(rC, µ, ac) = Lt(G, µ, ac) = Lt(Gc, µ, ac).

We could state similar results as in Theorem 9 for the case when disallowing
ε-moves. We have to distinguish more carefully between the bottom-up and the
top-down cases due to the following results.

Theorem 18. Let µ ∈ {gen, acc}. Then, we have Lµ(M,CF−ε, ac) = Lµ(P,CF−
ε, ac) = Lµ(rC,CF− ε, ac) = Lµ(G,CF− ε, ac) = Lµ(Gc,CF− ε, ac) . Moreover,
Lgen(M,CF−ε, ac) = Y(Lt(M, td , ac)) ( Lacc(M,CF−ε, ac) = Y(Lt(M, bu, ac)) .
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Corollary 19. Lt(M, td , ac) ( Lt(M, bu, ac) .

Proof. The inclusion itself is seen as before; notice that we can simulate a
rule q → f(q1, . . . , qk) that is applied in appearance checking by some ε-move
that checks for the presence of q. If the converse inclusion would hold, as well,
then the yields of both tree language families would coincide, which contradicts
known facts on regulated rewriting, see [1]. �

6 Conclusions

We started investigations on regulated tree automata in this paper. This new
way of looking at trees and regulated rewriting opens up quite an ample ground
of research. Apart from the concrete open problems mentioned throughout the
paper, which mostly also extend to the case admitting appearance checks, we
ask the following, more concrete research questions.

– So far, we completely neglected studying closure properties or algorithmic
questions of (variants of) regulated tree automata. It seems to be the case
that the standard constructions for showing certain closure properties of
regular tree languages (see [2]) transfer to the regulated case, but, moreover,
we conjecture positive closure results for (general) tree homomorphisms, to
give one concrete open question in this area.

– There are many relations between regulated rewriting and parallel rewriting;
see [4,7]. We are not aware of a theory of parallel tree automata. We would
also expect (again) relations to the question of accepting versus generating
grammars [9]. Also, the area of grammar systems is barely touched [3,10,8].
Due to the connections between regulated rewriting and cooperating dis-
tributed grammar systems (CDGS), see [3], these investigations might also
stir some new interest in and even give some new proof ideas for some old
open problems. For instance, it is still open whether (context-free) matrix
languages can be characterized by CDGS working in = k-mode. Can results
from tree automata be helpful here? We refer to [8] for results on cooperating
distributed tree automata.

– Operations on trees have been one of the cornerstones for developing prac-
tically useful mechanisms [13] for formalizing mild context-sensitivity. The
relations between, for instance, tree adjoining languages and variants of regu-
lated context-free grammars have been largely unexplored until today. Apart
from this concrete question, we have the hope that combining tree processing
with regulated rewriting mechanisms opens up new (practical) applications
of regulated rewriting, also leading to new algorithmic questions.

Finally, we like to mention once more the various open problems in the area of
classical regulated rewriting scattered throughout the paper. This should renew
the interest of the Formal Language community and also shows that (by far) not
all problems in that area are solved. We hope that the approach via considering
tree languages might be a way to solve some of these problems. Common to all
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these questions is the quest for normal forms. Here, we like to point to random
context grammars, where it was shown rather recently that there is a normal
form result that gets rid of erasing productions [19].
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