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Abstract. Union-free expressions are regular expressions without using
the union operation. Consequently, union-free languages are described
by regular expressions using only concatenation and Kleene star. The
language class is also characterised by a special class of finite automata:
1CFPAs have exactly one cycle-free accepting path from each of their
states. Obviously such an automaton has exactly one accepting state.
The deterministic counterpart of such class of automata defines the de-
terministic union-free languages. A regular expression is in union (dis-
junctive) normal form if it is a finite union of union-free expressions. By
manipulating regular expressions, each of them has equivalent expression
in union normal form. By the minimum number of union-free expressions
needed to describe a regular language, its union-complexity is defined.
For any natural number n there are languages such that their union
complexity is n. However, there is not known any simple algorithm to
determine the union-complexity of any language. Regarding the deter-
ministic union-free languages, there are regular languages such that they
cannot be written as a union of finitely many deterministic union-free
languages.

1 Introduction

The family of regular languages is one of the most known, most common and
most applied class of languages. It is the smallest, the simplest class of the Chom-
sky hierarchy. The descriptions of the regular languages by regular expressions
are widely used. They are generated by regular, by left-linear and by right-linear
grammars. They are accepted by finite state automata: both nondeterministic
and deterministic variants characterize this class of languages. Recently various
classes of subregular languages play also importance [5,9].

In this paper we will consider special subclasses of the regular languages.
The main topic is the class of union-free languages, they are defined by regular
expressions without the union. They were first mentioned as star-dot regular
languages in [2]. Later on, in [4], their description by equations were examined,
and it was shown that this class cannot be axiomatized by a finite set of equa-
tions. Automata theoretical characterisation was given in [11] allowing to define
the deterministic counterpart of the class, the family of deterministic union-free
languages [3,7,8].
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It is also known [2,10] that every regular language is a finite union of union-
free languages. The union-complexity of the regular languages is defined subse-
quently based on minimal decompositions [1,10,12]. However, there are regular
languages that cannot be obtained as a finite union of deterministic union-free
languages [8]. On the other hand allowing infinite unions one is able to describe
every recursively enumerable language. Therefore infinite unions are usually not
allowed when languages are described.

The structure of the paper is as follows. In the next section we define the
union-free languages based on regular expressions, we show their characterisation
by 1-cycle-free path automata, and we define deterministic union-free regular
languages and a new class between the union-free and deterministic union-free
class. In Section 3 some properties of the mentioned three language classes, e.g.,
closure properties are summarised. Section 4 is about the union decomposition
of regular languages and the union-complexity.

2 The Union-Free Language Classes and Their
Corresponding Automata Classes

In this section first we define the union-free languages and then we recall the
corresponding class of finite automata. We assume that the reader is familiar
with the basic concepts of formal languages and automata, thus for each unex-
plained concepts she/he is referred to any standard textbook on the topic, e.g.,
to [6] or the Handbook chapter [13]. Here we show only specific notions closely
related to the topic of this paper. The empty word is denoted by λ, V is a finite
alphabet, while +, ·, ∗ are the regular operations on languages, i.e., the union,
the concatenation and the Kleene star.

Definition 1 (Union-free expression, union-free language). A regular ex-
pression is union-free expression if only the operators concatenation and Kleene
star are used in its description. A language is union-free if there is a union-free
description that defines it.

A kind of related idea is to define and use star-free expressions, where only
union and concatenation are allowed in regular expressions. They define exactly
the class of finite languages. Since the class of finite languages has already their
well-known name, in the literature, the terms of star-free expressions and lan-
guages usually refer to expressions which are defined by operations union, con-
catenation and complement, and the corresponding language family [13]. Simi-
larly, in the literature sometimes a wider class of languages are called union-free,
those which have a description by operations concatenation, Kleene star and
complement [9]. However, in this paper, the above stricter concept is used.

The empty language is described as regular expression ∅. Each other regular
expression can be written in a tree form, in which the leaves are representing
elements of V ∪{λ} and the other nodes are representing the regular operations.
The language ∅ is very special, in the rest of the paper we assume that the
language we consider is not the empty one.
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Definition 2. A 5-tuple A = (Q,S, V, δ, F ) is a non-deterministic finite au-
tomaton, with the finite set of states Q. Further, S ∈ Q is the initial state, V
is the (input) alphabet and F ⊂ Q is the set of final (or accepting) states. The
function δ : Q×(V ∪{λ})→ 2Q is the transition function. A path is called accept-
ing path of the word w if it is written as (S = Q0)a1Q1a2Q2...an−1Qn−1anQn

where Qi+1 ∈ δ(Qi, ai+1) for every 0 ≤ i < n with Qn ∈ F and w = a1a2...an
(ai ∈ V ∪ {λ}). A word is accepted by the finite automata if it has an accepting
path.

A path Q0a1Q1a2Q2 . . . an−1Qn−1anQn is called a cycle if Q0 = Qn (where
n > 0). A path without any repeated state is called cycle-free path. Two cycle-
free paths Q0a1 . . . anQn and P0b1 . . . bmPm are called alternative paths, if they
are not identical, but Q0 = P0 and Qn = Pm.

In this paper we use only automata with the following property: for each
state Qi of the automaton there is an accepting path that contains Qi. Conse-
quently, there is no useless and sink states and the automaton may not be fully
determined, i.e., it may happen that for a state Qi and an input letter a the
transition function assigns the empty set.

Definition 3 (1CFPA, d-1CFPA and n-1CFPA). A nondeterministic fi-
nite automaton A is a 1 cycle-free path automaton, a 1CFPA, for short, if
there is a unique cycle-free accepting path from each of its states. Moreover, if
the automaton A has no λ-transition, then it is an n-1CFPA, and if it is a
deterministic, then it d-1CFPA.

Figure 1 shows an example. As a consequence of the definition above, a
1CFPA has exactly one final state. From now on F will refer not only for the set
of final states, but for its unique element as well. The following result is proven
in [11].

Theorem 4. The family of languages which are described by union-free expres-
sions and the family of languages recognized by 1CFPAs are exactly the same.

Proposition 5. Since from every state R there is exactly one transition is going
to the direction of F (without cycle), the word which transfers the state R to F
in cycle-free path is unique for each state.

Definition 6 (backbone). The backbone of the automaton is the cycle-free
path from the initial state (S) to the final state (F ). The other parts of the
automaton are the loops, sub-loops etc. The word accepted by the backbone is
called the backbone word.

In a directed graph there are two different concepts that are somewhat anal-
ogous to cycles in the undirected graphs. Cycles in undirected graph allow to
visit a node more than once in a path, while they also allow to connect nodes
in alternative paths. The directed cycles allow to return to an already visited
node in a path (in a directed graph). Two alternative paths (as two halves of
an undirected cycle) give the chance to reach the same target node from a start
node in two different cycle-free way. Based on that we can compare the graphs
of the classes of automata accepting the union-free and the finite languages.
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Fig. 1. An example for a 1-cycle-free-path-automaton.

Proposition 7. Every union-free language is accepted by automata with graphs
having no alternative paths. Every automaton with one final state and without
alternative paths is accepting a union-free language. Every finite language is
accepted by automata with no cycles. Cycle-free automata accept finite languages.

As we have already mentioned the class of finite languages is an important
subclass of the class of regular languages. Both the classes of nondeterministic
and deterministic variants of cycle-free finite state automata correspond to the
class of finite languages. The classes of the union-free languages form a hierarchy
as we describe here. The result of Theorem 4 allows us to call the language classes
accepted by n-1CFPAs and d-1CFPAs as λ-free nondeterministic union-free and
deterministic union-free, respectively. We also use the abbreviated names n-
union-free and d-union-free for these classes of languages.

3 Properties of Union-Free Language Classes

Now we detail some properties of the languages defined above.

Lemma 8. There are infinitely many non-comparable x-union-free languages
with x ∈ {λ, n, d}.

Lemma 9. A union-free language is infinite if and only if every regular expres-
sion contain Kleene star that describes it.

Corollary 10. A union-free language is either infinite or contains at most one
word.
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Lemma 11. Let L be an infinite x-union-free language (x ∈ {λ, n, d}). There
are infinitely many sequences of union-free languages starting with L, in which
each language is a proper subset of the previous one.

The next proposition gives a necessary condition for a language to be union-
free.

Proposition 12. The shortest word of a union-free language L is unique and it
is the backbone word. In a union-free language each word contains the backbone
word in scattered way.

It is well-known that the Parikh images of regular languages coincide with the
semi-linear sets. The Parikh images of the union-free languages form a special
subset of the semi-linear sets, and at the same time, they form a special superset
of the linear sets.

Definition 13 (Conditional-linear sets). A set of vectors W is conditional-
linear if the following condition holds. Every vector α is in W if and only if it
can be written in the form

α = α0 + δ1n1α1 + δ2n2αi + · · ·+ δmnmαm,

where nj are non-negative integers and αj are fixed vectors of non-negative in-
tegers, and δi are conditional coefficients defined in the following way: δ1 = 1,
and if i > 1, then δi is either without any condition and equals to 1, or depends
on the coefficient of some αj with j < i, and in such a case it equals to 1 if
δjnj > 0 and to 0 if δjnj = 0:

δi = 1, if there is no condition for αi;

δi =

{
1, if δjnj > 0;
0, if δjnj = 0;

if αi depends on the coefficient of αj .

Having δi = 1 for all i without any conditions, the linear sets can be obtained.
Thus conditional-linear sets are a kind of generalisations of linear sets. Moreover,
all conditional linear sets are semilinear, i.e., they are finite unions of linear sets.
However, there are semilinear sets that are not conditional linear.

Theorem 14. Conditional-linear sets coincide with the Parikh images of union-
free languages.

Let L be a union-free language. Note that λ ∈ L if and only if the backbone
word is the empty word. This implies that every terminal is under a Kleene star
in the tree of the regular expression. Under these circumstances the language
can be accepted by a 1CFPA with backbone word λ. If L is n-union-free and
λ ∈ L, then S = F in the corresponding n-1CFPA. Since every 1CFPA (and thus
d-1CFPA) has exactly one accepting state, languages which cannot be accepted
by deterministic finite automata with only one final state are not d-union-free
languages.

Now, we are in the position to claim the theorem about the closure properties
of union-free languages.
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Theorem 15 (Closure properties of union-free languages). The family
of union-free languages is closed under the operations concatenation and Kleene
star. Further, it is closed under the following operations: reversal, homeomor-
phism, substitution by union-free expression, Kleene plus, and for any fixed nat-
ural number n it is closed under the n-th power.

The family of union-free languages is not closed under the following opera-
tions: union (of course), intersection, intersection with regular languages, com-
plement, difference, symmetric difference, cyclic permutation, permutation, shuf-
fle, inverse morphism and substitution by regular expression.

Corollary 16. The family of union-free languages is not a cone, not an AFL
and not an anti-AFL.

On the other hand we have only anti-closure properties for the deterministic
counterpart:

Theorem 17 (Closure properties of d-union-free languages). The class
of deterministic union-free languages is not closed under union, complement, dif-
ference, intersection, intersection by regular languages, concatenation, square,
Kleene star, reversal, cyclic shift, permutation, homomorphism, and inverse
morphism.

We are turning to hierarchy results. On one hand it is clear by definition
that all d-union-free languages are n-union-free languages and all n-union-free
languages are union-free. The language a∗b∗ is union-free. However, it is not n-
union-free. The language (aa+ab+ba+bb)∗ is n-union-free, but not d-union-free.
Thus, we can state the following:

Corollary 18. There is a proper hierarchy among the union-free classes:

d-union free ( n-union-free ( union-free.

4 Union-Complexity of Regular Languages

We start this section by a decomposition result [2,10].

Definition 19. A regular expression is in union normal form if it is a finite
union of union-free expressions.

Theorem 20. For each regular language there is a regular expression in union
normal form that describes it.

Moreover, based on the following equivalences among regular expressions,

1. (x+ y)∗ can be written in the form (x∗y∗)∗,
2. (x+ y)z can be written in the form (xz + yz),
3. x(z + v) can be written in the form (xz + xv),
4. (x+ y)(z + v) can be written in the form (xz + xv) + (yz + yv),
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where x, y, z and v are arbitrary regular expressions, one can efficiently find an
equivalent expression in union normal form for any regular expression.

And now we have some notes about the regular expressions containing the
union operation, but describing union-free regular languages.

Let r be a regular expression. For the sake of simplicity assume that its tree
is a binary tree, which means that all unions and concatenations have exactly
two components, while the Kleene stars have exactly one.

Theorem 21. Let r be a regular expression. If every union operation is under
a Kleene star operation in the tree form of r, then r defines a union-free regular
language.

The class of union-free languages is an interesting class including several
languages since we have:

Corollary 22. For each regular language L the language L∗ is union-free regu-
lar.

Now, based on [10,12] we are going to define the union-complexity of lan-
guages by specific decompositions.

A decomposition L =
n⋃

i=1

Li is called proper, if there is no language Lj such

that Lj ⊆
j−1⋃
i=1

Li ∪
n⋃

i=j+1

Li. (One needs all the languages Li to describe L, i.e.,

there is no useless member of the union.) A normal form is called proper normal
form if it gives a proper decomposition.

Definition 23 (Union-complexity). L =
n⋃

i=1

Li is a minimal decomposition

of the language L if each Li is a union-free language and there is no m < n

such that L =
m⋃
i=1

Li, where each Li is union-free. Then, n is called the union-

complexity of language L.

Every minimal decomposition is a proper decomposition, but the converse
does not hold, there are proper decompositions which are not minimal.

Now we are showing special minimal decompositions: a minimal decomposi-
tion of L is given by maximal union-free languages, if there is no L′i such that
L′i ⊃ Li and replacing Li with L′i in the union, the resulted language L is the
same as before.

Proposition 24. The minimal decomposition by maximal union-free languages
of a regular language may not be unique.

Consider the language over V = {a, b} containing all words that do not contain bb
as a consecutive substring. Its union-complexity is 2, but there are two minimal
decompositions using maximal union-free languages:

((ba)∗a∗)∗ + ((ba)∗a∗)∗b((ab)∗a∗)∗,
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and
((ab)∗a∗)∗ + ((ba)∗a∗)∗b((ab)∗a∗)∗.

Let Ln be the family of languages which can be written as union of n union-
free languages.

Theorem 25. The families Ln and Lm are in the following relation:

Ln ) Lm iff n > m.

The previous theorem presents an infinite hierarchy of regular languages, in
which the union-free ones are the simplest ones. The planet of regular languages
is shown in Fig. 2, where the “west pole” is the empty language, the west region
contains the union-free languages, the south region contains the finite languages.
The intersection of the classes of union-free and finite languages includes the
empty language and all the singleton languages. A singleton contains exactly
one word. The union-complexity grows to the east direction.

 

Regular languages 

Finite languages 

   Union- 

free 

languages 

     Union-  

 complex.    

      2 

2-words 

3               .  .  .                      n          . . . 

n-words 

The empty language 

Fig. 2. The “planet” of regular languages.

We can summarise the known results about the union-complexity in the
following theorem.

Theorem 26. The union-complexity of union-free languages is at most 1: it is
0 for the empty language and 1 for every nonempty union-free language.
For every finite language, its union-complexity is exactly the cardinality of the
language.
A language is regular if and only if its union-complexity is finite.
For each regular language L the union-complexity of L∗ is 1.
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In [1] it has been proven that the union-complexity of regular languages
is computable. However, the method is very complex and cannot be used in
practical applications. Some lower and upper bound may be computed much
faster, e.g., a union normal form of a regular language defines an upper bound
for its union-complexity. On the other hand one can also obtain lower bounds
by analysing the short words of the language:

Proposition 27. Let L be a regular language. Fix a natural number n and let
Zn = {w ∈ L | |w| ≤ n}. Consider any subset Z of Zn with maximal cardinality
such that any of the elements of Z does not contain any other elements of Z in
a scattered way. Then |Z| is a lower bound for the union-complexity of L.

While every regular language can be expressed as a union of a finite number
of union-free languages, this is not true if we replace union-free languages by
d-union-free languages.

Theorem 28. The language described by the regular expression ((a+b)(a+b))∗

cannot be expressed as a union of a finite number of deterministic union-free
languages.

As new subregular classes of languages, we may consider the finite unions of
deterministic union-free languages [8].

Definition 29. For every positive integer m, we define dLm as the family of
languages that can be expressed as a union of m d-union-free languages. Fur-
thermore, let

dL∗ =

∞⋃
i=1

dLi.

The following result shows that the classes dLn define a proper infinite hier-
archy similarly to the classes shown in Theorem 25.

Theorem 30. Let n and m be positive integers. The families dLn and dLm are
in the following relation:

dLn ) dLm iff n > m.

Moreover,
dL∗ ) dLm.

5 Conclusions

We examined in detail the classes of union-free and deterministic union-free
languages, moreover we have defined a new class between them, namely the
class of n-union-free languages. Various properties of these classes were shown.
Since every regular language is a finite union of union-free languages, the union-
complexity as a complexity measure of the regular languages was considered.
Although it is known that the union-complexity of the regular languages can
be computed, there is not known any efficient algorithm to do it. It was also
recalled that there is a union-free language which cannot be written as a finite
union of d-union-free languages.
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