Towards Generic and Scalable Word-Length Optimization
Van-Phu Ha, Tomofumi Yuki, Olivier Sentieys

To cite this version:

HAL Id: hal-02387232
https://inria.hal.science/hal-02387232
Submitted on 29 Nov 2019

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Towards Generic and Scalable Word-Length Optimization

Van-Phu Ha  
Univ Rennes, Inria, IRISA  
Rennes, France  
avan-phu.ha@inria.fr

Tomofumi Yuki  
Inria, Univ Rennes, IRISA  
Rennes, France  
tomofumi.yuki@inria.fr

Olivier Sentieys  
Univ Rennes, Inria, IRISA  
Rennes, France  
olivier.sentieys@inria.fr

Abstract—In this paper, we propose a method to improve the scalability of Word-Length Optimization (WLO) for large applications that use complex quality metrics such as Structural Similarity (SSIM). The input application is decomposed into smaller kernels to avoid uncontrolled explosion of the exploration time, which is known as noise budgeting. The main challenge addressed in this paper is how to allocate noise budgets to each kernel. This requires capturing the interactions across kernels. The main idea is to characterize the impact of approximating each kernel on accuracy/cost through simulation and regression. Our approach improves the scalability while finding better solutions for Image Signal Processor pipeline.

Index Terms—Fixed-Point Refinement, Word-length Optimization, Noise Budgeting, Multiple Kernel Optimization

I. INTRODUCTION

Fixed-Point arithmetic is widely used for implementing Digital Signal Processing (DSP) systems on electronic devices. Since initial specifications are often written using floating-point arithmetic, conversion to fixed-point is a recurring step in hardware design. The primary objective of this conversion is to minimize the cost (energy and/or area) while maintaining an acceptable level of quality at the output. This process, called Word-Length Optimization (WLO), is a time consuming process taking up to 25 − 50% of design time [1].

In WLO, each variable/operator may be assigned a different fixed-point encoding, which means that the design space grows exponentially as the number of variables increases. This is especially true when targeting hardware accelerators implemented in FPGA or ASIC. Thus, most approaches for WLO involve heuristic search algorithms [2]–[11]. A key component in such search algorithms is the evaluation of output quality. There are two broad evaluation categories: simulations and analytical models. Simulation-based methods suffer from scalability issues as the number of required simulations, as well as the simulation time, increase drastically with the number of variables. Methods based on analytical models scale well, but are limited by the ability to construct adequate models. Existing techniques are limited by the ability to model noise power metrics of Linear and Time-Invariant (LTI) systems (with some extensions) [4], [7], [11].

The allocation of noise budgets plays a critical role in this technique, as it is the only parameter that indirectly captures the inter-kernel interactions. However, there is still little work on how to find good allocations of the noise budgets. An existing approach [11] makes heavy use of analytical models, making it difficult to support quality metrics other than noise power and its variants. More complex quality metrics, such as Structural Similarly (SSIM) used for images or Objective Degradation Grade (ODG) used for audio, do not directly correlate with noise power, and are much harder to model.

In this paper, we propose a WLO method to address both scalability (in simulations) and generality (in analytical models). The key in our work is capturing the interactions between approximations applied to a kernel with its cost and approximations applied to other kernels through empirically constructed models. Since the models are constructed through simulations, our approach can be used for any quality metric. The constructed models are then used to predict the best allocation of noise budgets. We show that the predicted noise budgets give better solutions than those found by WLO on the whole program (without decomposition) and that it can be used for both Peak Signal to Noise Ratio (PSNR) and SSIM.

II. BACKGROUND AND RELATED WORK

In this section, we introduce WLO and discuss earlier work.

A. Word-Length Optimization

Fixed-point representation contains two parts, integer word-lengths and fractional word-lengths (WL). The integer WL is closely related to dynamic range; the fractional WL controls the precision. In this work, we focus on the WLO for fractional WL, which is the time consuming part of the exploration. The main objective of WLO is to determine a WL configuration that minimizes cost while satisfying quality constraints.

Let \( W \) denote a WL configuration. Then the WLO problem is formulated as the following:

\[
\min C(W) \quad \text{Subject to} \quad \lambda(W) \geq \lambda_{\text{obj}} \tag{1}
\]

where \( C \) and \( \lambda \) are functions that express cost and quality, respectively, and the target quality is given as \( \lambda_{\text{obj}} \). How the functions \( C \) and \( \lambda \) are realized varies across work, ranging from simulations to analytical models.
A direct approach to obtain the optimal solution is exhaust-
itive search [12]. However, it is only feasible for small kernels
due to exponential growth in possible WL configurations as
the number of variables increases.

Many approaches [2], [3], [5], [6], [8]–[10] were proposed
based on iterative search using heuristics to address WLO. Most
approaches use variants of gradient decent algorithms that
evaluate neighboring solutions, typically constructed by
changing one (or a few) variables in the current solution,
each iteration. Since the number of neighboring solutions
increases as the number of variables increases, the number of
solutions that must be evaluated during the iterative search
quickly increases. This is the main reason why simulation-
based approaches suffer from scalability issues.

Some approaches construct analytical models of noise
power [4], [7], [11] to avoid costly simulations during the
exploration. These analytical approaches take advantage of
a property of errors under linear systems that their prop-
agation do not interfere with each other. Hence, the error
introduced at a noise source may be propagated through the
system independently and aggregated afterwards. Thus, these
approaches cannot be directly extended to handle general
programs. Moreover, complex quality metrics, such as SSIM,
do not have a direct relationship with noise power.

B. Noise Budgeting

Noise budgeting [11], [13], [14] is a technique to address
the scalability of WLO. It decomposes a problem into smaller
sub-problems that take less time to solve, and combines the
solutions to sub-problems to form the final solution.

Consider an application that is decomposed into N kernels.
The WLO is now formulated as

\[
\min \sum_{i=1}^{N} C(W_i) \quad \text{Subject to} \quad \lambda(W_i) \geq \lambda_i, \quad (2)
\]

where the WL configuration and the constraint (noise budget)
for the i-th kernel are denoted as \(W_i\) and \(\lambda_i\), respectively. The
above decomposition gives N smaller sub-problems (subsets of
the above for each \(i\) may be solved independently), limiting the
explosion in number of configurations to explore.

How the quality of each kernel \(\lambda(W_i)\) is computed, may
depend on the approach. In our work, we define the quality of
a kernel considered in isolation as the quality of the application
output when all other kernels are not approximated (i.e.,
computed with floating-point).

The main challenge in noise budgeting is in the alloca-
tion of the budgets. Decomposition into sub-problems makes it
impossible to capture the possible interactions spanning
multiple kernels. For example, errors introduced at a kernel
may be masked (or amplified) at a later kernel, which affects
how much loss in quality in the former kernel is tolerated.
Moreover, such interactions make it difficult to tell if the
solutions to the sub-problems using noise budgets would
satisfy the constraint on application output when the individual
solutions are combined.

Parashar et al. [11] use analytical models to capture the
inter-kernel interactions, and solve problem (2) for the optimal
allocations of noise budgets. However, this approach cannot be
easily extended to general programs and/or sophisticated
quality metrics due to the difficulty of constructing analytical
models as discussed in Section II-A.

Another body of work uses similar decomposition into sub-
problems, but does not allocate noise budgets [13], [14]. In
these work, local WLO is first performed for each kernel to
identify designs that expose different quality-cost trade-off.
Then, the combinations of the local solutions are explored to
find the global solution. The main limitation of this approach
is that the final solution space is restricted by the initial local
WLO for the kernels. The number of design points available
at each kernel is proportional to the amount of time spent on
local WLO, and it is difficult to know a priori if the “right”
design for the global combination has been found. Thus, there
is a risk of missing important designs (when local search is too
course) or having scalability issues beyond more than a few
kernels (when local search is too fine). Our approach addresses
these limitations by allocating the noise budgets using models
constructed after a handful of local WLOs.

III. APPROACH OVERVIEW

Recall the decomposed WLO problem in (2). We are
interested in modeling the following functions:

- \(\hat{C}_i(\lambda_i)\): Cost of kernel \(K_i\) as a function of the quality
  constraint at its output.
- \(\hat{\lambda}(\lambda_1, \cdots, \lambda_N)\): Application output quality as a function
  of quality constraints at each kernel.

These functions enable the optimal choice of noise budgets to
be formulated as:

\[
\min \sum_{i=1}^{N} \hat{C}_i(\lambda_i) \quad \text{Subject to} \quad \hat{\lambda}(\lambda_1, \cdots, \lambda_N) \geq \lambda_{\text{obj}} \quad (3)
\]

The functions \(\hat{C}_i\) model the impact of approximating each
kernel \(K_i\) to cost. This allows us to identify the kernel that
gives best savings in cost for some loss in quality. However,
how the individual approximations in the kernels interact
must be taken into account to determine the impact on the
application output. The function \(\hat{\lambda}\) models this behavior to
optimize the budget allocation.

Our approach empirically constructs the functions \(\hat{C}_i\) and
\(\hat{\lambda}\) to obtain optimal allocation of noise budgets as described
above. The overview of our approach is as follows:

1) For each kernel \(K_i\), perform a few WLOs with different
quality constraints. The Pareto-optimal designs found by
these explorations are used as data points to construct
the models \(\hat{C}_i\).
2) Run simulations for combinations of the designs used
above to evaluate the accuracy of combined solutions.
These simulations provide the data to construct the
model of inter-kernel interactions (\(\hat{\lambda}\)).
3) Solve (3) for noise budgets.
4) For each kernel $K_i$, perform a single WLO with the obtained noise budgets. The result of these local WLOs are combined to obtain an initial solution.

One significant advantage of the proposed method is that it is parametric to the WLO algorithm, and how the cost is evaluated. The choice of WLO algorithms strongly influences the quality of designs found; the Pareto frontier is only among the designs explored and is potentially far from the true optimal. Similarly, the cost models used influence the design space and how efficiently an algorithm can explore this space. Thus, the constructed models are specialized for designs that can be found by the given combination of cost model and WLO algorithm. If another model/algorithm is to be used, a separate set of models must be constructed.

IV. MODEL CONSTRUCTION

In this section, we describe how we construct the models, which is at the core of our approach. We first present how the data points are collected, followed by a description of polynomial fitting we use to construct models.

A. Data Points for Cost Function ($\hat{C}$)

For each kernel $K_i$, a model of its cost as a function of target quality ($C_i^\lambda$) is constructed. The data points used to construct these models are collected by performing WLO of the kernel using different target quality constraints. Among the designs explored by the WLO runs, we use only those in the Pareto-frontier. This is because we are interested in the best designs (for each accuracy) found by the WLO algorithm in use.

It is necessary to perform multiple instances of WLO, especially when the algorithm is not a greedy search. This is because the designs near the target quality will be explored in detail, finding much better designs only for the region of interest. Figure 1 shows the designs explored during three WLO runs targeting different quality constraints with one of the kernels from our benchmark detailed in Section IV. In these explorations we used Tabu search [10], which first performs greedy gradient descent to reach the target quality, followed by local search to minimize cost. It is clearly visible in the figure that the local search significantly reduces the cost without affecting quality. Thus, it is important that we run multiple instances of WLO to gather useful data points to accurately model the relationship between quality constraint and cost.

The design space is explored using three target quality constraints to collect the data points. Given a target quality constraint $\lambda_{obj}$ (for the original problem), and the quality without approximation $\lambda_{max}$, we target the following: $\lambda_{obj} + \delta$, $\lambda_{max} - \delta$, and $0.5(\lambda_{obj} + \lambda_{max})$ where $\delta = 0.1(\lambda_{max} - \lambda_{obj})$. In other words, we target the boundaries and the mid-point under consideration. These targets are motivated by the fact that polynomial fitting over an interval works better when the approximation nodes follow a Chebyshev-like distribution [15], with more nodes towards the boundaries.

The offset $\delta$ slightly moves the target constraints inwards. This is because $\lambda_{max}$ is not a realistic target with fixed-point approximation, and because $\lambda_{obj}$ is usually not an appropriate target for any kernel. If a kernel aggressively approximates to the extent that the quality is reduced to $\lambda_{obj}$ by its effect alone, then the combination of such a design with even slight approximations in other kernels usually does not satisfy $\lambda_{obj}$. As an example, if all kernels in an image processing pipeline satisfy an accuracy of SSIM=0.9, it is unlikely that the whole application would have an SSIM=0.9 at its output.

B. Data Points for Quality Function ($\hat{\lambda}$)

The quality function $\hat{\lambda}$ models the output quality of the combined solutions as a function of output qualities under isolated approximations. Thus, simulations of combined solutions are necessary to collect sufficient data points.

In our current implementation, we take a subset of the data points collected for modeling cost functions, and simulate all combinations to collect the data points. We consider $X$ uniform segments of the quality in the range under consideration, and take the best design within each segment. Then the $X^N$ combinations are simulated to collect data points. (We use $X = 5$ in our evaluation.)

This step may be optimized by having a more sophisticated method to select the subset. An initial model may be constructed by using a few samples from each kernel and simulating their combinations. Then, further simulations that would provide important data points may be predicted using the initial model. This process may be repeatedly applied until the improvement in accuracy of the model starts to diminish. The current implementation does not use this optimization.

C. Polynomial Fitting

The functions $\hat{C}_i$ and $\hat{\lambda}$ are constructed with the data points collected using polynomial fitting. These models are expected to be non-linear, especially for complex quality
metrics and/or non-linear systems, motivating the use of non-linear regression. We use polynomial fitting since it does not require a model (template) to be designed. We use Gaussian Process (GP) \cite{16} regression to learn the cost models ($C_i$) and least squares for the accuracy model ($\lambda$). We use a squared exponential covariance function as the kernel for GP. The least squares polynomial fit degree is manually selected by trying a range of values.

Most of the tuning effort for these models comes from preprocessing of the data. The size of the training data is relatively small, and there is no precise control over its distribution. These limitations make the regression analysis susceptible to common pitfalls (over-fitting, oscillation). We apply the following to fine-tune the models:

- obvious outliers are removed using our insights about the WLO algorithm, and
- designs within $x\%$ of the Pareto frontier are included in training data, where $x$ is selected for each kernel.

Such tuning effort is necessary to improve the model quality. How to fully automate this process is a separate subject on its own, which we do not discuss here. In our evaluation, manual tuning time was within several minutes. The models constructed for our benchmarks are discussed in Section V-C.

V. EVALUATION

In this section, we evaluate our approach against global WLO, where all variables are concurrently considered for WLO, by comparing exploration time and quality of solutions.

A. Experimental Setup

All experiments are performed on Linux machine with 2x4 cores Intel Xeon E5640 at 2.67GHz and 4GB memory. Recall that there are two parameters to our approach: WLO algorithm, and cost model. In our evaluation, we have used Tabu search \cite{10}, which is a heuristic search algorithm based on gradient descent, to perform WLO. We use an energy model as our cost model. The energy model counts the number of operations performed by each operator, and calculates the total cost based on the energy consumption of an operation. The energy per operation is empirically gathered from several ASIC synthesis, simulation and power estimation for different WLs. An operator is characterized by the WLs of the operands, the WL of the result, and the arithmetic operation performed. Characterization is performed using Synopsys Design Compiler and Prime Time using a 28nm technology.

Our approach is implemented using GeCoS (https://gitlab.inria.fr/gecos/gecos-float2fix) \cite{17}, an open-source compiler framework. The WLO is performed at the source-level, where the variables define the granularity of the exploration. We use a set of variables per loop nest so that each loop can run with its own WL configurations. In addition, some of the variables in the code are forced to have the same format, since they are aliases of each other. We use the number of effective variables, i.e., the number of individual fixed-point formats being explored, as a measure of the complexity.

We use the constraint solver from Matlab optimization toolbox to solve for the noise budgets. In our experiments, the optimizer returned a solution almost instantaneously.

Each kernel is explored once with the same WLO algorithm using the derived noise budgets. The solutions are then combined to form the final solution. The combined solutions may sometimes overshoot or undershoot the target quality slightly due to inaccuracies in our models. If the quality constraint was not met, we perform a greedy search to find the nearest design that satisfies the constraints. This calibration step takes less than 2\% of the total time.

B. Image Signal Processor

We use Image Signal Processor (ISP) to evaluate our approach. This application takes raw data from camera sensors, and applies a sequence of processing kernels to produce a color image. It is an interesting benchmark because it has various filters that naturally serves as kernels, and its primary quality metric is SSIM. We target up to four stages of the ISP pipeline; additional kernels make exploration time for global WLO too long. The four kernels are:

- \textbf{NLM:} Non-Local Means denoising filter \cite{18}. This denoising stage takes means of 5 windows, weighted by the distance from the target pixel, to filter noise.
- \textbf{Demosaic:} Demosaicing reconstructs a full color image from sensor data that captures color information as a mosaic of primary colors. This stage is also expensive consisting of 7 filters of size $3 \times 3$ or $5 \times 5$.
- \textbf{GC:} Gamma Correction adjusts the brightness of the image to suit human eyes. The image is converted into gray scale to derive the amount of brightness correction, which is then applied to the image.
- \textbf{Unsharp:} Unsharp masking sharpens the image by masking it with its blur. It computes a blurred image with a two-pass (vertical + horizontal) filter to use as the mask. It also includes the conversion to/from YCbCr color space, since the filter is performed in YCbCr.

The number of effective variables to be optimized are 19 for NLM and Demosaic and 17 for GC and Unsharp. To evaluate our approach in solving the scalability problem, we create three experiments on ISP with increasing complexity for WLO. Depending on each case, some kernels are selected for WLO while others are kept at highest possible precision. In the first experiment, NLM and Unsharp are chosen for WLO. In the second experiment, the Demosaic kernel is added. The last experiment considers all four kernels.

We use two SSIM targets in our experiments: 0.9 and 0.99. Preserving SSIM = 0.99 is considered to have small impact on human perception, which is suitable for photos. To evaluate our approach, we also target SSIM = 0.9, which has a much larger solution space compared to the 0.99 case and which is representative of, e.g., video capturing.

C. Empirically Constructed Models

It is difficult to evaluate these models since simple metrics, such as (Root) Mean Square Error, are not sufficient to
assess their quality with respect to unseen data. In this work, these models are ultimately evaluated by the quality of the noise budgets derived. Figures 2 and 3 present the models constructed for ISP (excluding those that are hard to visualize) as a partial evaluation of their quality.

D. Exploration Time and Quality of Solution

Figure 4 and Table I summarize the exploration of GWLO and our approach for ISP. The model construction time is significant due to the time consuming WLO algorithm, and hence our approach takes longer for smaller problems. However, the difference in scalability becomes clear with more kernels.

The quality of the solutions improves for large problem instances. The explanation is that our approach performs local search around the derived noise budgets, finding better solutions (as explained with Figure 1). There are many local minima in the design space, and GWLO becomes more likely to be stuck with sub-optimal solutions for larger problems.

E. FIR and IIR Filters

We have also applied our approach with cascaded FIR and IIR filters to test how it works for another quality metric and
TABLE II: Comparison of solutions for FIR and IIR.

<table>
<thead>
<tr>
<th></th>
<th>Target 50 dB</th>
<th>Target 60 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR (dB)</td>
<td>Cost (nJ)</td>
</tr>
<tr>
<td>FIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GWLO</td>
<td>50.0</td>
<td>64.15E-04</td>
</tr>
<tr>
<td>Ours</td>
<td>50.2</td>
<td>66.94E-04</td>
</tr>
<tr>
<td>IIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GWLO</td>
<td>50.2</td>
<td>9.22E-04</td>
</tr>
<tr>
<td>Ours</td>
<td>50.6</td>
<td>9.60E-04</td>
</tr>
</tbody>
</table>

In this paper, we propose the use of empirically constructed models to solve the generality and scalability problems of WLO for large applications. The key idea in our approach is characterized by the impact of approximating each kernel to linear systems. FIR is decomposed into 2 kernels with 9 and 6 effective variables. IIR is partitioned into 3 kernels with 12, 12, and 7 variables. We used PSNR equal to 50 dB and 60 dB as quality targets. The cost of solutions found by GWLO and our approach are shown in Table II. The cost of our solutions were slightly worse than that of GWLO’s solutions, with about 4% for FIR and 2% for IIR. The solution space of FIR and IIR is considered as relatively small and with few sub-optimal solutions compared to ISP. Thus, with considering all kernels during the optimization time, GWLO can find a good solution and avoid local minima. Figure 6 summarizes the exploration time between GWLO and our approach for FIR and IIR with constraints of 50 dB and 60 dB. The important result is that the exploration time of our approach scales much better than GWLO, and that the overall behavior is consistent with ISP.

VI. CONCLUSION

In this paper, we propose the use of empirically constructed models to solve the generality and scalability problems of WLO in large applications. The key idea in our approach is to characterize the impact of approximating each kernel to accuracy/cost through an empirical model. We show that for sufficiently large applications that justify the time spent on modeling, our approach can significantly reduce exploration time and improve the quality of the solutions.
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