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Abstract. We are interested in the classical ill-posed Cauchy problem for the Laplace equation.
One method to approximate the solution associated with compatible data consists in considering a
family of regularized well-posed problems depending on a small parameter € > 0. In this context, in
order to prove convergence of finite elements methods, it is necessary to get regularity results of the
solutions to these regularized problems which hold uniformly in €. In the present work, we obtain
these results in smooth domains and in 2D polygonal geometries. In presence of corners, due to the
particular structure of the regularized problems, classical techniques d la Grisvard do not work and
instead, we apply the Kondratiev approach. We describe the procedure in detail to keep track of
the dependence in ¢ in all the estimates. The main originality of this study lies in the fact that the
limit problem is ill-posed in any framework.

Key words. Cauchy problem, quasi-reversibility, regularity, finite element methods, corners.

1 Introduction and setting of the problem

Figure 1: Examples of domains 2. The thick blue lines represent the support of measurements.

Let us consider a bounded Lipschitz domain Q@ C R? d > 1, the boundary 9 of which is
partitioned into two sets I and I". More precisely, T and I are non empty open sets for the topology
induced on 9Q from the topology on R%, 9Q = TUT and TNT =0 (see Figure 1). The Cauchy
problem we are interested in consists, for some data (go,g1) € HY?(I') x H-Y3(T), in finding
u € H*(Q) such that

Au = 0 in
u = go onTl (1)
du = g1 onl,

where v is the outward unit normal to dQ. This kind of problem arises when some part I' of
the boundary of a structure is not accessible, while the complementary part I' is the support of



measurements which provide the Cauchy data (gg, g1). It is important to note that in practice those
measurements are contaminated by some noise. Due to Holmgren’s theorem, the Cauchy problem
(1) has at most one solution. However it is ill-posed in the sense of Hadamard: existence may not
hold for some data (go, g1), as for example shown in [3]. A possibility to regularize problem (1) is to
use the quasi-reversibility method, which goes back to [31] and was revisited in [27]. The original
idea was to replace an ill-posed Boundary Value Problem such as (1) by a family, depending on a
small parameter e, of well-posed fourth-order BVPs. Much later, the first author introduced the
notion of mixed formulation of quasi-reversibility for the Cauchy problem of the Laplace equation [4].
This notion was extended to general abstract linear ill-posed problems in [7]. The idea is to replace
the ill-posed second-order BVP by a family, again depending on a small parameter €, of second-order
systems of two coupled BVPs: the advantage is that the order of the regularized problem is the
same as the original one, which is interesting when it comes to the numerical resolution. The price
to pay is the introduction of a second unknown function A, in addition to the principal unknown
ue. Such mixed formulation of quasi-reversibility is the following: for € > 0, find (ue, Ac) € Vg, X Vo
such that for all (v, u) € Vo x Vo,

5/ Vug-Vvdx—i-/Vv-V)\gdx =0
Q Q (2)
/QVuE-Vudx—/QV/\E'Vde SO -

where Vy, = {u € HY(Q), ulr = go}, Vo = {u € H'(Q), ulr =0} and Vp = {\ € HY(Q), Az = 0}.

In (2), the brackets stand for duality pairing between H~Y/2(T') and H'/?(T'). Here H'/?(I') is the

subspace formed by the functions in H'/?(T") which, once extended by 0 on 9, remain in H'/2(99).

We observe that in view of Poincaré inequality, the standard norm of H'(f2) in the spaces Vj and

Vo is equivalent to the semi-norm | - || defined by || - |2 = [ |V - |?dz. Let us denote (-,-) the

corresponding scalar product. We remark that the weak formulation (2) is equivalent to the strong

problem

Au, = 0 inQ

AN = 0 inQ

Uge go onTl

Optle — Oy e g onl

Ae 0 onT

edus+d N = 0 onl,

where we observe that the two unknowns u. and A are harmonic functions which are coupled at
the boundary 992. We have the following theorem.

Theorem 1.1. For all (go,q1) € HY?(T') x H-Y2(T"), the problem (2) has a unique solution
(ue, Ae) € Vo x Vo There ezists a constant C' which depends only on the geometry such that

(3)

Ve € (0,1],  Veluellmo) + Al ) < Cllgoll ey + g1l z-172r)-

If in addition we assume that (go, g1) is such that problem (1) has a (unique) solution u (the data
are said to be compatible), then there exists a constant C which depends only on the geometry such

that
[ Aell ()

Ve > 0, HUEHHl(Q) =+ ﬁ

< Cllull (o)
and
lim {ue —ull 1) = 0.

To prove such theorem, we need the following lemma, which establishes an equivalent weak formu-
lation to problem (1) and which is proved in [7].

Lemma 1.1. For (g9, g1) € HY?(T') x H-Y%(T"), the function u is a solution to problem (1) if and
only if u € Vy, and for all p € Vy, we have

/QVu-Vu dr = <917M>H—1/2(F),I?1/2(F)' )



Proof of Theorem 1.1. Let us begin with the first part of the theorem. There exists a continuous
lifting operator go — U from HY2(T") to H'(Q) such that U|p = go. Let us define @t = u. —U € V.
By replacing in (2), we obtain that (4., \;) € Vy x Vp satisfies, for all (v, u) € Vp x Vp, the system

5/ Vﬁe-Vvdx—l—/ Vo -Va.dxr = —e/ VU - Vudx
Q Q Q

/Qvaa -Vypdr — /QV)\E -Vypdr = <917M>H—1/2(F)’f{1/2(r) - /Q VU -Vyudzx.
Well-posedness then relies on the Lax-Milgram Lemma applied to the coercive bilinear form

A ((u, A); (v, ) = 5/ Vu-Vudz +/ Vou-VAde — / Vu - Vuda:—f—/ V- Vudz
Q Q Q Q
on Vj x Vb. Choosing v = 4. and pu = A, and subtracting the two above equations, we obtain
5/ Vi |? dx +/ V| dz = —g/ VU - Viie dz — (g1, \e) +/ VU - V. dx.

Q Q Q Q

The Cauchy-Schwarz inequality implies
ellac]l + INl® < ellUllacl + Ngall-rrzrylIXe | zraregry + U]

The equivalence of norm || - | and the standard H'(2) norm in spaces Vj and Vj, the continuity of
the trace operator and the continuity of the lifting operator gy — U yield

ellaellzp o) + 1Al () < Cellgoll gy lelm) + (cllgll -1y + Cligol @)Xl ).

Using the Young’s inequality to deal with the right hand side of the above inequality, the result
follows. Let us prove the second part of the theorem. In the case when the Cauchy data (go, g1) is
associated with the solution w, then u satisfies the weak formulation (4). By subtracting (4) to the
second equation of (2), we obtain that for all p € Vj,

/V(ua—u)'v,udx—/V)\a'V,ud:U:O. (5)
Q )

Now setting v = ue — u € Vp in the first equation of (2), setting u = A; € Vp in equation (5) and
subtracting the two obtained equations, we get

6/VuE~V(u5—u)dx—|—/ IVA|? dz = 0.
Q Q

We deduce that the term (u.,u. — w) in the above sum is nonpositive, which from the Cauchy-
Schwarz inequality implies that [Juc|| < ||u]| and then [[As||] < v/2||u||. Hence there exists a constant
C such that

el ) < Cllullg) and el bt ) < CVellull g (qy-

It remains to prove that u. — u in H'(2) when ¢ — 0. The sequence (u.) is bounded in H' ().
Therefore, there exists a subsequence, still denoted (u.), such that u. — w in H*(Q) when ¢ — 0,
with w € H(Q). Since the affine space Vj, is convex and closed, it is weakly closed. This guarantees
that w € V. Besides, by passing to the limit in the second equation of (2) we obtain that w satisfies
the weak formulation (4). Uniqueness in problem (1) then implies that w = u, so that (u.) weakly
converges to u in H'(Q). But

e — ul|? = (ue, ue —u) — (u,ue —u) < —(u, ue —u),

so that weak convergence implies strong convergence. Lastly, a standard contradiction argument
enables us to conclude that all the sequence (u.) strongly converges to u in H*(2). O



Remark 1.1. Let us mention that another type of mixed formulation of quasi-reversibility was
introduced in [20], in which the additional unknown lies in Ha;, () instead of H'(Y). In addition,
a notion of iterative formulation of quasi-reversibility was introduced and analyzed in [19]. We
believe that the quasi-reversibility formulation (2) is the easiest one to handle to establish reqularity
results of the weak solutions.

The estimates of Theorem 1.1 involve H'(Q) norms of the regularized solution (u.,\.) in the
case of a Lipschitz domain €2 and for the natural regularity of the Cauchy data (go,g1), that is
HY2(I') x H-Y%(T"). These estimates were derived in two different cases: the data (go,g1) are
compatible or not. The main concern of this paper is to analyze, when the domain  and the
Cauchy data (go,g1) are more regular than Lipschitz and H'/2(I") x H~1/2(T), respectively, the
additional regularity of the solution (ue, A:), whether the data (go,g1) are compatible or not. We
also want to obtain estimates in the corresponding norms. In order to simplify the analysis, the
additional regularity of the data (go, g1) is formulated in the following way: we assume that (go, g1)
is such that there exists a function U in H%(Q) with (Ulr,d,U|r) = (g0,91) and that we can
define a continuous lifting operator (go,g1) + U. Denoting f = AU € L?*(Q) and considering the
new translated unknown v — U — wu, the initial Cauchy problem (1) can be transformed into a
homogeneous one (however still ill-posed): for f € L?(Q2), find v € H'(Q) such that

—Au = f inQ
u = 0 onl (6)
du = 0 onl.

We emphasize that this regularity assumption made on the data is not an assumption of regularity of
the solution u. It is simple to construct smooth data in the sense above such that the corresponding
u is only in H*(Q) and not in H?(£2). The mixed formulation of quasi-reversibility for problem (6)
takes the following form: for € > 0, find (u., \.) € Vp x Vg such that for all (v, u) € Vo x V,

6/VU5'V1}dCL‘+/VU-V)\5dl' =0
/Vua-v,uda:—/V)\g-Vuda; = /f,ud:c.
Q Q Q
e

Note that the strong equations corresponding to problem (7) ar

—(1+¢)Au., = f in Q
—(14+e)AX. = —ef inQ
u. = 0 on I

Oyue — N\ = 0 on lj (8)
A =0 on Ij
edus +9,\. = 0 on I'.

The analog of Theorem 1.1, the proof of which is skipped, is the following.

Theorem 1.2. For all f € L*(Q) and e > 0, the problem (7) has a unique solution (u., \.) € VoxVj.
There exists a constant C which depends only on the geometry such that

Ve € (0,1],  Velluellm) + IXellme) < Cllfllr2e)- (9)

If in addition we assume that f is such that problem (6) has a (unique) solution u, then there exists
a constant C' which depends only on the geometry such that

[ Aell ()
NG

Ve >0, [luellmiq) + < Cllull 1o (10)

and
lim [Jue —ull 1) = 0.



The objective is now to study the regularity of the solution (us, A¢) to problem (7) and to complete
the statements (9) and (10) of Theorem 1.2 by giving estimates in stronger norms. One objective,
as will be seen in section 6, is the following. In practice, one has to solve problem (7) in the presence
of two approximations. Firstly, the data f is altered by some noise of amplitude §. Secondly, the
problem (7) is discretized, for instance with the help of a Finite Element Method (FEM) based on
a mesh of size h. It is then desirable to estimate the error between the approximated solution and
the exact solution as a function of ¢, § and h. Such error estimate for the H'(2) norm needs the
solution to be in a Sobolev space H*(2), with s > 1. It could be noted that in a recent contribution
[13] (see also [9, 10, 11, 12]), a discretized method was proposed in order to regularize the Cauchy
problem (1) in the presence of noisy data without introducing a regularized problem such as (7) at
the continuous level. In some sense, the method of [13] relies on a single asymptotic parameter, that
is h, instead of two in our method, that is € and h. However, we believe that from the theoretical
point of view, the regularity of quasi-reversibility solutions is an interesting problem in itself. To
our best knowledge, it has never been investigated up to now. The difficulty stems from the fact
that we analyze the regularity of a problem involving a small parameter € which degenerates when
e tends to 0. There are other contributions (see e.g. [26, 18, 15, 16, 35, 36]) where regularity results
or asymptotic expansions are obtained in situations where the limit problem has a different nature
from the regularized one. For example in [18], the authors study a mixed Neumann-Robin problem
where the small parameter ¢ is the inverse of the Robin coefficient. But while both the perturbed
problem and the limit one are well-posed in [18], only the perturbed problem is well-posed in our
case, the limit problem being ill-posed (in any framework). Our contribution is original in this sense.
In the present work, we study the regularity of the solution of the regularized problem as ¢ tends
to zero. We emphasize that computing an asymptotic expansion of the solution with respect to e
and proving error estimates (for example as in [24, 32]) remains an open problem, the reason be-
ing that, due to the ill-posedness of the limit problem, no result of stability can be easily established.

Our paper is organized as follows. First we consider the simple case of a smooth domain in Section
2, where classical regularity results (see for example [8]) can be used. The case of the polygonal
domain is introduced in Section 3, where we also analyze the regularity of the quasi-reversibility
solution in corners delimited by two edges of T' or two edges of I'. In this case, the regularity of
functions u. and \; can be analyzed separately with the help of the classical regularity results of [22]
in a polygon for the Laplace equation with Dirichlet or Neumann boundary conditions. In Section
5 we consider the more difficult case of a corner of mixed type, that is delimited by one edge of I'
and one edge of [. This analysis relies on the Kondratiev approach [28], which is based on some
properties of weighted Sobolev spaces which are recalled in Section 4. Section 6 is dedicated to the
application of our regularity results to derive some error estimate between the exact solution and
the quasi-reversibility solution in the presence of two perturbations: noisy data and discretization
with the help of a FEM. We also try to illustrate our error estimate by presenting a numerical exam-
ple. Two appendices containing technical results, which are used in Section 5, complete the paper.
The main results of this article are Theorem 2.1 (uniform regularity estimates in smooth domains),
Theorem 3.1 (uniform regularity estimates in 2D polygonal domains) and the final approximation
analysis of Section 6.

2 The case of a smooth domain

Let us first assume that © is a domain of class CU1. If (gg,g1) € H*?(I') x H'/?(T'), then there
exists a function U € H?(Q2) such that (U|r, 3,U|r) = (g0, g1) and even a continuous lifting operator
(go,91) — U from H32(I') x HY/?(T') to H*(Q) (see Theorem 1.5.1.2 in [21]). We are therefore
in the situation described in the Section 1, where the problem to solve is (6). We begin with an
interior regularity result.

Proposition 2.1. For f € L*(Q), the solution (u,\:) € Vo x Vg to the problem (7) is such that
for all ¢ € €5°(0), Cue and ¢\ belong to H*(Q) and there exists a constant C > 0 which depends



only on the geometry such that

Ve € (0,1],  VellCuell g2y + Il r2(0) < Cllfll2 (-
If in addition f is such that problem (6) has a solution u, then

[l 20
vee O1), lGuell e + == 2 < Cllullin s,

where the norm || - || g1(a ) is defined by

ullFri a0y = llullfr ) + Aull72q)-
Proof. From the first equation of (8), we have that

~A(Cue) + Cue = (—AC + Que — 2V - Vue + g1f+€ = ..

Clearly F. € L?(R%), which by using the Fourier transform implies that

[Cue |l mr2(may = | Fell L2 (may,
and hence
[Cuellrr2(0) = 1Fellr2 ) < C ([Jucll ) + [1fll220))-

From (9) we obtain that
VEllCuell 2y < Cllfll 2 @)

If in addition f is such that problem (6) has a (unique) solution w, from (10) we obtain

ICucll g2y < C lullgr(a,n)-
The estimates of (. are obtained following the same lines. O
Let us now establish a global regularity estimate (up to the boundary) in the restricted case when
T'NT =0 (sce Figure 1 right).

Theorem 2.1. For f € L%(), the solution (uc,\.) € Vo x Vj to the problem (7) is such that u.
and \. belong to H*(Q) and there exists a constant C > 0 which depends only on the geometry such
that

Ve € (0,1,  ellucllm) + Velrcllmz@) < Cllfllrz)-
If in addition f is such that problem (6) has a solution u, then

Ve € (0,1],  Velluellpz() + Al 2 < Cllullgran)-

Proof. Given TNl = 0, we may find two infinitely smooth functions ¢ and ¢ such that (¢,¢) = (1,0)
in a vicinity of I and (¢, () = (0,1) in a vicinity of I'. We have from the first equation of (8),

f

—A(Que) = =Alue =2V Vue + (- — =

-

Since u. = 0 on I', from a standard regularity result for the Poisson equation with Dirichlet boundary
condition we obtain

[Cucllr2(0) < ClF:r2) < CUIfllz2 ) + luellar @), (11)

and from (9) we have

VellCucllmz) < Cll fllr2q)-



From a standard continuity result for the normal derivative and using d,u. — 9, A = 0 on I', we
obtain

VElO Al ey = VellOvuel gy < CllfllL2)-

From the second equation of (8) we have
[AX 2y < Cellfllz2)-
Combining the two previous estimates with the fact that A\ = 0 on I implies the regularity estimate
Velellmz) < Cllifllz)-
Reusing the second equation of (8), the estimate (9) and that A. = 0 on T leads to
1CA N r2(0) < Cllf 2@,
and using e0,ue: + Oy A: = 0 on [, we obtain

elldvuell grraiy = N0 Aell ey < Cllfllz2()-
We conclude that
elluellm2) < Cllfllizz)-

Now let us assume that f is such that problem (6) has a solution w. From (10) and (11) we now
have the better estimate

[Cucll g2y < Cllulla@,a)-
Using dyu. — A = 0 on I', we obtain
10 A 12y < Cllullaia o),
and then
[Aellz2() < Cllullgian)-

Reusing the second equation of (8), the estimate (10) and that A. = 0 on I leads to
1N 20y < CVENUll (a0
Since €0,u: + O, : = 0 on f‘, we obtain
Vellovue| gz iy < Cllullman)-
We conclude that \/e|uc|| g2(0) < Cllullg1a,0)- O

Remark 2.1. From Theorem 1.1 and Proposition 2.1, we notice that in the interior of the domain,
the H? estimates are the same as the H' estimates, whether the data are compatible or not. However,
from Theorem 1.1 and Theorem 2.1, when it comes to the H? estimates in the whole domain, up to
the boundary, one loses a /¢ factor with respect to the H' estimates, whether the data are compatible
or not.

3 The case of a polygonal domain

3.1 Main result

From now on, €2 is a polygonal domain in dimension 2. Our motivation is indeed to obtain error
estimates in the context of the discretization with the help of a classical FEM: due to the meshing
procedure in two dimensions, in practice the computational domain is often a polygon. We use the
same notations as in [22] to describe the geometry of such a polygon. Let us assume that 952 is the
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Figure 2: An example of polygonal domain. S7, So, S5 represent the three types of vertices that we
will study in §3.2, §5, §3.3 respectively.

union of segments I';, j = 1,..., N, where N is an integer. Let us denote S; the vertex such that
S; =T,;NT 41, w; the angle between I'; and I';41 from the interior of §2, 7; the unit tangent oriented
in the counter-clockwise sense and v; the outward normal to 9€2. We assume that I" and I are formed
by a finite number of edges, namely n and 7, respectively, with n+ 7 = N. Let us denote H(I") the
subset of functions (go, g1) € L*(I') x L*(T") such that (f;, ;) := (golr;, 91lr,) € H3/2(T;)x HY2(T;),
j =1,...,n, with the following compatibility conditions at S;:

fi(S5) = fi+1(S;)
O fi = —cos(w))Or,, fiv1 +sin(wj)gjr at S (12)
9j = —sin(w;)0r,, fj+1 — cos(wj)gj+1 at S,

and the equivalence ¢; = ¢;41 at S; means that for small § > 0

/5 |6(2(=0)) — dj1(wj(+0))”
0

g

do < 400,

where zj(0) denotes the point of 92 which, for small enough |o| (say |o| < ), is at distance o
(counted algebraically) of S; along 0. More precisely, z;(0) € T'j if ¢ < 0 and z;(0) € T'j4q if
o > 0. Tt is proved in [22], that for (go,g1) € H, there exists a function U € H?(2) such that for
each j = 1,...,n, (Ulr;,0,,Ulr;) = (fj,g;) and even a continuous lifting (go,g1) — U from I to
H?(). We are hence again in the framework of section 1, where the problem to solve is (6).

Clearly, the interior estimates given by Proposition 2.1 are true in the polygonal domain since
they are independent of the regularity of the boundary. Let us now analyze the regularity up to the
boundary. As done in [22], the estimates are obtained by using a partition of unity, which enables
us to localize our analysis in three different types of corners (see Figure 2):

e regularity at a corner delimited by two edges which belong to I', called a corner of type I',
e regularity at a corner delimited by two edges which belong to T, called a corner of type T,

e regularity at a corner delimited by one edge which belongs to I' and one edge which belongs
to I', called a corner of mixed type.

Let us denote by N¢ the set of j such that Sj is either a vertex of type I' or a vertex of type [ and
Ny the set of j such that S; is a corner of mixed type. We wish to prove the following theorem,
which is obtained by gathering Propositions 2.1, 3.1, 3.2 and 5.1 hereafter.

Theorem 3.1. Let us take s¢ < minjen, (1 + m/wj) if there exists j € N¢ such that w; > 7
and sc = 2 otherwise. Let us take syr < minjen,, (1 + 7/(2w;)) if there exists j € Ny such that
wj > /2 and sy = 2 otherwise. Let us denote s = min{sc, sy}

For f € L*(Q) and € > 0, the solution (us,\.) € Vo x Vo to the problem (7) is such that u,.



and \; belong to H*(Q2) and there ezists a constant C' > 0 which depends only on the geometry such
that

Ve € (0,1],  ellucllms) + Velrellms) < Cllfll2 )

If in addition we assume that f is such that problem (6) has a (unique) solution wu, then

Ve € (0,1],  Velluellgs) + Xl a0 < Cllullgan-

Remark 3.1. The global estimates of Theorem 3.1 are obtained by gathering all the local estimates
obtained in Propositions 2.1, 3.1, 3.2 and 5.1. FEach of these estimates are locally better than the
global estimate of Theorem 5.1.

3.2 Regularity at a corner of type I

The regularity of solutions u. and A; near a corner delimited by two edges which belong to I' can be
analyzed separately. They will be obtained by directly applying the results of [22] for Dirichlet and
Neumann Laplacian problems. Let us consider S; the vertex of a corner delimited by two edges I';
and I'j 11 which belong to I'. Let us denote (7, 6;) the local polar coordinates with respect to the
point S and ¢; € €>(2) a radial function (depending only on r;) such that ¢; = 1 for r; < a; and
¢ = 0 for r; > b;. We assume that b; is chosen such that ¢; = 0 in a vicinity of all edges I'j, except
for k =j or k = j+ 1. In order to simplify notations, we skip the reference to index j, denoting in
particular S; = S, I'j =T'g and I'j;1 = T'y,. Let us introduce the finite cone K, = QN B(S,b). The

two following lemmata are proved in [22].

Lemma 3.1. For F € L*(Ky), the problem: find U € H'(K}) such that

(13)

-AU = F inkK,
U = 0 onodk,

has a unique solution and there erists a unique constant ¢ € R and a unique function V € H?(Ky)
such that

U =cr™%sin <7ﬂ9> + V.
w

Moreover, there exists a constant C' > 0 such that

lel + IVl g2 (k,) < CIF22(k,)- (14)
In addition, if w < m then ¢ = 0.
Lemma 3.2. For F € L?(Ky), the problem: find U € H'(K}) such that

AU = F inkK,
U = 0 ondB(S,bNIK, (15)
U = 0 on(Thyuly,) NokK,

has a unique solution and there exists a unique constant ¢ € R and a unique function V € H?(Ky)
such that

0
U = cr™“ cos (ﬂ) +V.
w
Moreover, there exists a constant C > 0 such that (14) holds. In addition, if w < w then ¢ = 0.

Proposition 3.1. Assume that S is the vertex of a corner of type I'. Let us consider s < 1+ 7/w
ifw>m and s = 2 otherwise. For f € L*(Q), the solution (us, \.) € Vo x Vg to the problem (7)
is such that Cue. and CAe belong to H*(QY) and there exists a constant C' > 0 which depends only on
the geometry such that

Ve € (0,1], Ve(lCucllgs) + IS m(0) < Cllfllr2-
If in addition f is such that problem (6) has a solution u, then

Ve € (0,1],  [Cuellms o) + 1A s ) < Cllullmr(a,o)-



Proof. From (8) we have that (u. satisfies problem (13) with
I
1+¢
By using Lemma 3.1, we have that there exists a unique constant ¢. € R and a unique function
V. € H?(K}) such that

F. = —ACu. — 2V( - Ve + ¢ (16)

0
C(r)ue = ce r™/% sin <7T> + V.
w
and there exists a constant C' > 0 such that
el + Vel rz(ky) < CllFell2(x,)-

From (16), we deduce that we have
el + IVl a2y < Cllluellar k) + 1 fllz2@)-

From [21, Theorem 1.4.5.3], the function (r,6) +— ((r)r™/* sin(7f/w) belongs to H*() for any
s < 14 7m/w. We conclude from (9) that there exists a constant C' > 0 which depends only on the
geometry such that, for s < 1+ 7/w,

{ VelCuell i) < Cllfllr2  ifw<m
\EHCUEHHS(Q) <C ||f”L2(Q) if w> .

We remark from (8) that the function d. = u. — \; satisfies —Ad. = f in Q and 9,d. = 0 on T,
which implies that (d. satisfies problem (15) with

F, = —-Add. —2V(-Vd. + (f.

By using Lemma 3.2, we have that there exists a unique constant ¢. € R and a unique function
V. € H%(K}) such that

(d. = cr™Y cos (7;0) + Vz

and there exists a constant C' > 0 such that
lcel + Vel 2y < ClIFell2(xy)-
We infer that
lcel + IVellmz () < CUldell i,y + 1111 L2(,) < Cllluell i,y + A,y + 11 220,))-
And we conclude from (9) that there exists a constant C' > 0 which depends only on the geometry

such that .
{ VellCdellmzi) < C il Hfw<m
Vellldellasi) < Clliflzz  ifw>m,
so that \. = d. — u, satisfies the same estimate. The case when f is such that there is a solution u
o (6) follows the same lines: it suffices to use estimate (10) instead of (9). O

3.3 Regularity at a corner of type I

We reuse the notations introduced in the last section.

Proposition 3.2. Assume that S is the vertex of a corner of type I'. Let us consider s < 1 + T /w
if w> 7 and s = 2 otherwise. For f € L*(Q), the solution (u.,\.) € Vo x Vy to the problem (7)
is such that Cue and CAe belong to H*(QY) and there exists a constant C > 0 which depends only on
the geometry such that

Ve € (0,1],  ellCucllms() + [ICAN o) < Cllf 22
If in addition we assume that f is such that problem (6) has a (unique) solution wu, then

[Ae 50
ve e (0.1 Vel + == 2 < Cllullina
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Proof. From (8) we have that (. satisfies problem (13) with
f
1+e

By using Lemma 3.1, we have that there exists a unique constant ¢. € R and a unique function
V. € H?(K}) such that

F.= A\ —2V( -V —eC

0
Che = C¢ P/ sin <7;> + Vz

and there exists a constant C > 0 such that
el + Vel rz(k,) < CllFell2(x,)-
We deduce the estimate

|cel + [Vellmzx,) < CUAellmr @) + el fllz2e)-

And we conclude from (9) that there exists a constant C' > 0 which depends only on the geometry
such that, for s < 14 7/w

{ ¢l m2(0) < C Nl fllz2(@) if w<m
1SN s 02) < C Nl fll 220 if w> .

We remark from (8) that the function s. = eu. + A satisfies —As. = 0 in  and 9,s. = 0 on f,
which implies that (s. satisfies problem (15) with

F.=—-A(s. —2V(-Vs..

By using Lemma 3.2, we have that there exists a unique constant ¢ € R and a unique function
V. € H?(K}) such that
w0
(se = ¢ /¥ cos () + Vz
w
and there exists a constant C' > 0 such that

el + Vel 2k, < C Nl Fell2(k,)-
We infer that

el + [ Vellazix,) < Clisella k) < Clelluella k) + 1Al (k,))-
And we conclude from (9) that there is a constant C' > 0 which depends only on 2 such that

{ ||C56”H2(Q) <C ||f||L2(Q) fw<m
HCSEHHS(Q) <C ||f”L2(Q) if w> T,

so that eu. = s — A satisfies the same estimate. The case when f is such that there is a solution
u to (6) is similar. O

Remark 3.2. We emphasize that the small parameter € plays a different role in Proposition 3.1
and in Proposition 3.2. In Proposition 5.1, the exponent in € is the same before us and before \.
because the corner is of type I' and I" is the support of the Cauchy data. In proposition 3.2, the
exponent in e before u. is one more than the one before A. because the corner is of type T and data
on T are unknown.

It remains to analyze the regularity of functions u. and A, at corners of mixed type and to derive
corresponding estimates. As we will see, this is a much more difficult task. The main reason is that
we do not know whether or not the eigenvectors of a certain symbol .Z. defined on (0,w) (see (26))
form a Hilbert basis of L?(0,w) x L?(0,w). To bypass this difficulty, we will apply the Kondratiev
approach of the seminal article [28] (see also [33, 34, 29, 30] for more recent presentations). We will
follow strictly the methodology proposed in these works. However, we emphasize that in our study
we have to keep track of the dependence in ¢ in all the estimates. This is the reason why we present
the procedure in details. Let us mention that a somehow similar analysis has been conducted in a
simpler situation in [14, Annex]. We start by presenting some preliminaries on weighted Sobolev
spaces borrowed from [29].

11



4 Some preliminaries on weighted Sobolev spaces

Let us consider the strip B = {(¢,0) € Rx (0,w)} for w > 0. For § € R and m € N, let us introduce
the weighted Sobolev space

WIN(B) = {v € L}.(B), ¢’'v € H™(B)},

loc

equipped with the norm

[ollwes) = 1€Pt]| grm (). (17)
We also denote Wg”(B) the closure of 65°(B) in Wg*(B), ngO(B) the closure in Wg*(B) of the set
of functions in €3°(B) which vanish in a vicinity of 0By = 0B N {0 = 0}, W} (B) the closure in
Wi (B) of the set of functions in 45°(B) which vanish in a vicinity of 0B, = 0B N {# = w}. Let
us introduce the Laplace transform

5 = (Lv)(\) = [ :o e My(t) dt. (18)

We recall the following properties of the Laplace transform.

1. The Laplace transform is a linear and continuous map from %3°(R) to the space of holomorphic
functions in the complex plane. In addition, we have £(0:v) = AL(v) for all v € E€5°(R).

2. For all u,v € 65°(R), we have the Parseval identity

/_ ;OO 28ty ()0t dt = % /R B

Hence, the Laplace transform (18) can be extended as an isomorphism from L%(R) to L2(_p),
where L%(R) ={ve L} .R),eflve ?(R)} and {_5 = {\ = —p +ir, T € R}.

3. The inverse Laplace transform is given by the formula

o(t) = (£-10)(t) = QLM [ e

4. If v € L%ﬁ (R)N L%Q (R) for 81 < B2, then the function A — ¥(\) is holomorphic in the strip
defined by —f2 < Re A < —f;.

By using the above properties, one can prove that for 8 € R and m € N, the norm (17) is equivalent
to the norm given by
1/2
_ (L o2 d\ 19
pm =\ i )y, 191 Erm (0,050 : (19)

191 (0.3 = 1811Zrm (0.0) + A" 01720, (20)

Next, we introduce the infinite cone

lv

where

K ={(rcosf,rsinf), r >0, 0 < 0 < w},

with w € (0,27). For 8 € R and m € N, let us introduce the weighted Sobolev space V"(K) as the
closure of 65°(K \ {0}) for the norm

1/2
[ollv ) = ( > Ilr'a_m+’33§“v||%2(;<)) - (21)

la|<m
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We also denote by Vg”(K) the closure of €3°(K) in V5" (K), V/B””(L)(K) the closure in V4"(K) of the
set of functions in 4°(K) which vanish in a vicinity of Ky = 0K N {6 = 0}, ‘o/é?w(K ) the closure
in V3" (K) of the set of functions in 6¢{°(K) which vanish in a vicinity of 0K, = 0K N {6 = w}.
One can show that the norm of V5"(K) is equivalent to the norm

1/2
+o00 m )
ol = ( A N ALY ->||§{mj<0,w>rdr) . (22)
j=0

The key point consists in the change of variable ¢ = Inr, which transforms the cone K =R x (0,w)
into the strip B = R x (0,w). In particular, if we introduce, for a function v defined in K, the
function €v defined in B by

(E0)(6,1) = (8, "),

since rd,v = 0¢(Ev), the norm (22) is equivalent to

1/2
400 m .
[[v]l = (/0 P HBEIEN 0] (E0) () 1 Fm—s (0.0 dt) ;

J=0

hence

lof| = [l A

e gy = 1€vllwg .\ (B)-

m—+1

This shows that there exists an isomorphism between the spaces Vi"(K) and Wi, ., (B), or in
other words, between Wi (B) and Vi, (K).

We point out that in [25], the weighted spaces V3" were already used in the context of the regular-
ization of the Cauchy problem (1).

5 The case of a corner of mixed type

The regularity of solutions u. and A. at a corner of mixed type can no longer be analyzed separately.
We use the weighted Sobolev spaces introduced in the previous section. We first consider the quasi-
reversibility problem in the strip B. The strong equations corresponding to (7) in the strip are

—Au. =AN.Je=f/(1+¢) inB
u, =0 and d,u. — A =0 on 0By (23)
A =0and edpus + 0, e =0 on IB,.

For € R, define the operator Bg : D(Bg) — R(Bg) such that Bg(u., Ac) = (f1, f2), with

(f1, f2) = (—Aus, AN Je)
D(Bg) = {(ue, Ae) € Wi o(B) NWE(B) x W} ,(B) N W3(B),

24
Oyus — Oy e =0 on 0By, €0 u: + Iy \: =0 on 0B} (24)
and  R(Bg) = Wg(B) x Wi(B).
This operator is associated with the following problem in the strip B:
—Au. = fi inB
—AX: = e€fs inB
u. = 0 on dBy
Optte — A = 0 on JBg (25)
A = 0 on dB,
edyus +0,\. = 0 on 0B,,.

13



If we apply the Laplace transform to problem (25), the following symbol Z,(\) : D(%;) — R(Z%)
such that Z-(\)(¢e, ¥e) = (g1, g2) naturally appears, with

(91:02) = (O +dB)ge, — (% +dB)ur)

‘D(,,ZE) = {(%,"@ba) € HZ(va) X HZ(va)a 908(0) =0, wa(w) =0, (26)
d.gng(O) - delbe(o) =0, €d9<ﬂa(w) + dé’wa(w) = 0}7
and R(Z) = L*0,w)x L?(0,w).

We will say that A € C is an eigenvalue of .Z, if Ker .Z.(\) # {0}. We have the following lemma.

° ° ° ' s

Inve /w
Je A

I N
T

—3#)(2w) —7r/}(2w) 7r/(‘2w) 3/ (2w)

o ° ) [ 2N

Figure 3: Position of the /\,jlE in the complex plane.

Lemma 5.1. The eigenvalues of the symbol £, are

1
A$:w<g+nwiiln~y€>, nez, (27)

1 1
Ve = \/1++\/7 (see Figure 3). (28)
€ 5

The corresponding (non normalized) eigenfunctions are given by

with

P (0) = cos(AEw) sin(A0), GE(9) = sin(VE (9 — w)).

Proof. Let us find all non vanishing pairs (p, ) such that —(A2 + d3)¢ = 0 and —(A\? +d2)y = 0
in (0,w) with ¢(0) = 0, ¥(w) = 0, dp(0) — dprp(0) = 0 and edpp(w) + dptp(w) = 0. It is readily
seen that A = 0 is not an eigenvalue, so that we assume that A # 0 in the sequel. From the two
equations in (0,w) and the two first boundary conditions, we obtain that

©(0) = Asin(N\9), ¥(0) = Bsin(A(0 — w)).
Then we use the two last boundary conditions, and we obtain (since A # 0)
A — Bcos(Aw) =0, eAcos(Aw) + B = 0.
The complex number A is an eigenvalue if and only if
1+ ecos’(A\w) =0,
that is if and only if cos(Aw) = +i/y/e. Hence we deduce that we must have

44 :
z2—|—2—zz+1:0 for z := e\,
€

NG

The solutions to these two equations are z = 4y, with
[ 1 1
’yai =41+ -4/
€ €

14



It remains to find A such that e = +iy*. Writing A = a+ib with (a,b) € R?, since +i = !(1F1/2),
we find

1
e = 4F, aw:ﬂ(liFi)—i—er, n € 7.
This implies
bw:—ln'ygi, aw:g—i—mr, n €z,
which gives the result, in view of Iny. = —In~7 (note that 777 = 1). O

Remark 5.1. We notice that the symbol £, has complex eigenvalues and is not self-adjoint. This is
a difference with the symbols which are involved when considering the Laplace equation with Dirichlet
or Neumann boundary conditions.

Let us first consider the case § = 0. Then we simply denote Wol,o(B) = Hgy(B) and Wol,w(B) =
Hg ,(B). We have the following theorem.

Theorem 5.1. The operator By defined in (2/) is an isomorphism. Furthermore, there exists a
constant C > 0 such that for all (f1, f2) € R(By), the solution (us, \:) € D(Bg) to the problem (23)
satisfies
Velluellm2 gy + e llm2y < Ol fill2sy + Vel fallzm))-

Proof. We simply have

D(Bo) = {(ue, \e) € Hio(B) N H*(B) x H;,,(B) N H*(B),

Oyus — Oy e =0 on 0By, €0 u: + Iy \: =0 on 0B}
and R(Bg) = L*(B) x L*(B).

By applying the Laplace transform to the problem (25) with respect to ¢ and by setting A = i7 with
7 € R, we obtain

(2 —d)u. = fi in(0,w)

(12 — d2)\. efy  in (0,w)
u.(0) = 0
dti-(0) — dpA-(0) = 0
A(w) = 0
Edgﬂg(w)—{—dgxe(w) = 0.

For fixed 7, this problem is equivalent to the weak formulation: find (7., A) € H (0, w)x H&w (0,w),
where Hj(0,w) = {v € H'(0,w), v(0) = 0} and Hj,(0,w) = { € H'(0,w), p(w) = 0}, such that
for all (v, p) € Hfo(0,w) x Hj,(0,w),

. / (dyii. dgv + 720.7) dO + / (dgvdohe + 720 0) df — / e(fi+ Fo)udo
0 0 R o (29)
/0 (dotic dopi + 77T Tr) d6 — /0 (doAe dofi + T°AcTr) df - = /0 (f1 —efo)mde.

By the Lax-Milgram Lemma, the weak formulation (29) is well-posed and there exists some constant
C > 0 (independent of X\ and of €) such that

Vel 20,0y + M1l 22(0.0)) + IRl 20,0 + M 220,09
< C(lfill 20wy + Vel Ff2llL2(0,w))-

Indeed, by setting v = G, and g = A in (29), we obtain

(30)

e(lldoticl|F2(0.) + APl 2(0.0)) + 1doAcllT20w) + IMPIANT 200

= [Cei+ pyEdo— (- R
0 0

< (el + PallZegow) + 11 = efallZe(oum) el Zo00) + IAeE20) 2
<

VITE (Al z0m) + ValTall 20 €2z + IRellZa )2
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By using the Poincaré inequality and assuming that ¢ < 1 we obtain that

Vellell 0w + el i 0wy < CUFlE2(00) + VENF2l 22(00)

and
IMP(VElltell L20.w) + el 20w)) < CULAL200) + VEIF2llL2(000))
where C' is independent of A and €. Now, given that
d3u. = |\*a. — fi, A2\, = N*A — efo,
we deduce

Vel ddticl| 20,0y + 13NN L2 (0 0)
NP (Velltell L2 0w) + el 20.w)) + C U fill20.0) + VEIf2llL2(0w))
Clfill 20wy + VEl fallL2(0.w))s

which implies (30). Finally, we have for all A =it
VellteO )l 2w < CULANL2(0w) + VeIl 2(0))

<
<

and
IO 20,00 < CUAlL20w) + VEIF2ll22(0.0))
which by integration on ¢y and by definition of the norms | - ||z, (see (19)) implies
Veluelloz + IAcllo2 < Cllf1lloo + Vel f2llo0)-

This gives the estimate

Velluellm sy + IXellmz2m) < Cllfillr2s) + Vel fallzam)
which proves that By is an isomorphism. O
Now we wish to extend the result of Theorem 5.1 to any 5 ¢ {(7/2 + nn)/w, n € Z}.

Theorem 5.2. For any § ¢ {(7/2+ nn)/w, n € Z}, the operator Bg is an isomorphism. Further-
more, there exists a constant C > 0 independent of € such that for all (f1, f2) € R(Bg), the solution
(ue, Ae) € D(Bg) to the problem (25) (which depends on ) satisfies

(Il f2 18.0)- (31)

Proof. For (f1, f2) € L2(0,w) x L2(0,w), we consider the problem of finding the functions (i, \c) €
H;j o(0,w) x Hg ,(0,w) such that

—e(d3+ ). = efi in (0,w)
—(dg +)‘2) e f2 in (0,w) (32)
dyti(0) — d 0 =0
e dgtie(w) + (w) 0.

We wish to prove that there is a constant C' > 0 such that the solution of problem (32) satisfies

Vel e,y + APl 20.0) + 1Al r200) + AP AN 22(0,0)
< C(1fillz2(0w) + VElfoll L2 (0.0)

for all e > 0, A € £g = {y € C, Rey = B}. Note that C' depends on 3 but not on ¢, A € /g.
According to the analytic Fredholm theorem, we know that problem (32) admits a unique solution
if and only if the only solution for (fi, f2) = (0,0) is (e, Ae) = (0,0), that is if and only if X is not

(33)
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an eigenvalue of .%;. Lemma 5.1 guarantees that for 5 ¢ {(7/2 + nr)/w, n € Z}, this is indeed the
case for all € > 0, A € £3.

Estimate (33) has already been established for § = 0. Now we assume that 5 # 0. In order
to show (33), we work with the decomposition (fic, A:) = (uo, o) + (ug, Ay), where ug € H{ (0, w)
and A € Hj ,(0,w) are the functions which solve

—(dj + X*)uo = fiin (0,w) and —(d% + X)X = e fo in (0,w)
d@Uo(w) =0 dg)\o(O) =0.

For these classical problems, by using Proposition 6.1 in Appendix A, there is a constant C > 0
such that

ldguoll 20wy + MU0l L2(0w) < CllFillz2(0w) (34)
and A
ldg X0l L20.w) T AP X0l 20wy < Cell f2llz2(0.0) (35)

for all A € €3 when 3 ¢ {(7/2+nn)/w, n € Z}. Here and in what follows, the constant C' > 0 may
change from a line to another but is independent of € > 0, A € £g := {y € C, Rey = }.

Now, we see that (ug, \y) € Hj 4(0,w) x Hj ,(0,w) satisfies
(d2 + A?)uy = 0 in (0,w)
(d2 + 2N =0 in (0,w)
dyuz(0) — dpAy(0) = —dguo(0)
8d9Uﬁ(w) + dg)\ﬁ(w) = —dgMo(w).

(36)

Looking for uy, Ay of the form uy(6) = A sin(A\), A\y(6) = B sin(A(# — w)), we find that A and B
must solve the problem

A -\ cos(Aw) A\ [ —douo(0)
e\ cos(Aw) A B |\ —doho(w) |~

g — doup(0) + cos(Aw)dgAo(w)
uO0) = =0T cos(0))

We deduce that

sin(\0)
e (X)dgun(0) — dpo(«)
€ COS( AW )dgU — AgAQ\W

A(0) = A1+ € cos?(Mw))

From identity (75) of Appendix B, we have |sin(\)|? = (cosh(276) — cos(2/30))/2, for A = 3 + iT.
We can write

sin(A(f — w)).

dguo(0) 4 cos(Aw)dgrg(w)|?

el zae = | = e co2(00) (r~'sinh(2rw) — B~ sin(2w)). (37)

Since [ # 0, one can verify that there is C' > 0 such that, for all 7 € R, we have
B~ sin(2Bw) = |8 sin(2|Blw) < 2w < |7 sinh(2|7|w) = 77 sinh(27w) < CATV/N. (38)

Using (38) in (37), we obtain

|dguo(0)[2 . |cos()\w)d9)\0(w)|2> 2l (39)

A4 2 < CIA
AP lluglizeqry < CIA (’1+€COS2<)\L&)‘2 |1+ & cos?(\w)|?

Now we explain how to obtain estimates for |dguo(0)| and | cos(Aw)dgAo(w)].
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* First we multiply the equation —(d2 + A\?)ug = f1in (0,w) by cos(A(f — w)) and integrate by
parts. This gives us

—dpup(0) cos(Aw) = /Ow d2ug cos(A(B — w)) — upd(cos(\(0 — w))) df = — /Ow f1cos(A(0 —w)) do

and leads to .
| cos(Aw)dguo(0)* < [| FillF2(0 )| cOSAE — w))l[72(0,0- (40)
An analogous computation to what precedes (37), based on Identity (76) of Appendix B, yields
|| cos(A(0 — w>)”%2(07w) = (77 sinh(27w) + B sin(26w)) /4.
Using the latter result as well as (38), we get
[ dguo(0)[* < C || fullF2ery €7/ (1A | cos(Aw)[?). (41)

From Identity (76) and by using the fact that 8 ¢ {(7/2 +nw)/w, n € Z}, one can check that there
is a constant C' > 0 such that e27%/| cos(Aw)|? < C for all 7 € R. We deduce from (41) that

|dguo(0)* < Cl| fill 7210y /IN- (42)

* Now, we provide an estimate for | cos(Aw)dgAo(w)|. Multiplying the equation —(d3 + A?)\g = € fo
in (0,w) by cos(Ad) and integrating by parts, we find

dgo(w) cos(Aw) = / d2 g cos(A0) — Nod3(cos(N\0)) df = —5/ f2 cos(AG) db.
0 0
Working as above, this allows us to write
[doo(w) cos(Aw)[* < C &2 || fal|Fa(g,0) €™/ IA. (43)
In Lemmas 6.8 and 6.9 proved in Appendix B, we get the following estimates

e2lrlw 4|7|w

e’e <C (44)
1+ e cos?2(Dw)2 = 7

< Cle,

|1+ & cos?(\w)|?

where again C' > 0 is independent of € > 0, A =  + it € {3. Therefore, inserting (41) as well as

(43) in (39) and using (44), we obtain VENP[uzlz20w) < C (1l + VEI Bllzz0w). Since
I3l 20 = NPl 20y we iner

Ve(llugllazow) + Mgl 20.) < C (Lill2w) + VEIf2llz20w)- (45)

Now, let us derive a similar estimate for A\y. From the equation before (37), we have

£ cos(Aw)dpuo(0) — dpro(w) > _, . -1
||)\ﬁ||%2(0,w) - AN(1+ € cos?(Aw)) (7 ! sinh(27w) — ! sin(25w)). (46)
Aw)douo(0 dpAo(w
4 9 < g~ cos oUQ ON0 2‘T|w.
Al ||)‘ﬁHLQ(O,w) <CW ( |1+ & cos?(Aw)|? 1+ ¢ cos?(Aw)|? ‘

Working as in (41) and (43), we find
| cos(Aw)dguo(0)[* < C || f1llF2(0,0) €7 /1N

and
doro(@)? = C 2 [ falla(0wye®™ /(A | cosOw)?) < O | fallz(o/ M-
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By using again Lemmas 6.8 and 6.9 of Appendix B, we deduce that [A]*[[Ag]l 12(0) < C (/1 |22 (0,w) T+
Vel fallzz0w))- Since [d3Xsll12(0.w) = A2 Xsll12(0,w), We infer

Xl E20.) + I 2200y < C (11l 20w) + VENF2ll22(0.0))- (47)

From the decomposition (fie, Ae) = (ug, Ao) + (ug, Ag), using estimates (34), (35), (45) and (47), we
finally obtain

Ve(lltel m2ow) + AP 20.0) + IRl 20w) + M1l 2(00) < C (11l z20.0) + VEIFllL2(0.0))-

It remains to integrate the above estimate on ¢_z following the definition of the norm || - ||, given
by (19). O

We now consider a problem in the infinite cone K of vertex S and angle w which is associated with
the problem (25) in the strip via the change of variable ¢ = Inr. For § € R, we define the operator
Cs : D(Cg) — R(Cp) such that (f1, f2) = C(ue, Ac) with

(f1, f2) = (—Aue, —AN;/¢) (48)
and  D(Cs) = {(ue,Ae) € Vi o(K) NVF(K) x Vi_y ,(K) N VE(K),
Oyue — Oy \: =0 on 0Ky, edyus + A =0 on 0K, }
R(€p) = VE(K)x V(K).
We have the following corollary to Theorem 5.2.
Corollary 5.1. If § — 1 ¢ {(7n/2 + nn)/w, n € Z}, then the operator Cg is an isomorphism.

Moreover, there exists a constant C > 0 such that for all (fi, f2) € R(Cg), the solution (ue,Ae) €
D(Cg) to problem (48) satisfies

Velluellyaa + ellvac < € illvga + Vel fllgu): (49)
Proof. The equation —Awu = f in K writes in polar coordinates
—((rd,)? + 03)u = r2f,
which by using the operator € implies that
r’Cs = £ 1By E.

Indeed the operator & maps VE(K) to the space WB{ZH(B) = Wﬁzfl(B), the space 10/'/817170(K)
to the space Wﬁl_lyo(B) and the space ‘0/51_17(‘)(1() to the space Wé_lw(B), which implies that &
is an isomorphism from D(Cg) to D(B_;). In addition, the operator Bs_; is an isomorphism
if 3—1¢ {(7/2 +nm)/w,n € Z}. Lastly, the operator €' maps the space Wg_l(B) to the
space Vﬁ(lQ(K ), which implies that €~! is an isomorphism from R(Bs_1) to R(Cs_2). It remains to
remark that the operator f — r~2f maps the space Vﬁo_z(K ) to the space VﬂO(K ), and is hence an
isomorphism from R(Cg_2) to R(Cs). This completes the proof of the first part.

The estimate relies again on the identity 72Cs = €71B4_1&, on the fact that € is an isomorphism
from V62 (K) to W5271(B)7 on the estimate (31) with 3 replaced by 5 — 1 and of the fact that r—2&~!
is an isomorphism from ngl(B ) to Vﬁo (K). O

In order to link the solutions of problem (48) obtained for different 3, we need to compute the
adjoint of the symbol % defined in (26) and to specify its eigenvalues and eigenfunctions.

Lemma 5.2. The adjoint of the symbol Z.(\) is the symbol LX(\) : D(ZLF) — R(ZLZ) with
N —2 1 —
ge ()‘)(gsahs) = (*()‘ erg)gsa*g()‘ +d3)h€)

D(Zr) = {(gehe) € HZ(Oaw) X H2(07w>7 dpge(w) = 0, dph(0) = 0,
ge(w) — he(w) =0, £g:(0) + h(0) = 0},
and R(ZLF) = L*0,w) x L?(0,w).
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Proof. For (p,9) € D(Z) and (g,h) € D(ZF), we have by an integration by parts formula
w w ] o
/ (N2 + d2)pgdh+ / — (2 + @)y Tds
0 0

_ /0“ o —(N +d2)gdf + /szp —E(XZ + d2)hdf
—dpip(w)3(w) + dpp(0)5(0) + p(w)dsg(w) — 9(0) g (0)
g () + Zdgb(O)R(0) + ZY()dahl) — ~(0)dsF(0).

It is readily seen that all the boundary terms vanish due to the boundary conditions satisfied by
(p,9) and (g,h) at # = 0 and = w. This completes the proof. O

Lemma 5.3. The eigenvalues of the symbol £ are the same as that of £ and are given by (27)
and (28). The corresponding (non normalized) eigenfunctions are given by

95 (0) = cos(Arw) cos(Af (6 — w)), hE(0) = cos(Ar0).

The proof of Lemma 5.3 is the same as the proof of Lemma 5.1 and is therefore not given. Lastly,
we will need a biorthogonality relationship between the eigenfunctions of %, and that of .Z.

Lemma 5.4. Assume that j,k € Z and v, = + satisfy either j +k # —1 or p+v # 0. The
eigenfunctions (¢f, V) of £ and the eigenfunctions (g5, h:) of L satisfy

w N 1 w -
| an+ < [ uiiias = 6,81,

with
1
dp = (—1)F+H1% 14 2 50
p= (DR (50)

Proof. On the one hand, the assumption j + k # —1 or p + v # 0 is equivalent to )\5 # —Ar. Let
us first assume that k # j and v = p = 4, which implies on the other hand that )\g # A7. Skipping
the sign +, we have

w J— w 1. —
—Ai/o <90k9j+ €¢khj> do :/0 (Agokgj+ gmpkhj) do

w . 1 - w 1 -
:/0 (‘PkAgj + Ekahg) do = —)\?/0 (tpkg]'Jr 6%%) do.
Since A? #* )\i, this implies that for j # k and v = u = +, we have
w o 1 o
/0 (w%gf + szhé-L) df = 0.

We clearly obtain the same result each time that (k,v) # (j, ). Let us now assume that k£ = j and
v = p. We have

/ LT B = cos(Aw) / Sin(A\8) cos(\Y (6 — w)) df
0 0

and
/ WY 46 = / Sin(AY (6 — w)) cos(\/8) df = — / Sin(AY8) cos(\Y (6 — w)) df.
0 0 0

Given that 1 + € cos?(A{w) = 0, we obtain

/ PO+~ / vERTdD = —= / Sin(A8) cos(\Y (8 — w)) db. (51)
0 0 0
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But a direct calculus gives

/ Sin(A\/8) cos(\ (6 — w)) df = % / sin(AZ(20—w))d0+% / sin(A\w) d
0 0

0
1 1 . ,
= iwsm( w) = Jwsin| 5 + km+iving, (52)
—1)* —1)"
= (2)wcos(iuln’y€) = (2)wcosh(lnfy€).
Since 7. = /1 + 1/e + /1/¢, we find
1 1 1
h(lnne) = = —) =y/1+ - 53
cosh(lne) = <%+%) +3 (53)
Using (53) and (52) in (51), we get the desired result. O

In the next theorem, we compare two solutions of problem (25) associated with two different values

of S.

Theorem 5.3. Assume that 51 < 2 are two real numbers such that B; ¢ {(7/2 + nw)/w, n €
Z}, j = 1,2. Let us denote by N/, \y,..., \§;, with v = %, the eigenvalues of £ in the strip
—f2 < ReX < —p1. For (fi,f2) € R(Bp,) N R(Bg,), the solutions (ug,,g,) € D(Bg,) and

(ugy, Ag,) € D(Bg,) to the problems Bg, (ug,, A\g,) = (f1, f2) and Bg,(ug,, Ag,) = (f1, f2) satisfy the
relationship

(ugy, Agy) = (U, Agy) + Y ZCZeA’“t (ks vr), (54)
ve{£} k=1

where (@f, ¢y is the eigenvector of Z. associated with the eigenvalue N}, (see Lemma 5.1) and

14 1 —\; 14
Ck = %((fh A gk)L2 (B) T (fa,e )\kthk)B(B))- (55)

Here (gi, hy) stand for the eigenvector of £ associated with the eigenvalue A}, (see Lemma 5.3)
and dy, is given by (50).

Proof. The first part of the theorem is obtained by using the residue theorem as in the proof of
[29, Theorem 5.4.1]. Now we establish (55). Let us introduce a cut-off function £ € R such that
E(t) =0 for t <t; and £(t) = 1 for t > t9, with ¢; < t2. From (54) and using the short notation
B =(—A,—-A/e), we have

N
B — ). €0 —Xa)) = 3 3 (A R) + AE])).
ve{+} k=1

We observe that A(&(e*!pY)) and A(E(e*pY)) are non vanishing only on [t1,t2] x [0,w], which
implies that for j =1,..., N and pu = =+,

- (B (g(u,@Q - u51)7 f()‘ﬂQ - )‘51))a (eirgtgja ei)\j thj))
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By an integration by parts formula in the domain (¢1,¢2) x (0,w) and by using that A(e_A;tgj) =0
and A(e_’\?thj) = 0, we get that

_<B(§(u52 _u51)7§()\,82 - )‘51))7 (6 ] g]? _)\ th ))LQ(B)XLQ(B)

N e 1 N , B
- X Bt ) L 2 S ),

S ch(ext%’ e Nty u) é

vei) )LQ(Ow)

L2(0w

Z ch< )\tzw v 5e—>\ jt2 pH
{ k=1

In view of the biorthogonality relationships of Lemma 5.4 and due to the fact that in case \Y = —)\9‘
(that is j +k = —1 and v + p = 0) the first and third terms within the brackets above compensate
one another as well as the second and fourth terms, we end up with

—2\K —2\
~ (Ble(ws, — ua). €0 = A0 (e Vgp e Nn) L o (56)

On the other end, since 31 < B2, the function ug, is more decreasing than ug, at +oo. And the
situation is inverted at —oo. The same property holds for A\g, and Ag,. Since { vanishes at —oo, we
have that (Sug,,&Ag,) € D(Bg,) N D(Bg,). Using an integration by parts in B and the fact that
—B2 < Re Aj, we obtain that

A A
(B(guﬂwf)‘ﬁz)v (e ]tgj’ € Jthj))L2(B)xL2(B) -0 57)

With the same argument, we obtain

(B~ ug,. (1 - s, (7 gy, 7"y

]))LQ(B)XL2(B) =0 (58)

By combining (56), (57) and (58), we get
2)\;‘C§~Ldj
—AE Y2
= (B(é(uﬁl —ugy), §(Ag; — Ag,y))s (e A]tgjﬂe AJthj))
_O\E P
= (Bleus, 1), (e Vg5,V "hy)
_ Vi P
= (Blusy Aa): (7 g7 h]))H(B)LL?(B) _
N P
~ (B = Quas 0= ONa) (W g e h)) L
_\H _\H M —\H
= (fB(u51,A/31),(e Ajtgj,e ’\jthj)) = ((flafZ)v(e /\jtgjae Ajthj))

which completes the proof. O

L2(B)xL2(B)

L2(B)xL2(B)

L2(B)x L2(B) L2(B)xL2(B)’

From the previous theorem in the strip, we obtain the following corollary in the infinite cone by
using the identity r2Cs = E71Bg_1 €

Corollary 5.2. Assume that 1 < (2 are two real numbers such that B; —1 & {(7/2 +nm)/w, n €
Z}, j = 1,2. Let us denote by NV, Ny, ..., \§;, with v = %, the eigenvalues of £ in the strip
—f2+1 <ReX < =p1+ 1. For (fi, f2) € R(Cs,) NR(Cp,), the solutions (us,,\g,) € D(Cg,) and

(ug,, Agy) € D(Cg,) to the problems Cg, (up,, A\g,) = (f1, f2) and Cg,(up,, Ag,) = (f1, f2) satisfy the
relationship

(uﬁw)‘ﬁz) uﬁlv)‘ﬁl + Z ZC (lewk
ve{t} k=1

where
1

= dr ((fh ZQZ)LZ(K) +(f2:T7AZhZ)L2(K))'
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Remark 5.2. For real valued functions fi and fa, we have ¢, = ¢.” for allk € {1,...,N}.
We end up with the main proposition of this section.

Proposition 5.1. Assume that S is the vertex of a corner of mized type. Let us consider s <
147/(2w) ifw > /2 and s = 2 otherwise. For f € L*(Q) and & > 0, the solution (uz, \.) € Vo x Vo
to the problem (7) is such that Cus and (A: belong to H*(2) and there exists a constant C' > 0 which
depends only on the geometry such that

Ve € (0,1, ellCuellms () + Velllellas ) < Cllfll2@)-

If in addition we assume that f is such that problem (6) has a (unique) solution u, then
Ve € (0,1],  VellCuellgs ) + 1N s () < Cllullman)-

Proof. The pair (ve, pte), = (Cue, (Ao ), where (ug, \e) € Vg x Vj solves (7), satisfies the problem

—Ave = ¢go inK
—Ap. = eh. in K
ve = 0 on 0K
Opve — Opte = 0 on 0K (59)
pe = 0 on 0K,
€0yve +Oypte = 0 on 0K,

Ae Ae

Let us study the regularity of v., u. by using the properties of the operator Cg defined in (48).
To proceed, in particular, we will exploit the results of Corollaries 5.1 and 5.2.

First, observing that VY (K) = L?(K) and that ( is compactly supported, we deduce that (g, he) €
V(K) x VQ(K). And more generally, we have (g, he) € R(Cg) = VBO(K) X V;(K) for all g > 0.
For 8 =1, there holds 5 — 1 ¢ {(w/2 + nn)/w, n € Z}. From Corollary 5.1, we infer that C; is an
isomorphism from

D(€1) = {(ve, ) € Viip(E) NVE(K) x Vi (K) N VE(K),
Oyve — Oppie = 0 on 0Ky, €0yv: + Oppe = 0 on 0K}

to R(C1)  (ge, he). Let us denote by (vl,ul) € D(€1) the unique element of D(C;) such that
Cy (vl pul) = (ge, he). Corollary 5.1 ensures that there is a constant C such that

\@HU;HVE(K) + HM;HVf(K) < C(llgellvocry + \@HheHVlO(K))-

Let us prove that (v}, ul) coincides with (ve, pe). We have (ve, pie) € ‘701’0 X f/UIW. Indeed, v, vanishes
for » > b and from Poincaré’s inequality, there holds

1
—vidr < C |Vv.|? d.
K, 28 K

The same inequality is valid for p.. Next, let us introduce v € 6§°(K) such that v vanishes in a

vicinity of 0Ky and 9 € 65°(K) such that ¢ vanishes in a vicinity of K. It is easy to check that
(ve, p1e) solves

5/ Vve-Vvdx—i-/ Vu-Vyu.de = /E(gs—i—hg)vdx
K K K

/Kvus-wdx—/ng-wd:c - /K(gs—shg)wd:n.
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One can also verify that (v}, pul) satisfies (60). Since (ve—v}, pe—pl) € %170 X ‘ofol’w, using the density
of the set of functions v (resp. ) in f/Ol,O (resp. in %{w), we conclude that (ve, ue) = (v}, pul). Now
we must separate the rest of the analysis according to the configuration.

* Let us first assume that w < 7/2. In this case, for 5 = 0, we have 5 —1 ¢ {(7/2+n7)/w, n € Z}.
Then Corollary 5.1 guarantees that Cg is an isomorphism from

D(€o) = {(ve,pe) € V2 o(K) NVR(K) x V2, ,(K) NVHEK),
Oyve — Opte = 0 on 0Ky, €0,v: + Oppe = 0 on 0K, }

to R(Co) 2 (ge, he). Let us denote by (vl,ul) € D(Cp) the unique element of D(Cy) such that
Co(v?, 1?) = (ge, he). Corollary 5.1 ensures that there is a constant C' such that

\/EHUSHVOQ(K) + ||Mg||vo2(1<) < C(llgellz(ry + VellPell L2 (k) (61)

But from Lemma 5.1, the eigenvalues A\ of 2 satisfy Re\f = (7/2 + n7)/w, n € Z. As a
consequence when w < 7/2, none of them lies in the strip 0 < Re A < 1. This implies that

(v, pre) = (v2, p12) = ('USHUS)'
Besides, we observe that VZ(K) C H?(Kj). Hence (v, pue) € H*(K}) x H?(Ky). Using the estimates

{ H96||L2(K)
el z2(x)

Clluellar k) + 1l z2(x,)

(62)
ClAellmr e, /€ + 1l L2x,))s

<
<

then from (61), we can write

VElCuell a2y + 1€ m2(0) = VeEllvellaz(x,) + el 2(x,)
C(Vellv?llveiry + I112llvexy) < Cllgell 2,y + VEllRell 2 (x,))

IN

IN

1
Clluellgr (k) + %H)‘E”Hl(Kb) + 1 flp2(x))-

By using (9), finally we get

ellCucll 2y + VellSAellmz) < Clifllrz@)-

* Now let us assume that w > /2. Choose [ such that 0 < 1—7/(2w) < 8 < 1. In this case, since
B—1¢{(r/2+4 nm)/w, n € Z}, the operator Cg is an isomorphism from

D(€s) = {(ve, ue) € Vi_y oK) NVE(K) x Vi_y ,(K) NVZ(K),
Oyue — O e =0 on 0Ky, €0yus + Oy . =0 on 0K, }
to R(Cs) O (ge, he). Let us denote by (v2,12) € D(Cs) the unique element of D(Cg) such that

Gg(v? 12) = (ge, he). Using Corollary 5.1 and the fact that g., h. are compactly supported with
B > 0, we can write

VEIRL Iz + 18llvacy < C Ulgellvgi) + vEIRellvo) -
<

C ([lgell 2y + Vellhell L2 (k)
Again, none of the )\f lies in the strip 0 < Re A < 1 — 3, which implies that

(Uaﬂs) = (%17/@) = (Uaﬁnu’?)'

Besides, note that v, and p. are supported in K. The Theorem 5.2 of [37] ensures that the space
Vﬁz(Kb) is continuously embedded in the interpolate space [ViZ(K3), V2(Kp)]g for all € (3,1). Since
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the spaces VZ(K,) and Vi (K}) are continuously embedded in H?(K}) and H!(Kj}), respectively,
we infer that [ViZ(K3), V2(Ky)]e is continuously embedded in [H?(Ky), H' (Ky)]g = H?>79(K,) for
all 0 € (B,1). Since B is arbitrarily close to 1 — 7/(2w), we conclude that the space Vg(Kb) is
continuously embedded in H*(K}) for all s < 1+ 7/(2w). Gathering the estimates (62) and (63),
we infer that for all s <1+ 7/(2w),

VelCuellmsa) + 1€ as (@) = VEllvellms (i) + kel ms (1)

< C(ﬁ””f”vg(m + HNEHVB?(K)) < Cll9ell 2,y + VEllhellL2(x,))
1
< Cllluellmx,) + %H)‘EHHl(Kb) + £l e2(x))-
By using the estimate (9), finally we get e[|Cue || s (o) + Vel Al ms(0) < Cllfllz2(0)- O

Remark 5.3. By using Corollary 5.2 for 51 = 0 and B2 = 1, we obtain all the singular functions
at a corner of mized type, which are the functions (Y, 4Y) which belong to H'(K,) but not to
H%(Kyp). The singular functions are readily determined by the value of Re(Xy) = (7/2 + km)/w for
kelZ:

e there is no singularity for w < w/2,
e singularities are obtained for k =0 and v = + for 7/2 < w < 37/2,
e singularities are obtained for k =0, k =1 and v = £+ for w > 37/2.

Note that this conclusion is very similar to the case of the Laplace equation with mixed Dirichlet-
Neumann boundary conditions (see [22]).

6 Application to error estimates

In this last section, we use the regularity estimates for solutions of quasi-reversibility problem (7),
in particular Theorem 3.1, to derive error estimates between the exact solution and the quasi-
reversibility solution obtained in the presence of noisy data and with the help of a FEM.

6.1 Main analysis

Let us assume that ) is a polygonal domain in two dimensions and that u € H'(Q) is the exact
solution of problem (6) associated with the exact data f € L*(). In the context of inverse problems,
usually f is not available. Only an approximate data f0 € L?(Q) is available, with

17° = fllzzg) <6, (64)

where 0 can be viewed as the amplitude of noise. A natural idea is to solve problem (7) with f?
instead of f, and a practical way of proceeding is to discretize problem (7) with the help of a FEM.
More precisely, we assume that {2 supports a triangular mesh which is regular in the sense of [17],
the maximal diameter of each triangle being h. Let us denote by V; ;, and ‘707;1 the finite dimensional
subspaces of V; and Vj, respectively, formed by the continuous functions on Q which are affine on
each triangle and which vanish on the sides which belong to T and T, respectively. The discretized
version of the mixed formulation of quasi-reversibility (7) is: for € > 0, find (uep, Aen) € Vo X ‘707;1
such that for all (vp, up) € Von X f/()’h,

6/ Ve - Vo dx—l—/ Vo - VA pdx =
Q Q

0
/ Vugp - Vi doe — / Vaen - Vupdr = / fundx.
Q Q Q
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We denote (u? U ps )\E ;) the solution to problem (65) which is associated with the noisy data f % instead

of the exact data f. In practice, the solution ug 5, is the only approximate function of the exact

solution u which is accessible, this is why we are interested in the norm of the discrepancy u‘g B U
in the domain €. In this view, we write

[ud = ull ) < s — vepllmo) + luen — uell g + llue — ull i), (66)

and estimate each term of this decomposition. The first term to estimate corresponds to the error
due to the noisy data. Let us prove the following lemma.

Lemma 6.1. There exists a constant C > 0 which depends only on the geometry such that

0
Jul ), — uepll gq) < C%- (67)

Proof. By reusing the bilinear form A. introduced in the proof of Theorem 1.1, (ul U s /\5 h) and
(Ue b, Ae,p) are solutions in Vy p x Vo » to the weak problems: for all (vp, pn) € Vo,n % Vo s

Ac((ud A2 )3 (vhy ) / Foup dz, A (e, Aen); (Vn, pin)) / fun da.
Taking the difference, setting (vp, up) = (ug’h — Ug p, )‘g,h — Ae,n), We get

ellulp = uenl® + 1IN = Aenll® < 1F° = Fllre@ N = Aenllz2o

where we recall that || - || denotes the H'($2) semi-norm. We complete the proof by using the
Poincaré inequality and (64). O

The second term of (66) corresponds to the error due to discretization. Let us prove the following
lemma, which is a consequence of Theorem 3.1.

Lemma 6.2. There is a constant C' > 0 which depends only on the geometry and on u such that

hsfl
e = wellingay < € =—, (63)

where s is given in the statement of Theorem 3.1.

Proof. The proof relies in particular on Céa’s Lemma. Since we need a uniform estimate with
respect to €, we detail the proof. For all (vp, up) € Vo, X Vo i, we have

As((ua — Ug,h, )\E - )‘E,h); (vh, :uh)) = 0.

This implies that for all (vp, up) € Von % Vo,m

As((ue — Ug,h, Ae — /\s,h>§ (Ua — Ug,h, Ae — )\s,h)) = Ae((ua — Ug,h, Ae — )\s,h)Q (Us — Vp, Ae — Hh))y

hence
As((us — Ug,h, Ae — Ae,h); (Us — Ug h; Ae — )‘a,h))

< inf |A£((Ua — Ug,h, Ae — As,h); (Ua — Up, Ae — ,Uh))| .

C (Whmn)EVoRxVon

But on the one hand, we have
Ae((us — Ug,h, Ae — )\s,h)§ (Ua — Ug,h, Ae — )\e,h)) = 5”“& - Us,h”2 + ”)\s - )‘a,hHZ
while on the other hand, there holds

inf | Ae((ue — Ue hy Ae — )‘s,h)§ (e — Upy Ae — pn))]

(Vhspn)EVO,R X Vo,
< Cllne — repll 10— el ¢ e — o+ (e~

Aenll) inf o [[Ac — pall-
Vi

Un€Vo,n
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By using the classical interpolation error estimates in H*(Q2) for s > 1 (see [22]), we know that
there exists a constant C' > 0 which depends only on the geometry such that

inf |lue — vnll < CR*Hlue| (o), inf A — pnll < CR A (o)
v €Vo,h 1rEVO R

Theorem 3.1 in the case of exact data f implies that there is a constant C' > 0 which depends on
the geometry and on w such that

1
el s ) < C\ﬁ and [Aell sy < C.

From the three above estimates, we get

inf N |As((us — Ug,h, Ae — Aa,h); (Us — Up, Ae — Hh))|
(Uhnuh)fvo,hXVo,h
h®~ o
< C?(SHUE —tuepl 4+ 1Ae = Acnll) + C R ([Jue — uenll + A = Acnll)
hs—l
< C (\@HUE - Us,h” + H)‘E - )\s,h”)'

Ve
Eventually we end up with

s—1
= (eflue — e p|? + 1Ae = Acnl®)V2,

h
elluc —ucpl® + | Ae = Al < C

which completes the proof. ]

Estimating the third term in (66) is strongly related to the stability of the Cauchy problem for
the Laplace equation, a topic which has a long history since the pioneering paper [23] (see e.g.
[38, 39, 2, 3, 1, 40, 5, 6]). It is well-known that since such problem is exponentially ill-posed, the
corresponding stability estimate is at best of logarithmic type (see for example [5]). To our best
knowledge, an estimate of 7(¢) := |lue — ul|g1(q), which tends to 0 when ¢ tends to 0 in view
of Theorem 1.2, is unknown. However, a logarithmic stability estimate for |lu: — ul[12(q) can be
derived from Theorem 1.9 in [1] and a Hélder stability estimate for ||ue — ul|g1(gy can be derived
from Propositions 2.2 and 2.3 in [5], where G is a subdomain of Q which excludes a vicinity of T
and a vicinity of corners.

Lemma 6.3. There exists a constant C > 0 which depends only on the geometry and on v and a
constant i € (0,1) which depends only on the geometry such that

e — ull oy < €
U — U —_—
¢ L2 =™ (og(1/e))"

Proof. From (6) and (8), the functions u. — u and A\, satisfy

—Aue —u) = —ef/(1+e) inQ
ue—u = 0 onT (69)
Op(us —u) = Oy on I

By using the estimate (10) of Theorem 1.2, we get
| ue — UHHI(Q) <C, | A(ue — U)HB(Q) <Ce, 10y (ue — U)HH71/2(F) < C e
By plugging these estimates in Theorem 1.9 of [1], we obtain the result. O

Lemma 6.4. There exists a constant C' > 0 which depends only on the geometry and on u and a
constant u € (0,1) which depends only on the geometry such that

||u5 — UHHl(G) < Cet.
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Proof. We start again from the system (69) satisfied by the function u. — w in Q. Let us consider
some xo € I' and a sufficiently small » > 0 such that I'o = I' N B(xg, ) is the interior of a segment.
We have that, by using a trace inequality,

100 (ue — W)l r2rg) = 100 A|L2(rg) < C'lIAell 3720
where wy = QN B(xo, ). Then, by interpolation

1/2 1/2
el /2wy < C ANy 1Al 3

Now, the estimates of A, given by Theorems 1.2 and 2.1 provide

[ Aell 211 (o) < C Ve, [Aell 2wy < C-

We end up with
100 (us — )| p2(rg) < C V2.

Plugging the estimates
e =l SO 1A —w)llz@) S Cor [0u(ue W)l aqry < €

in Propositions 2.3 (propagation of smallness from a subpart of the boundary to the interior of the
domain) and 2.2 (interior propagation of smallness) in [5], we obtain the result. O

Remark 6.1. Our analysis does not provide a uniform bound of ||ue — ul| grs () with respect to € for
some s > 1. Such uniform bound is required when trying to propagate smallness from the interior
up to the boundary (see Proposition 2.4 in [5]). This is why a stability estimate for |lue — ull g1(q)
can not be obtained from what precedes.

In conclusion, by gathering (66)-(68), we end up with the final estimate

5 ) hs—l

ug p, — ullgr) < C% +C

where s is given in the statement of Theorem 3.1 and 7 converges to 0 when ¢ tends to 0 at best with

a logarithmic convergence rate in view of Lemma 6.3. An important application of the estimate
(70) is that when 6 — 0, we have to choose € = ¢(d) and h = h(e) such that

+n(e), (70)

5 hs=1(e)
lim —— =0 li
in order to obtain a good approximation of the exact solution from noisy data and by using our
FEM.

=0

Remark 6.2. Taking Lemma 6.4 into account, the estimate (70) is slightly improved in the truncated
domain G:

1) h
[ — ey < C (\@ +2aer), (1)

where the exponent of h is 1 because the domain G excludes all the corners (we use a slight adaptation
of Theorem 2.1).

6.2 Numerical illustrations

In this paragraph, we present the results of preliminary numerical experiments we conducted to
illustrate certain features of the estimate (70). We set

Q=(0,1) x (0,1) and I'=({0} x (0,1)) U ({1} x (0,1)) U ((0,1) x {0}),
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as well as f = —Awu, where

u(z,y) = (sin(z) sin(1 — z) sin(y))>

Note that the function u satisfies © = d,u = 0 on I'. As a consequence, u is the solution of the
Cauchy problem (6). Then for a given small € > 0, we numerically approximate the solution of
the mixed formulation of quasi-reversibility (7) using a P1 FEM. To proceed, we use the library
FreeFem++". This gives us a numerical solution u , where h corresponds to the mesh size. The
mesh of the domain 2 is structured and composed of triangles that are all the same. We emphasize
that in order to interpret the results more easily, that is to analyze the conjugate effects of € and h
on the error, we take fo = f. In other words, we work with noiseless data.

-3 -3
x10 x10
2 [ 5 —% 0.02
4 *
4 0.015
15 g
*
3l
* % 0.01 *
1 dl * *
* v 0.005 *
¥k ok K K 1 * ] 5 *
* *
*
05 . . . . 0 . . . . 0
4 6 8 10 12 14 4 6 8 10 12 14 4 6 8 10 12 14
%107 %107 %1073

Figure 4: Curves |lucp — ul| g1(q) with respect to h for € = 1075 e=10"%and e = 107",

In Figure 4, we have displayed the curve |uep — ul|g1(q) as a function of h for different values of
e. Given the geometry considered here, Theorem 3.1 ensures that we can take s = 2 in (70). As a
consequence, we have the theoretical estimate

h
|ten — ull o)y < C -t n(e), (72)

where the function 7 is not known but at best logarithmic (see the discussion above). We observe
that [[uen — ul|g1(q) is a function that decreases as h tends to zero. However, such function seems
linear for small values of € and turns out to be a constant for large values of ¢ in the region where h
is small (see the left curve of Figure 4). An attempt to explain such phenomenon is the following:
for small values of ¢, the first term in the right-hand side of (72) is much larger than the second one,
so that the linearity with respect to h is visible. This is confirmed, looking at the vertical scales
indicated on the figure, by the fact that the maximal error is increasing when ¢ is decreasing. For
large values of ¢, the second term becomes dominant and does not depend on h, which explains why
a threshold is visible.

Such effect can be attenuated if we truncate the domain close to the boundary 9Q\T = (0,1) x {1},
that is where the data are unknown. Indeed, as we can see on Figure 5, the numerical errors create
some instability close to that part of the boundary.

In Figure 6, we set G = (0, 1) x (0,0.9) (interior domain) and we represent the curve |ju. —ull gy
as a function of h for different values of e. In that case, adapting a bit (71) (because I' has some
corners but angles are right angles), we obtain the theoretical estimate

h
e = ey <€ (% + &) (73)

for some positive p. In this situation, in agreement with (73), we observe that the linear behaviour
with respect to h as h tends to zero appears quite clearly, because the first term in the right-hand
side of (73) is not absorbed by the second one any more, for all values of ¢ that we consider. This
may be due to the fact that the Holder estimate C e is much smaller than the estimate 7(e), which
is at best logarithmic.

! FreeFem++, http://waw.freefem.org/ff++/.

29


http://www.freefem.org/ff++/

1.00e-04

—5.00e-05

0.00e+00

-5.00e-05

0.00e+00 -1.00e-04

Figure 5: Exact solution u (left) and error u. , — u (right) for e = 1075, h ~ 7.1 x 1073,
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Figure 6: Curves [Juc, — ull 1) with respect to h for e = 1075, & = 1075 and ¢ = 10~7. Here

G = (0,1) x (0,0.9).
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Figure 7: Curves [[ue,n — ull i) (left) and [lucp — ul[ 1o (right) with respect to loge for h ~
8.3 x 1073,

Finally, in Figure 7 we show the curves [Jus, —ul|g1(q) (left) and |luc p —ul[ 1) (right) with respect
to loge for a given h, by using the same horizontal and vertical scales. In accordance with (72) and
(73), we observe that for a fixed h, when e decreases to zero, the errors firstly improve and secondly
deteriorate. This is especially observable for the error in €2 (left picture).

Appendix A: A basic uniform estimate

For A € C, we introduce the symbol ¢ (\): D(_#) — L*(0,w) where
D(F)={ue H&O(O,w) N H?(0,w), deu(w) =0}

and

I N =—(\+dj)p.
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The goal of the appendix is to establish the following result.

Proposition 6.1. If Re A ¢ {(7/2+ nm)/w, n € Z}, then Z is an isomorphism and if ¢ € D(_7)
satisfies 7 (p) = g € L*(0,w), we have the estimate

”d3<P”L2(o,w) + ’/\|2”80HL2(0,W) < Clgllz20w) (74)
where C' > 0 is independent of g and Im A.

To prove proposition 6.1, we need three lemmas. We first consider a simple situation when A is
purely imaginary.

Lemma 6.5. If A = ir, 7 € R, the mapping # is an isomorphism and if ¢ € D(_F) satisfies
J(¢) =g € L*(0,w), we have

HngDHL‘Z(O,w) + \)\\QWPHB(O,UJ) < 3|lgllz20,w)-

Proof. For A = it with 7 € R, due to the Lax-Milgram lemma and Poincaré inequality, for all
g € L*(0,w) there exists a unique ¢ € Hj ,(0,w) such that (7> — d)¢ = g and dypp(w) = 0. Then
d2p = 120 — g € L?(0,w). Hence _# () is invertible and continuous. From the Banach theorem,
7 () is an isomorphism. More precisely, the Lax-Milgram lemma implies that

”dGSOH%Z(o,w) + \)\’2”<P||%2(o,w) = (%@)L?(O,w),
in particular
Ml z20w) < 19l 22 (0.w)-
Since in addition dgcp = 72 — g, we have
51l 2 0.w) < M1l 20.w) + 191 22000) < 219l L2(00)5
which completes the proof. O
We will say that A € C is an eigenvalue of ¢ if Ker ¢ (\) # {0}. We have the following lemma.

Lemma 6.6. For all A€ C, #(\): D(#) — L*(0,w) is an isomorphism if and only if X is not
one of the A, = (/2 +nrm)/w, n € Z.

Proof. Lemma 6.5 indicates that the result is true for any A € iR. It follows from the analytic
Fredholm theorem that #(\) : D(_#) — L?(0,w) is an isomorphism if and only if A is not an
eigenvalue of ¢. It is straightforward that the eigenvalues of ¢ are \,, = (7/2+nm)/w, n € Z, the
corresponding eigenfunctions being given by ¢, (0) = sin((7w/2 + nmw)f/w). The result follows. [

We now consider a situation where A is no longer purely imaginary.
Lemma 6.7. There exists a real positive constant § such that for all A € C satisfying
Re A < d [Im A[,
the operator ¢ is an isomorphism and if ¢ € D(_Z) satisfies 7 (N = g € L*(0,w), then
152l z200) + M2l z2(00) < 41191l22(00)-

Proof. We already know from Lemma 6.5 that the result holds for A € {R. Now let us consider the
case when \ ¢ iR. We write A as A\ = 4i|\|e™¥ for i € (—7/2,7/2). Set A\ = 4i|\|. Since |A| = |)|,
we have .

gl 22(0.0) + M@l 2(00) = 150l 22(00) + AP0l 22(00)-

Let us define g = _# (A)g. According to Lemma 6.5, we have

1ol z20.) + NP llell 22(0.0) < 31131122(0.0)-
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We have that
1902 0.w) < N9llz20w) + 13 = 9ll£2(0.w)

and
15— 9llr20w) = 1.2 N — 2 (Nellr20w) < 1A = X2[lell2(0.0)-

We obtain that

2ip _

13 = gllz2(0w) < 1€ = 1PNl r20.0)-

For all € > 0, there exist § small enough such that [|§ — gll12(0w) < €lM*ll@ll12(0w)- By choosing
3e = 1/4 we eventually obtain the result. O

Proof of Proposition 6.1. Lemma 6.7 implies that for all A € C such that Re A = J and [Im(X)| > v3,
we have the estimate

15l 2 (0.0) + Mol 22(00) < Cllgllz20.),

where C' > 0 is independent of X, g and vz depends only on 5. For A € [B — ivg, 3 + ivg], the
symbol _Z(\) is invertible according to Lemma 6.6. The analytic Fredholm theorem guarantees
that the inverse operator A\ — ¢ (A)~! is continuous outside of its poles. Since the segment
[—8B —ivg, — B +ivg] is compact, we deduce that the above estimate remains true for all A such that
Re A = 8 with a constant C' which depends neither on ¢ nor Im A. ]

Appendix B: Proofs of Lemmas 6.8 and 6.9

In order to prove Lemmas 6.8 and 6.9, we will need the following formulas, which hold for any A € C
and 0 € R,
cos(A0) = cos(Re(A)0) cosh(Im(A)0) — isin(Re(N)0) sinh(Im(A)8)

and
sin(A0) = sin(Re(A)@) cosh(Im(\)@) + i cos(Re(N)) sinh(Im(A)6).
They imply
| sin(A0)|> = (cosh(2Im(\)6) — cos(2Re(N)8))/2 (75)
and
| cos(A\0)|? = (cosh(2Im(\)6) + cos(2Re(N)6))/2. (76)

In the following lemmas, we give the proof of two technical results needed in the previous analysis.

Lemma 6.8. Assume that 8 ¢ {(7/2 + nn)/w, n € Z}. There is a constant C > 0 independent of

e>0, A= B +1ir € g such that
e2lTlw

< .
|1+ e cos?(A\w)|? — C/e (77)

Proof. Observing that e271% < 4 cosh(rw)?, we see that to establish (77), it is sufficient to show
that there is some 7 > 0 such that

ny/€ cosh(Tw) 1€ cosh(Tw)
|1+ iy/e cos(Aw)|? |1 — iy/E cos(Aw)|? =1 (78)

We will study the two factors on the left hand side of (78) proving that for n > 0 small enough they
are both smaller than one. Let us consider the first one. A direct computation gives

11+ ivE cos(Mw)|? = £ cos(fw)? cosh(tw)? + (1 + /& sin(Bw) sinh(w))?. (79)
Define the polynomial function P such that

P(X) = X? cos(Bw)? cosh(tw)? + (1 + X sin(Bw) sinh(1w))? — nX cosh(rw).
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We see that the first factor on the left hand side of (78) is smaller than one as soon as P is positive
on R. Since P(0) =1 > 0, it is sufficient to show that its discriminant is negative. We find

Ap = (2sin(fw)sinh(rw) + ncosh(rw))? — 4(cos(Bw)? cosh(rw)? + sin(Bw)? sin(Tw)?)
= ((172 — 4 cos(Bw)?) cosh(Tw) + 4nsin(Bw) sinh(Tw)) cosh(Tw).

Observing that | sinh(7w)| < cosh(rw), we can write

(n? — 4 cos(fw)?) cosh(Tw) + 47 sin(Bw) sinh(7w)
< (% + 4n|sin(Bw)| — 4 cos(fw)?) cosh(Tw).

Therefore, since cos(fw) # 0 when 8 ¢ {(7/2 + nw)/w, n € Z}, we see that we can find n > 0
small enough (but independent of 7) such that Ap < 0. This shows that the first factor on the left
hand side of (78) is smaller than one. A completely similar approach allows one to prove that the
second factor is also smaller than one. As a consequence, (78) is satisfied for 1 small enough and so

is (77). O

Lemma 6.9. Assume that 8 ¢ {(7/2+ nn)/w, n € Z}. There is a constant C > 0 independent of
€>0, A= B +1ir €lg such that

e2edlTlw

< (C.
|1+ e cos?(Aw)|?2 — ¢ (80)

Proof. As in the proof of Lemma 6.8, one can check that it is sufficient to show that there is some
1 > 0 such that

ne cosh(Tw)? ne cosh(Tw)? 1 (1)
|1+ iy/e cos(Aw)|? |1 —iy/E cos(Aw)]2 —
In (79), we obtained

|1+ iv/E cos(Mw)|? = e cos(fw)? cosh(tw)? + (1 F /2 sin(Bw) sinh(7w))?. (82)
Therefore, we can write

|1 £ iy/z cos(Aw)|? — ne cosh(Tw)?
= £(cos(pw)? — n) cosh(tw)? + (1 F v/ sin(Bw) sinh(7w))? > 0

for 17 small enough. This is enough to conclude. O
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