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Type-Based Complexity Analysis
of Probabilistic Functional Programs

Martin Avanzini
INRIA Sophia Antipolis
Email: martin.avanzini @inria.fr

Abstract—We show that complexity analysis of probabilistic
higher-order functional programs can be carried out composi-
tionally by way of a type system. The introduced type system
is a significant extension of refinement types. On the one hand,
the presence of probabilistic effects requires adopting a form of
dynamic distribution type, subject to a coupling-based subtyping
discipline. On the other hand, recursive definitions are proved
terminating by way of Lyapunov ranking functions. We prove
not only that the obtained type system, called /RPCF, provides
a sound methodology for average case complexity analysis, but
also that it is extensionally complete, in the sense that any average
case polytime Turing machines can be encoded as a term typable
in /RPCF.

I. INTRODUCTION

Probabilistic models are more and more pervasive in com-
puter science [[1]-[3]]. Moreover, the concept of an algorithm,
originally assuming determinism, has been relaxed so as to
allow probabilistic evolution since the very early days of
theoretical computer science [4]. All this has given impetus
to research on probabilistic programming languages, which
however have been studied at a large scale only in the
last twenty years, following advances in randomized com-
putation [5]], cryptographic protocol verification [6]], [7]], and
machine learning [8|]. Probabilistic programs can be seen as
ordinary programs in which specific instructions are provided
to make the program evolve probabilistically rather than
deterministically or to attribute a score to a probabilistic
branch, this way allowing for a form of soft conditioning, the
latter popularized by probabilistic programming languages like
CHURCH [8]] or ANGLICAN [9]]. Quite remarkably, many of
the proposed idioms are functional, some of them providing
higher-order functions.

Among the many reasons why randomized algorithms have
been introduced and studied, we should certainly mention their
efficiency: in many cases, the most efficient algorithm for the
problem at hand is randomized [5]]. A relevant example is
primality testing, for which Miller Rabin’s testing [[10] remains
the algorithm of choice, even if a deterministic polynomial pri-
mality testing algorithm has been known for more than fifteen
years now [11]]. As a consequence, analyzing the performances
of probabilistic programs is a particularly interesting, although
intrinsically challenging, problem.

But there is more to that: being able to analyze the
complexity of randomized algorithms has the potential of
enabling the average case complexity analysis, e.g., of ordinary
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deterministic programs: if M is such a program, say from
binary strings to binary strings, to be analyzed when inputs are
distributed according to a distribution family D,,, one could
compose M with another program which, given any binary
string of length n, sample a string from D,,, call it N. This
way, average case complexity analysis of M is reduced to the
complexity analysis of Az.M (N x). Of course, this requires
the underlying programming language to be flexible enough
to support the aforementioned construction, but functional
languages are simply built around the notion of function
composition, and invariably offer such a feature.

The programming language research community has in-
deed devoted quite some effort to this research problem,
with many interesting results coming out in recent years,
ranging from ranking-function based methodologies [12], to
Hoare-Logic based ones [|13]], through amortized analysis [[14]]
and the interpretation method [15]. Remarkably, higher-order
functional programming languages have been left out of the
picture, despite type-based techniques for them are well-
known to be useful in the complexity analysis of deterministic
programs [16], [17], but also of a problem deeply related to
complexity analysis, namely that of termination analysis [18]],
[19]].

In this paper, we introduce a system of affine refinement
types for a probabilistic A-calculus with recursion, called
¢(RPCF. We then show that precise time complexity upper
bounds on typed programs can be read from type derivations.
Interestingly, the {RPCF type system can perform precise
evaluation of the average complexity of some nontrivial ran-
domized algorithms. As an example, /RPCF is expressive
enough to type the following programs:

e A form of biased random-walk which, when starting
at the natural number n, is proved to reach zero in an
expected number of steps linear in n.

o An adaption of the coupon collector scheme [20], which
can be proved to evaluate in O(nlog(n)) iterations. This
scheme, although relatively simple, is already challenging
to analyze: the probability of choosing a good coupon,
namely one that the player still does not have, progres-
sively decreases.

« Randomized quicksort [21]], which can be proved by our
type system to have O(nlogn) average complexity. This
is the first example of a precise type-based analysis of
this algorithm, which represents one of the milestones of



randomized algorithmics.

The “type flexibility” one needs when typing these examples,
the last one in particular, is provided by distribution types, by
which the underlying probabilistic monad is lifted from the
realm of programs to that of types. This idea, already used
in [[18], is brought to extreme consequences here, by making
distributions types dependent, i.e. dynamic, themselves. As we
will explain in Section [[I] below, this is a necessary ingredient:
the distribution to which a program rewrites could depend
on the input, and abstracting these distributions by finite
ones represents too much of an information loss, which we
cannot afford when dealing with nontrivial examples such as
randomized quicksort.

Of course, expressivity by itself is pointless if the type
system does not guarantee any dynamical property, i.e., if it
were not for so-called type soundness. Indeed, the two main
technical contributions of this paper are as follows:

o We first of all prove a type soundness theorem, which
goes well beyond the usual type preservation and progress
template: not only are types preserved along reduction,
but an expression labeling any type derivation is proved
to represent an upper bound to the average complexity of
evaluation for the typed term. This is in Section

o We then prove a form of extensional completeness, stating
that for every Turing machine M working in average poly-
nomial time, there is a term typable in fRPCF simulating
M. This is in Section [V-Bl below.

Compared with previous work on refinement types, our type
system is on the one hand designed to be as simple as possible,
and on the other specifically tailored for complexity analysis.
This is different from the kind of properties traditional refine-
ment type systems are able to enforce, which are extensional,
and sometimes relational. As we will see in Section [[] below,
complexity analysis requires a fine-grain inspection into the
more intentional aspects of normalization, something which
requires some novel ingredients. On the one hand, duplication
must be properly taken into account, and in this paper we
consider an affine type system in which, however, multiple
calls to a recursively defined function are allowed. On the other
hand, the outcome of any function being possibly probabilistic,
it is absolutely necessary to keep track of the possible outputs
at a type theoretic level, by way of monadic, or distribution
types. Finally, the use of refinements is kept to a minimum,
being limited to base types, and to a form of bounded universal
quantification over types.

A. Related Work

This is definitely not the first contribution on type-based
complexity analysis of functional programs nor the first work
on complexity analysis of probabilistic programs. It is however
the first one applying the former techniques, namely type
systems, to probabilistic higher-order programs.

An extensive literature is available about type-based fermi-
nation analysis of functional programs by way, e.g. of sized-
types [22]], dependent types [[17] or intersection types [23]].
Some of these ideas were later applied to the complexity

analysis of deterministic functional programs [17]], [24]], or
to probabilistic functional programs [[18]], [[19], but keeping
termination as the underlying problem. The only attempts at
giving type-based complexity analysis of probabilistic pro-
grams were concerned with worst-case complexity, and not
with average-case complexity, thus being conceptually closer
to the deterministic case [25[], and ultimately much easier.

In probabilistic programs, any terminating computation path
is attributed a probability, and thus termination becomes a
quantitative property. It is therefore natural to consider a
program terminating when its terminating paths form a set
of measure one or, equivalently, when it terminates with
maximal probability. This is dubbed “almost sure termination”
(AST for short) in the literature [26], and many techniques
for automatically and semi-automatically checking programs
for AST have been introduced in the last years [27]-[30].
Some of these techniques have been generalized to complexity
analysis [31]. Other techniques, like amortized analysis, have
recently been applied to imperative programs, obtaining some
promising results [32]], while it is not known whether these
scale to (higher-order) functional programs.

Finally, a few words deserve to be spent on refinement types
which, starting from the pioneering work by Freeman and
Pfenning [33]], have been applied to a variety of higher-order
languages and verification problems, including termination,
and including A-calculi with probabilistic features [34]. Again,
none of the cited works deal with the complexity analysis of
probabilistic programs. Moreover, the framework we develop
in this paper is simpler than the one from previous works along
these lines, and can be seen as defining a minimal system in
which, however, significant examples can be caught: indeed,
we are not aware of any refinement type system in which
average case complexity analysis can be carried out.

II. ON AVERAGE COMPLEXITY ANALYSIS BY WAY OF
TYPES: A NON-TRIVIAL EXAMPLE

In this section, we will introduce the problem we are
interested in tackling by way of an example, at the same time
justifying some of the key and novel concepts we introduce
in this paper. The example we have chosen is one of the
simplest, yet very interesting, randomized algorithms, namely
a probabilistic version of Hoare’s Quicksort [35], sometimes
called Randomized Quicksort [21]],

Randomized Quicksort can be seen as being obtained from
deterministic quicksort by choosing the pivot at random over
all the elements of the input array, rather than choosing it as
a fixed one (e.g. the first one). An ML-style implementation
of Randomized Quicksort is in Figure E} Here, function
quicksort is defined in terms of a randomized procedure
ppartition, which chooses a pivot and returns a partitioning
of the given list together with that pivot element. While
partitioning itself is performed by the auxiliary, pure function
partition, the pivot is chosen at random via a primitive
Unif : Nat — Nat. This procedure, given a number n,
samples a value uniformly from the interval [0, n].



let rec partition (p,xs) =
match xs with
| 11 = ([1.[D
| z:xs’" + let (I,r) = partition (p,ws’)
in if x < p then (z:l,r) else (l,z:r)
let ppartition zs =
let i = Unif (length s — 1)

p=nth xs i
(l,r) = partition (p,drop p zs)
in (I,p,r)

let rec quicksort xs =
match s with
| 11 = (1
| _ — let (I,p,r) = ppartition zs
in quicksort [ @ (p : quicksort )

Fig. 1: Randomized Quicksort.

Reasoning about the average runtime of quicksort makes
it necessary to prove some functional properties, concerning
the length of the lists produced in output by partition in
terms of the input list’s length. To this end, we make use of
refinement types. Types may thus be equipped with constraints
that inhabited values satisfy. Concerning lists for instance, the
type List(l | ®;) captures those lists [ that satisfy the constraint
®;, or simply List(l) to capture exactly the list [.

To carry on with the example, for the sake of simplicity
let us assume that input lists contain no duplicates. Consider
the constraint X (1) £ Dist(l) A Len(l) = I A Max(l) < K,
for integer valued indices K and I, where Dist(l) holds if
l consists only of elements that are pairwise different, and
where Len(l) and Max(l) give the length and maximal element
of a list [, respectively. Based on this constraint, a suitable
type for partition derivable in our system is drawn in
Figure [2a] The depicted type depends on two further auxiliary
index functions, CntlLe(l,n) and CntGt(l,n), denoting the
number of elements in [ strictly less and greater than n,
respectively. The type of partition demonstrates that our
system permits polymorphism over indices in the form of
bounded quantification Va : ®,.0 over indices a. Such a
type can be instantiated with any index a satisfying the
constraint ®,. As one can easily realize, the refinement type of
partition is significantly more informative than the simple
type Nat ® List —o List ® Nat ® List. In particular, it provides
some quite precise information about the length of the two
sublists produced in output.

The main novel aspects of our type system, however,
manifest themselves in the typing of randomized procedures
such as ppartition. It is clear that the length of the two lists
ppartition obtains from partition depend on the outcome
of the probabilistic choice ppartition performs internally.
¢(RPCF models this form of uncertainty by a new kind of
type construction which lifts probability distributions to types,
called dynamic distribution types (DDT), in which a distribu-
tion having type 7, with probability P, (for every 0 < a < J)
is attributed the type {P, : 7, |a < J}. From the type of
partition, it is straightforward to assign ppartition the

type drawn in Figure 2b assuming suitable refinement types
for the auxiliary functions nth and drop. Notice that the
index J is directly related to the length of the first argument.
This gives a dynamic flavor to distribution types, as not only
type refinements of outputs but also the shape of distributions
can depend on input annotations. This demonstrates a novel
aspect of our system that is absolutely essential for the runtime
analysis of quicksort, which we carry out in a moment.

So far, the type assigned to ppartition reflects the infor-
mation provided by the type of partition, coupled with the
probability of choosing the pivot’s index ¢ that is uniformly
sampled in the interval [0, J]. Towards the complexity analysis
of quicksort itself, it is helpful to express the result of
the computation of ppartition in terms of the length of its
argument alone. Our system thus includes a form of subtyping.
Subtyping /RPCF allows one to ascribe the type given in
Figure [2c| to ppartition based on the type from Figure [2b}
The correspondence between the two types relies on several
facts, such as that the sets {CntLe(l,Nth(,7)) | ¢ < J}
and {0,...,J} are in bijective correspondence, and that
CntLe(l,n) + CntGt(l,n) = J. To support this kind of
reasoning, subtyping not only permits to relax refinements,
but it incorporates logical entailment as well as reasoning
on probabilistic types via probabilistic coupling [36], a proof
technique stemming from the analysis of stochastic processes.
The revised type of ppartition not only tells us the length
of the two generated sublists in terms of the length of its
argument, it also gives us the probability with which they were
sampled, crucial for the complexity analysis of quicksort.

To reason about expected runtimes, our type system assigns
to every typeable term t a weight. Slightly simplifying the
exposition, typing judgments have the form

O krt:p,

denoting that under the logical context ® and typing context
T, the term ¢ receives the DDT p and a weight of R. Inspired
by Lyapunov or probabilistic ranking functions [15], also
referred to as ranking supermartingales |37, the type system
ensures that weights reduce in expectation along reductions,
and consequently, relate tightly to expected runtimes. With this
intuition in mind the majority of the typing rules are fairly
standard. Noteworthy, assuming (for now) that no recursion is
involved, the rule for sequencing probabilistic computations,
viz that of let-expressions, becomes

O:Thrt:{P,:0,|a<TI}
®,a<I,P,#0;Ax:0,FR, u: g

oA F1+R+Z@§1Pa'Ra letz=tinu: Zagjpa'ﬂa

The second premise should be read as a family of typings for
u, spanning over all ¢ < I for which the probability P, is non-
zero. For each such a, we thus receive a type u, of u as well
as a weight R,, conditioned to the event that a value of type
0, is bound to z in w after evaluating ¢. When w results in a
value of type 7, with probability @, overall the let-expression
will thus evaluate to a value of type 7, with probability P, Q5.



J+1

Vi : L5 (1).¥n : n < K A notElem(n, 1). Nat(n) @ List(l) —o List(g | L¢ye(.n)(9)) ® List(g | Légen (9))
(a) Type of partition.

VI LK, (1). List(l) — {L : List(g | LE o (@) © Nat(b | b < K) @ List(g | LE e (9)) 17 < J}

(b) Type of ppartition.
List(l | 1,1 (1)- — { 745 + List(g | L (9)) @ Nat(b | b < K) @ List(g | LI (9)) | e < 7 }

(c) Subtype of type ppartition.

Fig. 2: Refinement types for (a) partition and (b) ppartition as well as (c) subtype of ppartitions type.

This is precisely what the convolution ), , . ; Py - 1o computes.
Concerning the ascribed overall weight, it accounts for the
rank R of ¢, the expectation ) _, P, - R, of the weight of u
wrt. the distribution computed by ¢, and one, accounting for
the let-expression itself.

While for non-recursive terms weights can be computed
from leafs to roots, the situation is less clear for recursively
defined functions. Which weights should be ascribed to recur-
sive calls? To overcome this dilemma, we postulate a weight
Q(b) for b indexing the different recursive calls. The typing
rule for fixed-points, handling recursive definitions such as
quicksort, is then in charge of witnessing that () gives a
suitable weight. To this end, typing contexts keep track on
the expected number of (immediate) recursive calls. More
precisely, recursive functions y are mapped to types of the
form {R, : 0, | a < I} in the context. Unlike for DDTs, R,
can take values greater than one in case y is called multiple
times. All the rules of our system then enforce that indeed
recursion can be performed at most R, times at type o, for
each a < I. Restricted to base arguments and ground terms
for brevity, the fixed-point rule has the form

y: {Rq : Nat(J,) —o p{Jo/b} | a < I} Frv:Nat(b) — pu
PFEQO) 21+ R+ ,<;Ra- Q(Ja)

Fo(s) fix y.v: Nat(J) —o p{J/b}

for b a fresh index variable. Here, u{K/b} denotes the DDTs
obtained from p by substituting indices K for b. While the
first premise enforces that v takes any Nat(b) to p assuming
R, recursive calls at the specialized type Nat(J,) — u{J,/b}
(a < I), the recurrence enforces that Q(b) covers the unfolding
of the fixed-point, the weight R of the function itself, and the
expected weights of recursive calls. For a specific argument
in Nat(.J), this then gives an overall weight Q(.J) and type
Nat(J) —o p{J/b}.

Coming back to the analysis of quicksort, typing its
recursive definition yields the recurrence

QU+ > L)+ Y ey 757 Q) +Q(J —¢)),

where L(J) is a linear expression, accounting for running the
body of quicksort at a single iteration J. This recurrence is
not too difficult to solve with @ € O(n - log(n)), witnessing
that the expected runtime of quicksort lies within this class.

In conclusion, /RPCF combines a variety of ingredients
that are necessary in the analysis of non-trivial randomized
algorithms such as quicksort, most notably (i) refinement
types to establish functional properties, (ii) dynamic distribu-
tion types to accurately account for the probabilistic behaviour
of programs, (iii) an expressive subtyping relation enabling
proofs via probabilistic coupling, and (iv) the integration of
a randomized complexity analysis within the type system,
heavily inspired by probabilistic ranking functions.

III. A PROBABILISTIC AFFINE FUNCTIONAL LANGUAGE

In this section we introduce the programming language
¢RPCF that we consider throughout this work. It is basically
an affine version of Plotkin’s PCF [38]|, extended with oper-
ations for sampling from (discrete) distributions. For the sake
of brevity, we consider a single operator Unif, for sampling
from uniform distributions. Nevertheless, since our language
permits recursion and case analysis, it is expressive enough to
define on top of Unif a variety of sampling operations, such
as sampling from Bernoulli, geometric, or any computable
distribution with finite support and rational probabilities. As in
the case of PCF, we consider a single data type Nat for now.
Extensions to the system, so as to encompass more interesting
(ground) types such as the ones for lists, are discussed later
in Section [VIl

A. Statics

The sets of terms, values and types are generated by the
following grammars:

Terms tu=v|vw|letx=tinu

| match v with {0 —t|s— w}

| let (z,y) =v int
Values v, w =z |0 |s(v) | Unif | Aw.t | fix z.v | (v, w)
Types T, U= Nat|T —U|T®U

Terms are restricted to A-normal form [39]. In this setting, the
unrestricted applications can be recovered by rewriting ¢ u to
let x =t in let y = u in x y, for x and y fresh variables.
Apart from our sampling operator Unif, the constructors are
standard. We follow the usual convention where application ¢ u
binds to the left, whereas A-abstraction Ax.t binds to the right.
Terms which are not values are called active. For an integer



n € N, we denote with n the value s(...,s(0),...), with n
occurrences of s. The capture free substitution of variable x
by value v in t is denoted ¢[z := v]. We impose a linear typing
regime on terms. The typing rules are presented in Figure [3]
The judgment I' | © + ¢ : T means that under the (linear)
typing context I' and the global typing context ©, the term
t receives type 1. Here, a typing context I' is a non-ordered
sequence of the form xy : Ty ...x, : T;,. The union of two
linear type contexts I' and A, denoted T', A, is defined only
if for each variable x with (z : T) € T" and (z : U) € A,
it holds that T = U = Nat. Global type contexts ©, used
to treat recursive functions, are either empty or consist of
a unique hypothesis z : T' — U. In the rule for fixpoints,
(T" denotes a typing context where all variables are given the
type Nat. For closed terms ¢, we abbreviate @ | @ F ¢t : T
by = t : T. Notice that this affine type system permits
duplication of values of base type, whereas duplication of
values of functional types is prohibited. However, the system
permits several recursive calls. Finally, we remark that this
type system does not guarantee any complexity propriety.

B. Dynamics

Following [[18]], we can give fRPCF an operational seman-
tics in terms of a binary relation = on distributions of terms.
On the non-probabilistic fragment of our language, i.e., on
terms without any occurrences of Unif, the semantics can
be seen isomorphic to the usual weak call-by-value reduction
relation.

A (discrete) valuation on a countable set X is a function
v : X — [0, +0cc]. The support of v is given by Supp(v) =
{r € X | v(z) > 0}. The valuation v is called finite if its
support is finite. Scalar multiplication p - v and finite sum
> _icy vi are defined point-wise. We use {p; : t; | i € I} to
denote valuations v with support {¢; | i € I} and v(t;) = py;
in the case where I = {1,...,n} is finite, we may also write
{p1 : t1;...,pn : tu}. A (discrete) distribution on X is a
valuation D : X — [0,1] suchthat }> D&Y _ D(z) < 1.
It is called proper if > D = 1. The set of distributions is
closed under convex combinations. We define the relation <
on distributions with D < £ if D(x) < &(x) for all z € X.

The reduction relation = is itself based on an auxiliary
relation —, depicted in Figure 4] which maps active terms
to distributions. If ¢ — {p; : ¢; | i € I}, then ¢; should
be understood as a one-step reduct of ¢ with probability
p;. The rules follow the standard operational semantics of
PCF. Concerning sampling, Unif applied to a natural number
n reduces to a natural number distributed uniformly in the
interval [0, n).

Let Dy +4/4 Dy indicate the decomposition of a distribution
D on terms into active and value part, i.e., D = D, + D,, so
that the supports of D, and D, consist only of active terms
and values, respectively. Based on the auxiliary relation —, the
relation = on distributions of terms is given by the following
inference rule.

D:{pi:ti|ieI}—|—a/vDU ti > & foralli €T
D= (3 ierpi- &)+ Dy

We denote with =* the reflexive and transitive closure of
=, and we denote with =" the n'" iteration of the reduction
relation =-. Notice that — is non-overlapping, and as a
consequence, = is deterministic. Moreover, distributions form
an wCPO. This justifies that we define the semantics [¢] of a
term ¢ as the following distribution on values [t] £ sup {D, |
t =" Dy +ayv Dy}

We remark that the affine type system from Figure |3 is
coherent with the reduction rules, in particular, the type system
enjoys subject reduction and progress in the following sense.

Proposition III.1 (Subject Reduction and Progress). Let t be

such that -t : T holds. Then:

1. Ift > {p;i:ti|i €T} thentt;:T forallicT.

2. The term t is in normal form for — if and only if t is a
value.

Subject reduction implies in particular that distributions over
well-typed terms are closed under reduction.

Example 11.1 (Biased Random Walk). Consider the term
rwalk depicted in Figure [5] This term performs a random
walk over N, stopping at zero. More precisely, in the case
n > 0, rwalk n reduces to rwalk n 4 1 with probability &
(the probability of sampling p = 0), and to rwalk n — 1 with
probability % (the probability of sampling p = 1 or p = 2).
It can be shown that for any n € N, rwalk n reduces to O
almost surely. Consequently, [rwalk n] = {1: 0}.

In this work, we are interested in average case complexity
analysis, in terms of reduction steps. In a probabilistic setting,
the reduction length from a term ¢ can be understood as a
random variable S; on N U {oo}, with P(S; = n) being
the probability that ¢ evaluates to normal form in n steps,
or diverges in the case n = oo. The expected runtime of a
term ¢ is then defined in terms of its expectation

E(S)2Y n-PSi=n)=) PGS >n).
n=1 n=0

Here, P(S; > n) gives the probability that a reduction takes
strictly more than n steps. In our setting, this probability is
expressed as Y D7, for D the distribution of active terms
reachable in n steps from ¢, ie., t =" Dy +,/, D,. This
motivates the following definition, compare [15] for further
justification of this definition.

Definition IIL.1 (Expected Runtime). For a distribution D =
Dq +a/v Dy, let us denote by D, £ YD, the total mass on
active terms. The expected runtime of a term t with

{1It}:D0:>D1:>D2=>D3=>...

is defined by ert(t) £ 37 |Dya.

This definition is well-defined as = is deterministic. We
remark that ert(v) = 0 for any value v, and if t — {p; : ¢; |
i € I} then ert(t) = 14, ., pi - ert(t;). Notice that ert(t)
can be infinite, even if ¢ is terminating almost surely.



Dz:T|OFt:U rerv:T—-oU A|OFw:T
[VAR] —————— [RVAR] ABS] [App]
Nx:T|OFz:T Fle:Trx:T POk Axt:T —U LA|OFvw:U
Mlx:T—-oUkv:T—-oU rert:T Az:T|OFu:U
[FIx] [LET] [UNIF]
PAT |©Ffixzw:T — U PLA|©OFletz=tinu:U I’ | © - Unif : Nat — Nat
' ©Fv:Nat P©Fv:Nat A|OFt:T A|OFw:Nat—T
—————[ZEro] ——————————[Succ] [MATCH]
' ©F0: Nat I' ©F s(v) : Nat I''A|©Fmatchvwith{0—t|s—w}:T
rerv:T A|OFw:U TOrv:TRT Az:T,y:T'|0Ft:U
[®:] [®e]
DLAJOF (vyw): TQU IA|©OFlet (z,y)=vint: U
Fig. 3: Affine type system for probabilistic PCF.
Az.t) v = {1: ¢tz :=v]} (fix z.w) v — {1 : w[z := fix z.w] v} Unif n — {R%Ll :m | 0<m<n}
match O with {0 —t|s—w } — {1:t} match s(v) with {0~ ¢ |s—w } = {1:wv}
let x =vint — {1: t[z :=v]} let (z,y) = (v,w) in t — {1 : t[x := v][y = w]}
t—{pi:t; |1 €L}
letz=tinu—{p;:letz =t inu|i €I}
Fig. 4: Single step reduction relation — from terms to distributions.
symbols f € 7 and index variables a € V:
rwalk = fix rw..match n with { 0 — 0 | s > step } o N
where step = Am.let p — Unif 2 natural indices ILJ=al f(Ii,..., Lags)
in match p with { | > uerJ | maxg<r J
0 — rw s(s(m)) I - N
}| s = Ao.rwm rational indices P,Q,R =& 7
We use A, B, ... to denote both natural and rational indices.

Fig. 5: Biased Random Walk.

IV. THE TYPE SYSTEM

This section is devoted to introducing the main object of
study of this paper, lRPCF, a monadic, linear refinement type
system for reasoning about expected runtimes.

A. Indices and Types

As in the case of linear dependent types, base types are
annotated with refinement constraints. Constraints are formed
over index terms, i.e., first-order terms generated freely from
a set of index symbols T and index variables V), denoted by
f,9,... and a,b,... respectively. Each symbol f € T is
associated with a natural number ar(f), its ariry.

Definition IV.1 (Indices). We consider natural and rational
indices formed according to the following grammar from index

In indices A of the form ) _, J and max<; J, the variable
a may occur free in J but not in I. It is considered bound
in A. The set of free variables occurring in A is denoted by
FV(A). We frequently write J, to emphasise that the index
variable occurs free in J,, e.g., we may write >, J,. As a
is an index variable, no confusion can arise from this.

We assume that each function symbol f € 7 comes
equipped with an interpretation [f] N — N. We
do not put any constraints on these functions, apart from
computability. Given an index valuation ¥ : V — N, the
interpretation of symbols is extended in the natural way to
indices A. In particular [3-,c; Jul, = 3, <1y, [Jal gasn)
where the index substitution J[a — n] maps a to n and b # a
to ¥(b). Similar, the interpretation of the maximum operator
is defined in terms of max. In the case [J], = 0, [[§]]19 is
undefined.

We suppose that Z contains for each n € N a constant n
interpreted by [n] £ n as well as symbols + and - interpreted
as addition and multiplication, respectively. For an index A,
we define the capture-avoiding substitution of ¢ in A by a
natural index J, that we note A{.J/a}, in the obvious way.




Definition IV.2 (Constraints on Indices). Let ¢ C )V be a set
of index variables. A constraint C' on ¢ is an expression of
the form A <t B where A, B are indices with free variables
in ¢ and 1 denotes a binary relation on integers or rationals.

Usually, we use relations in the set {<, <, =, #} but > may
stand for any computable relation. Finite sets of constraints
are denoted by ®. An index valuation ¥ : ¢ — N satisfies
a constraint A >1 B, in notation ¥ F A > B, if [A], and
[B], are defined and [A], > [B], holds. Likewise, ¥ F &
if ¥ E A a B holds for all (A > B) € ®. Similarly, we
define ¢; ® E A > B to hold when ¢ E A > B holds for all
¥ : ¢ — N with ¢ F &.

Note that every relation < can be lifted to a zero/one valued
index function. To avoid confusion, we make use of Iverson’s
bracket [-] so that [A < B] is interpreted as 1 under ¢ if ¢ F
A B holds, and zero otherwise. For instance, [[a > 0]], =
1if ¥(a) > 0, and [[a > 0]], = O otherwise.

Definition IV.3 (Linear Refinement Types). Linear refinement
types o, and dynamic distribution types (DDTs) u,v are
defined as follows:

linear refinement types o,7 = Nat(a | ®,) | o @7 | p

(1>

arrow types pEo—opu|Va:P,.p,

dynamic distribution types v = {P, : 04| a < I}

A type Nat(a | ®,) represents the set of naturals n for
which ®{n/a} is true. It should thus be understood as an
existential type binding a, with a occurring free in ®. For
instance, Nat(a | a < T) represents natural numbers bounded
by I. We may write Nat(I) for Nat(a | a = I).

Our type system admits polymorphism over indices in the
form of bounded universal quantification over function types.
The variable « in a type Va : ®,.p, can be free in ¢, and p,,
whereas it is bound in Va : ®,.p,.

Finally, the DDT {P, : 0, | a < I} should be understood
as a monadic type for probabilistic computations which yield
with probability P, an element of type o, (a < I). Here,
a can be free in P, and o, but not in I, and it will be
considered bound in {P, : o, | a < I'}. For instance, the DDT

{ﬁ :Nat(h) |b< T } represents a probabilistic computation
that evaluates to a natural number uniformly distributed in the
interval from O to I. This is indeed the type that our system
will assign to the term Unif ¢, where ¢ is of type Nat([).
Having a more general form of DDT p = {P : 7 | a1 <
Ii,...a, < I,}, with the intended meaning that y represents
an element of type 7 with probability P for all a; between zero
and I; (where a; may occur free in all I; for j > 4), does not
improve upon the expressiveness of DDTs, as to ¢ we can give
a DDT (quantified over a single variable) with equal meaning.
This justifies that we use the extended notation in informal
contexts. When [ is interpreted as a natural number n, we may
also write the DDT {P : 0 |a < I} as{Py: 0¢,...,Pn :0n},
where P; and o; are obtained from P and o by substituting
i for a. For instance, {1 : 0,5 : 7} denotes a term that
evaluates with probability half to a term typable as o, and

with probability half to a term typable as 7. We may assign to
terms of function type that exhibit no probabilistic behaviour
the usual type 7 — o as an abbreviation for 7 — {1 : o}.
DDTs are closed under the convolution Za< 1 Pa - piq. For
ta = {Qap: Tap | b < J,}, this convolution assigns for all
a < I and b < J, the probability P, Qg to 74 . Informally,
Y a<s Pa - tq is defined as {P, - Qqp : Tap | @ < I,b < J,},
see [40] for a formal definition.

Types in general are indicated by (,&,.... We consider
types equal modulo renaming of bound variables and denote
by ({I/a} the capture-avoiding substitution of the index
variable a by I in the type (. All types are defined under some
restrictions, such as the fact that the sum of probabilities in
a distribution must be equal to one and that denominator in
rational indices are not zero, and consequently the interpreta-
tion of indices is always well-defined. These restrictions are
captured in our notion of valid type, specified in Figure [6]
Note that validity on arrow types Va : ®,.p under ¢, ® asserts
that a is bounded by some index term I, for all valuations
satisfying ® and ®,. In the following sections, in particular
in the definition of subtyping and typing, we assume that all
types are valid under the corresponding contexts ¢, ®.

B. Typing Rules

We arrive at the formal definition of the typing relation.
As in the case of the affine type system from Section we
distinguish between two kinds of variable contexts, viz, linear
contexts I' and valuation contexts © used to treat recursive
definitions.

Definition IV.4 (Linear Contexts). A linear context T is a
non-ordered sequence I' = z1 : 01,... 2, : Op.

With ¢T" we indicate a context over base types Nat(a|®,,).
For two type contexts I' and A, we denote the concatenation
of those contexts by I'; A. This concatenation is defined if and
only if for each variable x with (z:0) €' and (z: 7) € A,
then 0 = 7 = Nat(a | ®,) for some P,,.

Definition IV.5 (Valuation Contexts). A valuation context ©
is either empty or a context of the form y : {R, : 04 | @ < I}.
It is valid under ¢; ® if I is valid under ¢; ® and R,, o, are
valid under ¢, a; ®,a < 1.

Notice that, in contrast to DDTs, we do not impose any
condition on the sum of R, in © =y : {Ry:0,|a <I}:
it could be zero or more than one in particular. Valuation
context O refines the global context from affine type sys-
tem from Section by recording the expected number of
recursive calls R, with type o, (@ < I). We define the
concatenation © + ¥ of two valuation contexts © and ¥ only
ifO=y:{Ry:0,|a<I}, U=y :{R,:0,|a<TI},in
which case © + U =y : {R,+ R, : 0, | a < I}.

Our linear refinement type system is given in Figure
Typing judgments have the form

¢; ;T [OFRt:p,



Validity of indices and constraints:

FV(I) S ¢

6D F Ivalid ¢;® - Jvalid ¢;®F J 40

&, ® F I valid
¢;® & Avalid ¢;® - Bvalid

¢;® + A1 Balid for all (A< B) € &'

¢;® + L valid

¢; & - A Bvalid
Validity of types:
a¢ o (¢,a);PF Povalid

¢; P F ovalid ¢; P+ 7valid

¢, ® F O valid

¢; P - ovalid ¢; P & Tvalid

¢; ® F Nat(a | D,) valid

¢; P F o ® Tvalid
a¢t o ¢,a;PF Dyvalid ¢,a; P, P, F pvalid ¢,a; P, P, F a < I for some index [

¢; P o —o Tvalid

¢; P FVa: ®q.pvalid
¢; P F Tvalid ¢,a;P,0a < IF Pyvalid ¢,a;P,a < IF ogvalid QS;@):ZGSIPa:l

¢; P {Py:04|a< I} valid

Fig. 6: Validity of indices, constraints and types.

with all types present in I', © and p valid under ¢; ®. Active
terms are typed with a distribution type p and values are typed
with a linear refinement type o. The rational index R is called
the weight. It is an indication of the expected runtime of a
term and is used to extract a probabilistic ranking function
when we speak about type soundness.

The system constitutes a refinement of the affine system
depicted in Figure [3| in Section For brevity, let us give
some intuition only concerning the more interesting typing
rules. Rule matches the intuition on valuation contexts
given previously. Under an evaluation context assigning © =
{R, : 04 | a < I}, the recursive variable variable y can be
assign the J™ type 0,{.J/a} (J < I). The additional constraint
R.{J/a} > 1 ensures that the evaluation context permits
at least one occurrence of a call to y with type o,{J/a}.
Rules and treat abstraction and application.
Noteworthy, in the latter, the evaluation context is split among
the two branches so as to properly account for the number of
recursive calls performed in the two sub-terms.

The rule (FIX)), governing the typing of recursive functions,
follows the linearity requirements imposed by the correspond-
ing rule from the affine type system. The body v is typed under
an arrow type p, making use of an implicitly universally quan-
tified variable b. The valuation type {R, : p{M,/b} | a < I}
expresses that v may perform on average R, recursions at the
specialized type p{M,/b} (a < I). The side-condition on Q
amounts to the recurrence relation informally introduced in
Section [[I] that establishes the probabilistic ranking condition
for recursive functions. Here, the weight 1 accounts for the
unfolding of the fixed point, the index R for the average
runtime of v, and the sum for that of the recursive calls.

The rule for typing let-expressions let x =
t in wu is on the surface fairly standard. If ¢ is typeable as
{P, : 04| a <1I} andif u is typeable as y, assuming x : o,
the overall expression receives the type >, P-i,. Note that

the typing of u proceeds with the additional constraint a < I
stemming from the type of ¢. It should thus be read as a family
of typings for u, with a ranging over values from zero to I for
which the probability P, is non-zero. In correspondence, the
distribution context is not only split among the typing of ¢ and
u, but the latter is separated into a family of typing contexts
for u, for each a < I. Concerning the weight of the proof,
it is given by the weight of the proof for ¢ plus the expected
weight of the proofs for u.

Concerning the typing of values of base type, rule (ZERO))
states that 0 may receive any type of the form Nat(a | ¢q),
as long as ¢, can be inferred to hold for ¢ = 0 under
the constraints ®. Rule formalises that if v is a
natural number o satisfying ®,, then s(v) is a non-zero
natural number b = a + 1, ie., a = b — 1, satisfying
®,{b — 1/a}. Concerning the elimination rule for natural
numbers, rule (MATCH]), the constraints ®, inferred to hold
for the deconstructed value, denoted by a in the typing,
become available as instantiated premises for the typing of
the branches. More precisely, any constraint set ®’ derivable
from the global constraint ® and ®,{b+ 1/a}, where b is a
fresh variable denoting the deconstructed value, is available in
a typing of the successor case.

Finally, let us thus detail the remain three rules dealing with
polymorphism and subtyping. Rule introduces bounded
quantification over a free index variable a satisfying ®,. The
weight, and in consequence average runtime bound, is over-
approximated by the maximal value that the weight R, of the
sub-proof can take, assuming a satisfies ®,. It is worth remark-
ing that the conclusion of the rule is valid only if a neither
occurs in ¢ nor in the variable contexts. Dual, the instantiation
rule allows the instantiation of index-polymorphic type
Va : ®,.0, with a being replaced by any index I satisfying
®,,. Finally, the coercion rule (COERCE) introduces weakening
through subtyping as well as weakening of weights in the



¢;®F R {J/a} >1 ¢ @FJ<I

[VAR]
;0T x:0|Okpz:0o

;0 T,x:0|OFrt:p

¢;®: 1 [y :{Ra:0a|a<I}toy:oa{S/a}
;0T |OFrv:ic—opu ;A |Vhp w:o

[RVAR]

[ABS]
;0T |OFry1 Axt:o0—op

;0 T, A |04+ TUhbpipvw: i
¢, ;@00 |y i {Ro : p{Mo/b} [a < I} Frv:ip o0 PFQ>1+R+ 3,1 Ro Q{Ma/b}

[APP]

- [FIx]
¢;@; T4 | © Foramy fix yv: p{J/b}
;T |OFrt:{Py:os|a<I} ¢,0;P,a<I,P,#0;Ax:0,|y:VabRr, U:lig
[LET]
6T, A0+ (y: 3 0cr Pava) Fivris, Por, et o =tinu: 30 ; Pa pa
[UNIF]
¢; ®;T" | © k1 Unif : Nat(]) — {I—%l : Nat(a) | a < I}
¢; @ F 0,{0/a} ¢;®;T | ©Fro: Nat(a | D)
[ZERO] [Succ]
¢;®;T | © kg 0: Nat(a | D,) ¢;®;T | ©FpRs(v): Nat(b | Do {b—1/a},b#0)
$:®:T | © Fp, v: Nat(a | ©,) 6,0:®,®,{b+ 1/a} E &
¢;D,9,{0/a}; A | Ukp,t:p ¢;P,P A | Uhkg, w:Nat(b| P {b+1/a}) —o pu
[MATCH]

;DT A|O+ Uk g yp, matchowith {0t |s—wl}:p
;T |OFrv:io®@T ¢;P;Ax:0,y:7|Vhrt:p
[®c]

$;P;T|OFrvioc ;A | Vb w:T
[

OO T,A |04+ P hgpip (Vyw):o@T
$,0;P, 9,57 |OFR, v:ip

;O T, A|O4+ VUi pip let (x,y)=vint:pu
o, PE D {I/a} ¢;P;T |OFgv:Va: P,.p,

[GEN]
(ZS;CI);F | © l_maxa:q,a R, U: Va : @a,p

;T |OFrt:v ¢ PFH(A|T)C(T|O)

[INST]

O; ;T |©OFRrv: po{l/a}
p;eFvCp ¢;@FRSR

A | VUhptp

[COERCE]

Fig. 7: Type System for /RPCF.

expected way. Here, ¢;® - (A | ¥) C (T' | ©) should be
understood as the pointwise extension of subtyping to linear
and evaluation contexts. The subtyping relation is explained
in the next section.

C. Subtyping

Since our type annotations give a form of refinement, it
should always be possible to relax a refinement to a more
liberal one. This is the role of the subtyping relation, presented
in Figure [§] The judgment

P eFCEE,

should be read as: ( is a subtype of £ assuming ® holds, for
all free variables ¢ occurring in the judgment. Informally, this
relation is set up so that subtyping gives a subset inclusion on
the semantic interpretation of types outlined informally above,
i.e., £ represents at least as many terms as ¢ does, under the
assumption that ® holds for all ¢.

The core of the subtyping rules is fairly standard. A type
Nat(a | @) is a subtype of Nat(a | ®2) if P entails Ps.

Subtyping is extended to function types and product types in
the standard way, taking polarities into account. Concerning
bounded quantification, rule formalizes that Va : ®,.0,
is a subtype of each of its instantiation o,{I/a}, for every
substituent I for a satisfying ®, under the given context. Dual,
with rule (V-R]) quantifiers on the right are internalized in
the context. The rule (CONV]) allows one to move existential
quantifiers from arguments position outwards, by means of the
auxiliary conversion relation 1>, also depicted in Figure[§] E.g.,
this rule establishes that

¢, P FVa: d,.Nat(a) — p C Nat(a | D,) —o p,

when « is not free in p. This judgment could not be derived in
the absence of this rule, while it is coherent with the intuition
that subtyping amounts to a subset inclusion on the semantic
interpretation of types.

Finally, rule extends the subtyping relation to
DDTs. This draws inspirations from probabilistic coupling,
a proof technique employed in the analysis of stochastic
processes and probabilistic programs [41]. Proving that y =



Subtyping rules:
¢, a; ‘I), <I)1 ': ‘I)Q

[NAT]

$PFTCo GOFuCy

¢; P01 Em ;P02 CEme

¢; ® F Nat(a | ©1) C Nat(a | P2)

¢; oo —opulCr1T—oUV
O;PE D {I/a} ¢;PF oo {l/a} T T

¢;PFVa:Pu.00 T
obVa: P04 ad¢ ¢ ¢;PHTCVa:Pu.0q0 —op
¢ dFTE0 —op

Conversion rules:

[ConvV]

o>Va: ®.0’

[ARR] [®]
O;PFo1®o2C T ®T2

¢,a;P, Py o C 7T
¢;P ko, EVa: @q.7
¢; P+ S < (u&v) for some index term S
¢eEpuCv

[V-R]

[COUPLING]

T>Va: ®.7

Nat(a | ®) > Va : ®.Nat(a)

Coupling rule:

¢7b;®70’§[':2b§]sa,b:Pa

oc@T>Va:P.(c' @T)

¢,a,b0;P,a < I,b< JHF Sqvalid
¢7bvq)7b§ J':Zaglsa,b:Qb

cQ@Tb>Va:P.(cRT)

¢7a,b;q>7a§]7b§J7Sa,b7é0|_O'a Cmy

O;PE Sap < {Paioa|a<I}&{Qv:m |b< J})

Fig. 8: Subtyping, conversion and coupling rules.

{P,:0q]a<1I} is a subtype of v = {Qp:7 |b< J}
amounts to establishing a coupling S, ;, < (u&v) for some ra-
tional index term S, 5. This index term witnesses the existence
of a distribution 1} over pairs of types, ordered by the subtype
relation, so that the marginal distributions of ¢ coincide with
1 and v. In consequence, each fraction of a type recorded in
(1 is covered by a fraction of a subtype recorded in v. For
instance, if ¢;® - o1 7 and ¢; P F o5 C 7 then

¢;®F{s:01,2:0:3C{L:01,%:00,52:7}.
Here, half of the probability % of o1 in the left-hand side is
covered by the probability of oy on the right-hand side, and
the remaining fraction by half of the probability % of 7; similar
for os.

The subtyping relation verifies the conditions of a preorder
in the following sense:

Lemma IV.1 (Subtyping and Preorder). Let ¢ be an set of
index variables and ® be a set of constraints. Let (,&, k be
valid types under ¢; ®. Then:

1. ;- CE(; and

2. ;PFCCEE and ;P - EC Kk then ¢; P+ ( C k.

D. An Example

Before we elaborate on the form of soundness and com-
pleteness results that can be derived from our system, we
demonstrate its use on a simple example. Reconsider the
random walk depicted in Figure 5] We show

Foqu/py Twalk : Nat(J) —o Nat(0) ,

for every (ground) index J and Q = 24b+ 8. Typing proceeds

as follows:

1. We first make use of rule (FiX). To this end, we type its
body

An.match n with {0+— 0| s~ step },

with type Nat(b) — Nat(0) under weight 7, using the
valuation context assigning to rw the DDT

e (b0

:Nat(b+1—2a) — Nat(0) |a < 1} .

Informally, the chosen valuation context states that in the
base case b = 0, rwalk does not make use of rw, i.e.,
does not call itself recursively. In the case b > 0, the DDT
v simplifies to

{é :Nat(b+1) — Nat(O);% : Nat(b — 1) — Nat(0)},

thus suitably modelling the recursive calls performed in the
step case. Notice that the side condition of the fixed-point
rule states

BTEQ>8+) [b>0]-

a<l

a+

3j1-Q{b+1——mUb},

which is easy to verify by case analysis on b.

. To type the body of rwalk, we assume by rule (ABS)

that the variable n has type Nat(b), and type the match-
expression with rule (MATCH]) and weight 7. By rule
we have b; T,n : Nat(b) | - Fo n : Nat(b).
Concerning the typing of the zero-branch, by rule (ZERO)
we can assign O the type Nat(0), independent of contexts
with weight 0, as desired. Concerning the typing of the
successor-branch, recall that by convention Nat(b) abbre-
viates Nat(a | @ = b). Observe that Nat(a | a +1 =) is
equivalent to Nat(b — 1), by means of rule (COERCE) it
suffices thus to show

b;b>1;rw: vy step: Nat(b— 1) — Nat(0) .

The additional premise b > 1 expresses that we match
against a non-zero number. Formally, we use b > 1 for &’

in rule (MATCH) and verify b,a;a+1=0Fb> 1.



3. To type step, i.e., the term

Am.let p = Unif 2 in e where

e £ match p with { 0 — rw s(s(m)) | s = Xo.rw m }

as indicated, we assume m : Nat(b — 1) and type the let-
expression as Nat(0) with weight 4 using rule (CET). To
this end, it is not difficult to derive a typing with weight
one assigning the DDT {4 : Nat(c) | ¢ < 2} to Unif 2.
Let

€2 {1:Nat(b+ 1 —2[c > 0]) — Nat(0)} .

Notice that under the assumption b > 1, the valuation v
assigned to 7w coincides with ) __, % -£. To conclude the
typing, it is thus sufficient to show

by;b>1,2>¢;T | rw: & Fye: Nat(b—1) — Nat(0),

where I' £ m : Nat(b — 1),p : Nat(c).

4. This final judgment is derivable with rule (MATCH).
Briefly, from the context we have p : Nat(c). To type the
zero-branch, by rule we get a proof of

rw : Nat(b+ 1 — 2[c > 0]) — Nat(0) .

As we may assume ¢ = 0 in this branch, one application
of yields rw : Nat(b + 1) — Nat(0) and
rw s(s(m)) Nat(0) follows using m : Nat(b — 1).
Similarly, in the successor-branch, we may assume ¢ > 0
and derive rw : Nat(b—1) —o Nat(0) from which a proof
of the final premise of rule can be easily derived.
One can verify that the overall weight of the typing of the
match-expression e is two, as required.

V. SOUNDNESS AND EXTENSIONAL COMPLETENESS

In this section, we briefly elaborate on the form of sound-
ness and completeness that can be obtained from our system.
Detailed justification of these results are given in the technical
report [40].

A. Soundness

Our type system gives a sound methodology for reasoning
about the expected runtime of programs written in {RPCF.
More precisely, if a term ¢ is typeable with weight R, then R
bounds its expected runtime. Towards this soundness result,
we prove a form of subject reduction, i.e., that typeability
is preserved under reductions. Crucially, our adapted subject
reduction lemma shows that the weight of the typing derivation
reduces in expectation, so as to obtain a bound on the overall
expected runtime of ¢.

The crux of subject reduction for higher-order systems lies
often within a substitution lemma. This is also the case here.
The separation of variable contexts into linear contexts I and
valuation contexts © gives rise to two separate lemmas. Since
we are in a call-by-value setting, we restrict our attention to
values.

Lemma V.1 (Substitution Lemma for Linear Contexts). For
every term t and value v,

;0T x:0|OFpt:pand ¢;9P; - Frv:o,

implies
&, 0T |OFpip tlx:=v]: .

Thus the weight of the derivation for [z := v], and in
consequence its expected runtime, depends only additively
on the weight of the derivation for the substituent v. This
is in essence a consequence of linearity of the type system.
Although elements of type Nat(a | ®,) may be duplicated,
ground values of this type can, without loss of generality,
always be type with weight zero.

In contrast, our substitution lemma for valuation contexts is
slightly more involved as no linearity condition on recursion
variables is introduced. However, duplication is controlled by
the context.

Lemma V.2 (Substitution Lemma for Valuation Contexts). For
every term t and value v,

o0 |y:{Roy:pala<I}tFpt:p,

and
d),a;(I),GSI,Ra#OI—R& V:pPa>

implies
QS,(D,F ‘ . |_R+Za§1 Ro-R!, t[y = ’U] VN

To get some intuition, recall that the valuation context
{Rs : pa | a < I} expresses that ¢ makes at most R, uses
of the recursive variable y with type p,, while R/ gives an
indication on the average complexity of the function v (a < I).
The overall weight R+ 3" _; R, - R, thus accounts for the
complexity of evaluating ¢ together with all the potential calls
to the substituent v.

To state subject reduction in a concise way, let us extend the
typing relation to distributions D by means of the convolution
of the types of terms in the support of D.

¢;@ kg ti:Gforalli€el ¢ @R 7pi-G T p
O Py per DierPi {1t} p

Notice that the weight of the derivation is given by the average
weight of the sub-derivations. This weight, as well the involved
convolutions, are well-defined for all countable sets 7 and
rationals p;. The following lemma is based on the single-step
reduction relation — introduced in Figure @]

Lemma V.3 (Subject Reduction). Let t be an active term with
¢O;® bRt Ift — D then ¢;P g D:( with ;P E R >
1+ R.

This lemma extends to the reduction relation = on term

distributions. The following gives an extension to many-step
reductions.



¢; @ E O {nil/1}

¢;®;I' | © Fr v : Nat(a | ®a)

¢ DA | U kg w: List(l | &)

[NIL]
¢;®; T | © ko nil : List(l | @)

¢; ;T | © Fgv: List(l | Do)

¢; DT, A | © + ¥ bgryp cons(v,w) : List(l | @{tl(l)/l}, Pa{hd(l)/a},l # nil)

¢,a,l; &, do{cons(a,l)/l} E @, Py, D’
&; @, Po{nil/I};A | U hrt:p ¢;®, P A | Uhkg w: Nat(a | ®,) ® List(l | &) —o

[CoNs]

¢; 0T A|©+ Vb gy match v with { nil+— ¢ | cons — w} : p

[MATCHLIST]

Fig. 9: Type system for lists of natural numbers.

Theorem V.4 (Many-step Subject Reduction). Let t be an
active term with ¢;® Frt: (. If

{1Zt}:D0=>D1$D2$D3:>...,

then ¢;® g, D, : ¢ with ¢, F R > Z()<j<n |Djla + Ry
for all n > 1. B

For any index valuations ¢ on ¢ satisfying @, the theorem
states [R], > Z;:Ol |Dj|, for all n € N. As ert(t) =
>0 o |Dnla our main theorem, fype soundness, is an imme-
diate consequence.

Corollary V.5 (Type Soundness). For any active term t,
PRt ¢ = ert(t) <[R]y,
for all index valuations ¥ on ¢ with ¥ F ®.

B. Extensional Completeness

The careful reader may have wondered about the complete-
ness of /RPCF, given that similar type systems, and notice-
ably d¢PCF [17]], have been proved to be relatively complete
as tools for the complexity analysis of deterministic programs:
the time complexity of any terminating PCF program can be
approximated.

Unfortunately, proving such an intensional completeness
result is very far from trivial in the presence of probabilistic
choice. Any such completeness result is proved by way
of some form of subject expansion, which allows to prove
type preservation backward, from values (which are trivially
typable) to any term. This proof methodology is not available
here, because normal forms are distributions, and they can
even have infinite support. So, even typing values is not
possible.

In the spirit of implicit computational complexity, however,
we can at least prove that any function computable within
the prescribed resource bounds has a counterpart in our
type system, as an immediate consequence of the following
theorem:

Theorem V.6. For every probabilistic Turing Machine M
working in average polynomial time, there is a term tq that
encodes M such that tpq has type

Yw : |w| < K, Word(w) — Word(z | T)

for any natural index K, and such that the runtime inferred
through ¢RPCF is polynomial in K.

This theorem is formulated in terms of word types Word,
i.e., bit-strings over zero and one. The extension of the type
system to words is straight forward while retaining soundness.

VI. EXTENSIONS

In this section, we indicate how ¢RPCF can be extended
to (ground) base types beyond natural numbers. The extension
for primitive types like words Word is straight forward, more
interesting is the treatment of compound data types like lists or
words. For brevity, we exemplify the case of lists over natural
numbers only, which allows us to formalize the treatment of
quicksort from Section see the technical report [40].

Concerning the language, we extend the grammar of values
by nil and cons(v,w), and that of active terms by a new
construct match v with { nil — ¢ | cons — w} for pattern
matching on lists. The reduction semantics of the latter is as
expected. Concerning the refinement type system, we add a
List(l | ®;) to the grammar of linear refinement types, for list
index variable 1. As for list indices, we assume at least the
presence of indices hd(L),tl(L) denoting the head and tail
of a list L, respectively, as well as a new functions nil and
cons(I, L) that constructing lists on the index level. We can
also account for bounded quantification over lists, requiring
that the length of the lists must be bounded and the elements of
the list itself must all be bounded. Consequently, this permits
quantification over finite sets of lists.

Finally, the extension of the type system is given in Figure[9]
Crucially, this extension can be shown to still validate our
central soundness theorem.

VII. CONCLUSION

In this work, we have introduced /RPCF, a type system for
an affine version of Plotkin’s PCF extended with operations
for probabilistic sampling. This system presents a sound and
extensionally complete method for reasoning about expected
runtimes. Although type systems have been successfully ap-
plied in the context of type-based complexity analysis, to the
authors best knowledge this work constitutes the first where
type-based techniques are used to reason about the complexity
of higher-order, probabilistic programs.
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