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Abstract. This survey article addresses the class of continuous-time systems where a system modeled by ordinary differential equations (ODEs) is coupled with a static and time-varying set-valued operator in the feedback. Interconnections of this form model certain classes of nonsmooth systems including sweeping processes, differential inclusions with maximal monotone right-hand side, complementarity systems, differential and evolution variational inequalities, projected dynamical systems, some piecewise linear switching systems. Such mathematical models have seen applications in electrical circuits, mechanical systems, hysteresis effects, and many more. When we impose a passivity assumption on the open-loop system, and regard the set-valued operator in the feedback as maximally monotone, we obtain a set-valued Lur’e dynamical system. In this article we review the mathematical formalisms, their relationships, main application fields, well-posedness (existence, uniqueness, continuous dependence of solutions), and stability of equilibria. An exhaustive bibliography is provided.

Key words. Lur’e systems, set-valued systems, passivity, well-posedness, differential inclusions, normal cones, tangent cones, maximal monotone operators, prox-regular sets, Moreau’s sweeping process, complementarity problems, complementarity systems, projected dynamical systems, piecewise linear systems, Filippov’s differential inclusions, Lyapunov stability, absolute stability, Lagrangian systems, circuits.

AMS subject classifications. 34A36, 34A60, 49K21, 49J52, 49J53, 93D15, 93D20.

Contents

1 Introduction 3

2 Modeling frameworks 5
  2.1 Moreau’s sweeping processes (SwP) . . . . . . . . . . . . . . . . . . . . 5
  2.2 Maximal monotone differential inclusions . . . . . . . . . . . . . . . . . 15
  2.3 Differential variational inequalities (DVI) . . . . . . . . . . . . . . . . 18
  2.4 Complementarity systems . . . . . . . . . . . . . . . . . . . . . . . . . 19
  2.5 Projected dynamical systems (PDS) . . . . . . . . . . . . . . . . . . . . 25
  2.6 Switching systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Relationships between various formalisms 29
  3.1 Maximal monotone DIs, complementarity systems, FOSwP, and DVIIs 30
  3.2 FOSwP, SOSwP, EVIs and QVIs . . . . . . . . . . . . . . . . . . . . . . 31
  3.3 FOSwP and compact DIs . . . . . . . . . . . . . . . . . . . . . . . . . . 32
  3.4 Complementarity systems, FOSwP, relay systems and maximal mono-
  tone DIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
  3.5 ZOSwP, complementarity systems, projected systems . . . . . . . . . . 35
  3.6 Degenerate FOSwP, complementarity systems . . . . . . . . . . . . . . . 35
  3.7 SOSwP and complementarity systems . . . . . . . . . . . . . . . . . . . 36

*Submitted to the editors DATE. This work is partially supported by the ANR project ConVan with grant number ANR-17-CE40-0019.
†Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP, LJK, 38000 Grenoble, France. (bernard.brogliato@inria.fr).
‡LAAS – CNRS, 7 Avenue du Colonel Roche, 31400 Toulouse, France. (aneel.tanwani@laas.fr).
1. Introduction. The central object of this survey article is a class of dynamical systems where a system of nonlinear differential equations is interconnected with set-valued mappings as depicted in Figure 1.1. The resulting object, in general, is a differential inclusion of the form:

\[
\begin{cases}
    \dot{x} = f(t, x) + G(t, x)w \\
    w \in -F(t, Hx, Jw) \\
    x(0) = x_0,
\end{cases}
\]

where \(x : \mathbb{R}_+ \rightarrow \mathbb{R}^n\) is the state trajectory, \(f : I \times \mathbb{R}^n \rightarrow \mathbb{R}^n\) and \(G : I \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}\) are single-valued, \(H\) and \(J\) are constant matrices of appropriate dimensions. In (1.1), \(w \in \mathbb{R}^m\) is a solution of the inclusion \(w + F(t, Hx, Jw) \ni 0\), where \(F(t, Hx, Jw)\) is a set-valued function and in Section 2, it will be shown that the multivalued mapping \(F\) can take different forms and that, \(w\) can be obtained as a solution to an underlying optimization problem. The framework of (1.1) originates from the study of Lur’e systems [401], where a linear time-invariant system is coupled with a static nonlinearity in the feedback loop. The absolute stability problem, studied in the context of such systems, relates to analyzing a class of nonlinearities such that the resulting coupled system is globally asymptotically stable. It has been extensively used for feedback control problems, see [392] for a survey. Studying the stability of such interconnections when the feedback loop is a “relation” (i.e., something more general than a single-valued nonlinearity) was advocated in [573, 572, 574, 581, 582]. Imposing certain sector bounds on the static nonlinearity, and requiring the (open-loop) linear system to be passive (or the transfer matrix to be positive real), allows us to formulate constructive stability conditions.

The approach adopted in this article for analyzing the differential inclusion (1.1) is somewhat inspired by this underlying philosophy behind Lur’e systems [401, 575], so that seeing the evolution equation as a sum of a vector field and set-valued mapping with nice enough properties, makes the interconnection amenable for analysis. The ease of analysis is not the only reason for opting the framework (1.1) as the central object; it is also their broad applicability across various domains of applied mathematics and engineering. As we will see, different mathematical models for evolution processes can be written out in this form. These processes appear in numerous applications ranging from modeling physical phenomenon to synthesizing control laws which are discontinuous or set-valued mappings of the state.

Our interest in writing this article mainly lies in studying the nonsmooth phenomenon that arises in these models, which of course is motivated either by physical phenomenon or by engineering control systems. In particular, the maximal monotonicity

\[
\begin{align*}
\text{Fig. 1.1: Dynamical systems with multivalued nonlinearities in feedback.}
\end{align*}
\]
of multivalued mappings and the convexity of sets (or notions which are close to these ones in a certain sense), are central properties, as well as the passivity of the vector field \( f(t,x) \) for stability purposes. This is the reason why not all differential inclusions will be, by far, considered in this article, but only specific classes. This article deals with finite-dimensional systems, hence the state space is \( \mathbb{R}^n \). Clearly extensions to infinite-dimensional systems and Hilbert or Banach spaces are worth investigating and will usually constitute a qualitative “jump” in the analysis. However there is another important qualitative “jump” on which we shall focus: relaxing convexity. When nonsmooth dynamical systems are the subject, making such a step is not obvious.

The way this article is organized is as follows: In Section 2, we visit different classes of differential inclusions which can be modeled within the framework of (1.1). These include models ranging from sweeping processes of different order, maximal monotone differential inclusions, evolution inequalities, complementarity systems, projected dynamical systems, and more related formalisms. In Section 3, we study the equivalences between these models in an attempt to draw connections between approaches that exist for analyzing them. The applications of these models are then studied in Section 4.

We focus our attention on applications in electrical circuits and mechanical systems (with and without friction), and also provide a list of other applications with references which have been studied using the frameworks described in Section 2. Then, in Section 5, we study the tools developed in the literature for proving the existence of solutions of such systems, and in particular, we visit in detail the methods based on constructing discretized solutions and the analysis carried out in proving the convergence (with respect to the time-step) of these solutions. Lastly, in Section 6, we study the stability of the dynamical systems from the control-theoretic perspective. We highlight the interesting aspects that arise in stability of nonsmooth dynamical and provide a brief account of the generalization of conventional control-theoretic methods to set-valued systems. Useful mathematical tools from convex and nonsmooth analysis, complementarity theory, dissipative systems, are provided in the appendices.

Notation and Abbreviations.

- \( \mathcal{N}_K(x) \): Normal cone to the set \( K \) at point \( x \)
- \( \mathcal{T}_K(x) \): Tangent cone to the set \( K \) at point \( x \)
- \( \mathcal{T}^h_K(x) \): Tangent linearization cone to the set \( K \) at point \( x \)
- \( \partial \varphi \): Subdifferential of the function \( \varphi \)
- \( \psi^* \): Convex conjugate of the function \( \psi \)
- \( \psi_S \): Indicator function of the set \( S \)
- \( \sigma_S \): Support function of the set \( S \)
- \( d_S(x) \): Euclidean distance of \( x \) from the set \( S \), i.e., \( d_S(x) = \inf_{y \in S} |x - y| \)
- \( d_{\text{Haus}}(S_1, S_2) \): Hausdorff distance between the sets \( S_1 \) and \( S_2 \)
- \( K^\circ \): The polar cone of the set \( K \)
- \( K^* \): The dual cone of the set \( K \)
- \( V(q) \): Velocity cone \( \mathcal{T}_K(q) \) at \( q \in \Phi \)
- \( \text{proj}[K; x] \): Orthogonal projection of \( x \) on the set \( K \)
- \( \text{AC} \): Absolutely continuous
- \( \text{D/EVI} \): Differential/Evolution variational inequality
- \( \text{DAE} \): Differential-algebraic equation
- \( \text{DI} \): Differential inclusion
- \( \text{FOSwP} \): First order sweeping process
- \( \text{HOSwP} \): Higher order sweeping process
- \( \text{LCCP/LCCS} \): Linear cone complementarity problem/system
LCP/LCS  Linear complementarity problem/system
LSC  Lower semicontinuous
MDI  Measure differential inclusion
MFCQ  Mangasarian-Fromovitz constraint qualification
MLCS  Mixed linear complementarity system
NLCS  Nonlinear complementarity system
PDS  Projected dynamical systems
PWL  Piecewise linear
RC(L)BV  Right-continuous locally of bounded variation
SOSwP  Second order sweeping process

In addition, we use the following conventional notation: bd(S) for boundary of the set S; int(S) for interior of the set S; rint(S) for relative interior of the set S; cl(S) for the closure of the set S; dom(f) and im(f) for the domain and range, respectively, of a single-valued or set-valued function f; \( \mathbb{R}^n_+ \) for the closed ball of radius r in \( \mathbb{R}^n \) centered at x; \( P \succ 0 \) (or, \( P \succeq 0 \)) to denote that the matrix \( P \) is positive definite (or, positive semi-definite), not necessarily symmetric; \( \mathcal{C}^0([0,T],\mathbb{R}^n) \) for the space of continuous functions from \([0,T]\) to \( \mathbb{R}^n \) equipped with maximum norm; \( \mathcal{L}^p([0,T],\mathbb{R}^n,\mu) \) for the space of functions \( f(.) \) with \( \int_{[0,T]} |f|^p d\mu < \infty \). For a matrix \( A \in \mathbb{R}^{n \times m} \), \( A_{*,i} \) is its \( i \)th row, \( A_{i,*} \) is its \( i \)th column, \( A_{I,*} \) with \( I \subseteq \{1,\ldots,n\} \) is the submatrix made of rows indexed in \( I \), \( A_{*,I} \) is the submatrix made of columns indexed in \( I \). The reader may consult Appendix A and Appendix E for definitions and further clarifications.

2. Modeling frameworks. In this section, we take the first step in interpreting the utility of the system class proposed in (1.1). This is done by recalling the mathematical models of different classes of nonsmooth set-valued systems and recasting them in the form of (1.1).

2.1. Moreau’s sweeping processes (SwP). The so-called system class of sweeping processes was introduced by Jean Jacques Moreau in [434, 435, 436, 439]. The basic idea of these processes is to describe the movement of a point contained inside a set, and as the set moves with time, the point is swept by it. The mathematical model for describing this motion consists of a family of time-varying DIs and comprises several subclasses which can be defined from the “order” of the sweeping process, depending on how the underlying set is parameterized. In the remainder of Section 2.1, we describe the basic structure of these different sweeping processes, and a glimpse of how the analysis gets more complicated as the order increases.

2.1.1. First order sweeping process (FOSwP). The simplest class of sweeping processes proposed in [434, 435, 436, 439] are now more commonly referred as those of first order. In the simplest setting, we consider a time-varying set-valued mapping \( \mathcal{S} : \mathbb{R}_+ \to \mathbb{R}^n \), such that \( \mathcal{S}(t) \subseteq \mathbb{R}^n \) is a closed non empty and convex set for each \( t \geq 0 \). We also assume some regularity for the set-valued mapping \( \mathcal{S} \) with respect to time in the sense that, there exists an AC function \( \mu : \mathbb{R}_+ \to \mathbb{R} \) such that

\[
d_{\text{Haus}}(\mathcal{S}(t_1), \mathcal{S}(t_2)) \leq |\mu(t_1) - \mu(t_2)|, \tag{2.1}
\]

where \( d_{\text{Haus}}(\mathcal{S}_1, \mathcal{S}_2) \) denotes the Hausdorff distance between the sets \( \mathcal{S}_1 \) and \( \mathcal{S}_2 \). The FOSwP (also called the perturbed sweeping process [237, 238]) corresponds to finding a function \( x : \mathbb{R}_+ \to \mathbb{R}^n \) which satisfies the following set of inclusions:

\[
\begin{align*}
x(t) &\in \mathcal{S}(t), \text{ for all } t \geq 0 \\
x - f(t, x) &\in -\mathcal{N}_{\mathcal{S}(t)}(x), \tag{2.2b}
\end{align*}
\]
for a given time-varying vector field \( f : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}^n \) (originally Moreau studied unperturbed FOSwP with \( f(t, x) \equiv 0 \)). Under the stated assumptions on \( S(t) \), the normal cone defines a maximal monotone mapping for each fixed \( t \). A solution of (2.2) corresponds to finding a function \( x \), and a selection \( \eta \) such that \( \eta(t) \in N_{S(t)}(x(t)) \) and \( \dot{x}(t) - f(t, x(t)) = -\eta(t) \) holds for Lebesgue almost every \( t \geq 0 \). Roughly speaking, the meaning of (2.2) is that for each \( t \geq 0 \), if \( x(t) \in \text{int}(S(t)) \) then \( N_{S(t)}(x(t)) = \{0\} \) and (2.2b) becomes an ODE \( \dot{x} = f(t, x) \). When \( x(t) \in \text{bd}(S(t)) \), and \( \dot{x}(t) \) points outside \( S(t) \), it is possible to choose \( \eta(t) \) that points strictly inside the set \( S(t) \) and corrects the vector field so that \( x(t) \) does not violate the constraint (2.2a), see Figure 2.1a. This is closely related to viability [62], and such systems are sometimes called systems with reflection at the boundary [505, 506].

**Remark 1.** To simplify the presentation, in the sequel the normal and tangent cones to a convex set \( K \) at \( x \), will be denoted generically as \( N_K(x) \) and \( T_K(x) \) without further details, except when it is necessary. See Appendix A for a summary on various useful tools from Convex and Nonsmooth Analysis, in particular section A.1 for normal and tangent cones. Also, it is understood that when solutions are AC, then equalities or inclusions for the derivatives are satisfied Lebesgue almost everywhere. This will not be repeated often to lighten the presentation (thus avoiding \( a.e. = \), \( a.e. \in \), \( a.e. \geq \), etc).

It is noted that under the absolute continuity condition on the mapping \( S(\cdot) \) and the fact that \( x(0) \in S(0) \), the resulting solution \( x(\cdot) \) is an AC function. In case, the regularity on \( S \) is relaxed in the sense that (2.1) holds with right-hand side replaced by \( d\mu([t_1, t_2]) \), with \( \mu \) being locally RCBV (see Appendix E), then it is still possible to reformulate the FOSwP given in (2.2). In this case, we call a locally RCBV function \( x : \mathbb{R}_+ \to \mathbb{R}^n \) a solution to FOSwP if there exists a positive measure \( d\nu \) (AC with respect to \( dt + d\mu \)), relative to which the Stieltjes (or differential) measure \( dx \) possesses a density \( \dot{x} \), i.e., \( dx = \dot{x}(t)d\nu \), and (2.2b) is replaced by the Measure Differential Inclusion (MDI)

\[
\frac{dx}{d\nu}(t) = f(t, x)\frac{dt}{d\nu}(t) = \eta(t), \quad \nu \text{ a.e. } t \geq 0,
\]

in which \( \eta(t) \) takes values in \( N_{S(t)}(x(t)) \). In the RCBV case, \( x(\cdot) \) may jump at

\[ (a) \text{ Vector fields of interest in FOSwP.} \quad (b) \text{ A SOSwP with velocity jump.} \]

*Fig. 2.1: Graphical description of first and second order sweeping processes.*
countably many time instants and $\nu$ has atoms at discontinuity times of $\nu$ [439, 427, 27, 238]. The MDI (2.3) can be rewritten compactly and equivalently as the measure inclusion

$$\displaystyle dx - f(t, x)dt \in -N_{S(t)}(x)$$

(2.4)

by choosing $\nu = \mu + dt$ in (2.3) [238], where $dx$ is the differential, or Stieltjes measure associated with the BV function $x(\cdot)$ (see Appendix E and [427, 6] for a rigorous definition of the inclusion of a measure in a convex cone, and [522, section 4.1] for the interpretation of (2.3)). Comparing with the formulation presented in (1.1), we have

$$\nu = \eta, \quad \mathcal{F}(t, Hx, Jw) = N_{S(t)}(x), \quad G(t, x) = I_n.$$  

(2.5)

~ A strong feature of the FOSwP and all its variants, is that the solutions, when they exist, are continuous provided the set $S(t)$ is continuous and the initial conditions are properly chosen. In other words, jumps in the state $x(\cdot)$ can only be forced through exogenous actions that make $S(\cdot)$ discontinuous, or with specific initial data. This is in big contrast with the SOSwP and HOSwP of the next sections where state jumps are autonomous and state-triggered. Another feature is the underlying complementarity between two variables, depending on whether $x(t) \in \text{bd}(S(t))$ (then one may have $\eta(t) \neq 0$), or $x(t) \in \text{int}(S(t))$ (in this case it follows that $\eta(t) = 0$ since one has $N_{S(t)}(x(t)) = \{0\}$). More details are given in section 3.4.

**Generalisations:** Many extensions of the basic FOSwP have been studied since the original work of Moreau [512, 372]. Let us propose a short summary with the main directions. The basic FOSwP could a priori be generalized in several directions: from finite to infinite dimensions in Hilbert or Banach spaces, from convex to various kinds of nonconvex sets $S(t)$ (with variation described by AC, BV, or stochastic functions), from time-varying $S(t)$ to state-dependent (or state and velocity dependent) $S(t, x)$, with single-valued or set-valued perturbations $f(t, x)$, and from the relative degree -or order- one to higher orders (this last extension will be made clear later). Let us describe few of these extensions such that the system remains in the FOSwP framework. Notice that the following results focus mainly on existence and uniqueness of solutions.

1. (Degenerate FOSwP) If, instead of $x$, the vector $Hx$ is constrained by the set $S(t)$, for some operator $H$ (possibly set-valued, Lipschitz continuous and maximal strongly monotone), then we work with $N_{S(t)}(Hx)$ in (2.2b), a setup which is referred to as degenerate FOSwP [25, 369, 371, 522]. For instance we may have $H(x) = \partial \varphi(x)$ for some LSC convex proper function $\varphi(\cdot)$ (including the case $H = H^T \not\succ 0$ if $H \in \mathbb{R}^{n \times n}$ is a constant matrix), the difficulty here is that the composition of two monotone operators is not monotone in general. The case with $N_{S(t)}(Hx + G\eta)$ is analysed in [524] and could be seen as an extension of the basic degenerate FOSwP (see Section 3.4 for more comments).

2. (Non-convex $S(t)$) The first issue with non convex $S(\cdot)$, concerns the choice of the normal cone. Consider for instance the set $K_3$ in Example 10, Section A.1.2. Clearly changing the normal cone definition will modify significantly the obtained DI (in this particular case, Clarke’s normal cone is too big to be of any interest, while Fréchet’s cone looks more appropriate). The first nonconvex FOSwP were analysed in [543, 544, 545, 169], with $S(t) = \mathbb{R}^n \setminus \text{int}(K(t))$, and $K(t) \subseteq \mathbb{R}^n$ convex (or just Lipschitzian multifunction [169]) set with nonempty interior. Clarke’s normal cone was used. The well-posedness is studied in [42, 38, 143, 204, 238, 241, 293, 530, 117, 444, 446, 504] assuming that $S(t)$ is uniformly...
prox-regular for each $t \geq 0$ (hence any of the normal cones $\mathcal{N}_{S(t)}^C(x)$, $\mathcal{N}_{S(t)}^S(x)$, $\mathcal{N}_{S(t)}^{R}(x)$, or $\mathcal{N}_{S(t)}^{C}(x)$ can be considered, see Section A.1.2). Prox-regularity is a property of interest in nonconvex setup that is amenable for stability analysis [522, 562], because, loosely speaking, it possesses some kind of local convexity and normal cones are locally hypomonotone (see Definition A.2 (iii) (iv)). The perturbation $f(t, x)$ takes the form of a maximal monotone set-valued operator $A(x)$ in [38], hence modifying $F(t, x) = A(x) + \mathcal{N}_{S(t)}(x)$, and it takes the form $\partial V(x) + U(t, x)$ for some convex bounded function $V(\cdot)$ and multivalued mapping $U(\cdot, \cdot)$ with closed values, in [535, 539], with polyhedral $S(t)$ (a case also analysed in [202] without perturbation). The possibility of Brownian $S(\cdot)$ with unbounded variation, is pointed out in [204, Example 1]. Hausdorff-Lipschitzian set functions $S(\cdot)$ may be considered [99], as well as positively $\alpha$-far sets [295, 296, 338], with an upper semicontinuous set-valued perturbation and state-dependent $S(t)$ in [296]. The FOSwP with $f(t, x) \equiv 0$ is shown to be equivalent to a time-varying unconstrained DI in [295], the time-variation stemming from the variation rate of the AC set $S(t)$.

3. (State-dependent $S(t, x)$) The first contribution dealing with $S(t, x)$ is in [370], followed by [37, 170, 293, 27, 339, 293, 67, 186, 340], degenerate FOSwP with prox-regular sets are studied in [25] in this framework. Convex compact Lipschitzian sets $S(t, x)$ are considered in [186]. In [339] the set $S(t, x)$ is supposed uniformly subsmooth, and has Lipschitz-like and compactness properties (the Clarke normal cone is considered), [37, 376] assume Lipschitzian sets, while in [67, 186, 293], $S(t, x)$ is assumed to be prox-regular and to vary in an AC way. A fundamental assumption in state-dependent FOSwP is that $S(t, x)$ has to be Lipschitz continuous in both variables in the Hausdorff distance, with the $x$ Lipschitz constant $L_x$ satisfying $0 \leq L_x < 1$. As proved in [370] this is a necessary condition for existence of solutions (this stems from the fact that $x \in S(t, x)$ for all $t > 0$ which may not hold if $L_x \geq 1$ [370, Example 3.6]).

4. (Generalized FOSwP) The so-called generalized FOSwP is introduced in [338] and takes the form: $\dot{x} \in g(x) \mathcal{N}_{S(t)}(h(x)) + F(t, x), x(0) \in h^{-1}(S(0))$, where $g(\cdot)$ is a single-valued continuous function satisfying a linear growth condition, $h(\cdot)$ is differentiable with bounded Jacobian, and $\frac{\partial h}{\partial x}(x) \succ 0$. Particular forms of generalized FOSwP have been studied also in [143, Section 4], with different assumptions.

5. (Retarded FOSwP) FOSwP with time-delays in the perturbation $f(t, x)$ are studied in [177, 117] (compact prox-regular $S(t)$), [294] (prox-regular $S(t, x)$), [174] (AC and Lipschitz $S(t)$) [236, 235] (AC and prox-regular $S(t)$).

6. (Zero Order SwP) Another variant of the FOSwP may be found in [114]: $\dot{x} \in -\mathcal{N}_{S(t)}(\dot{x}) \iff \dot{x} = \text{proj}[S(t) : 0]$ from (A.6) in case $S(t)$ is closed convex, and: $x \in -\mathcal{N}_{S(t)}(\dot{x}) \iff \dot{x} \in \partial S(t)(x)$, see Section A.2.4 for this equivalence in case $S(t)$ is closed convex. This was extended in [27], with a FOSwP that takes the implicit form (in finite dimensional setting): $A_1 \dot{x} + A_0 x + F(t) \in -\mathcal{N}_{S(t)}(\dot{x})$ for some matrices $A_1 \succeq 0$ and $A_0 = A_0^T \succeq 0$, and $S(t)$ bounded for all $t$ (hence $\mathcal{N}_{S(t)}(\cdot)$ is surjective). We see that this DI can be rewritten equivalently as: $\dot{x} \in (A_1 + \mathcal{N}_{S(t)})^{-1}(-A_0 x - F(t))$, so that its analysis relies heavily on the properties of the time-varying operator $(A_1 + \mathcal{N}_{S(t)})^{-1}(\cdot)$ (conditions under which this is a single-valued operator for each $t$ even with $A_1 \succeq 0$ are studied in [135] in the finite-dimensional case). In particular the surjectivity of $\mathcal{N}_{S(t)}(\cdot)$, guaranteed by the boundedness of $S(t)$, allows to choose arbitrary initial condition $x(0)$, because
The boundedness of \( S(t) \) is relaxed in [39], where the surjectivity of the operator \( x \mapsto A_x + N_{S(t)}(x) \) is guaranteed by other means. The case of state-dependent closed convex Lipschitzian set \( S(t, x) \) is analysed in [24] (contrarily to the state-dependent FOSwP, the Lipschitz constant \( L_x \) needs not satisfy \( L_x < 1 \)). In [23] a further variant of the FOSwP: \( \dot{x} \in -N_{S(t)}(A \dot{x} + B x) \) is analysed, with \( A = A^T > 0 \) and \( B = B^T \geq 0 \) (in the finite-dimensional setting), \( S(\cdot) \) closed convex for each \( t \) and AC. This can be rewritten equivalently as \( \dot{x} \in -(A + N_{S(t)}^{-1})^{-1} B x \), hence this time the analysis relies on the properties of the operator \( (A + N_{S(t)}^{-1})^{-1} \), where we recall that \( N_{S(t)}^{-1} = \partial \sigma_{S(t)} \) (see Section A.2.4). This is extended in [26] with state dependent \( S(t, x) \), and in [341] who considers nonlinear perturbation \( f(t, x) \) and \( A \dot{x} + h(t, x) \) [341, Theorem 5.1]. Roughly speaking, [23, 341] and [27] treat inverse problems, where the normal cone is replaced by the support function. These last two systems may be named Zero Order Sweeping Processes (ZOSwP), for a reason that will be made clear in Section 3.5. In [65], the normal cone operator is replaced by a general operator \( A(t)(\cdot) \) that is maximal monotone for each \( t \).

7. (Stochastic SwP) Stochastic FOSwP has been studied in [166, 167] (and also in the framework of the stochastic Skorokhod problem), and more recently in [175, 176, 204, 103, 225], where the stochasticity appears in the perturbation \( f(\cdot) \) [103, 175, 176] or in a prox-regular set \( S(\cdot) \) [204, Section 5].

8. (Perturbation) Classical FOSwP involves single-valued perturbations. However many articles consider set-valued perturbations \( f(t, x) \) [67, 65, 64, 169, 241, 296, 338, 444, 466, 535] (initiated in [425], see also [169] for references to the Séminaire d’Analyse Convexe de Montpellier), integral perturbations are studied in [203, 119].

2.1.2. Second order sweeping process (SOSwP). Building up on the formalism given in (2.2) for modeling trajectories with constraints, J.J. Moreau also introduced an extension in the form of SOSwP in [441, 442] to model Lagrangian systems with unilateral constraints and impacts which induce velocity discontinuities. We shall come back on Lagrangian systems in Section 4.2.1. However in its simplest form (constant unit mass matrix), the SOSwP, with position variable \( q \in \mathbb{R}^n \), and the velocity variable \( v \in \mathbb{R}^n \), is described as:

\[
\begin{align*}
\left\{ \begin{array}{ll}
q(t) \in \Phi, & v(t) \in V(q(t)) \quad \text{for all} \ t \geq 0 \\
q = v & \text{Lebesgue almost everywhere} \\
dv - F(t, q, v) dt & \in -N_{V(q)}(v_e(t)),
\end{array} \right.
\end{align*}
\]

where \( v_e(t) = \frac{v(t^+) + v(t^-)}{1 + e}, \) \( x = (q^T, v^T)^T \) is the system’s state, \( dv \) is the differential measure of the right-continuous function \( v(\cdot), \) \( e \in [0, 1] \) is a restitution coefficient. The dynamics in (2.6) is an MDI, i.e., the left-hand side in (2.6c) is a measure included in the normal cone. The admissible domain is the finitely represented set \( \Phi = \{ q \in \mathbb{R}^n \mid h(q) \geq 0 \} \), where \( h_i : \mathbb{R}^n \to \mathbb{R}, 1 \leq i \leq m \), are continuously differentiable functions such that \( \nabla h(q) \neq 0 \) on \( \partial \Phi \). The tangent cone to \( \Phi \) at \( q \) is denoted by \( T_\Phi(q) \) and the closed convex polyhedral cone \( V(q) \) appearing in (2.6), is the tangent linearization cone \( T_\Phi(q)^1 \). That is (see (A.3)),

\[
V(q) = \{ v \in \mathbb{R}^n \mid v^T \nabla h_i(q) \geq 0, i \in I(q) \} \quad (= T_\Phi(q)),
\]

\(^1\)Here we keep the notation \( V(q) \) adopted by J.J. Moreau in his articles.
and \( I(q) \triangleq \{ i \in 1, \ldots, m | h_i(q) \leq 0 \} \) is the set of indices of active constraints. Thus, a SOSwP can be seen as a particular case of (1.1) with

\[
F(t, Hx, Jw) = N_{V(q)}(v_e), \quad f(t, x) = \begin{pmatrix} v \\ F(t, q, v) \end{pmatrix}, \quad G(t, x) = \begin{pmatrix} 0 \\ I_n \end{pmatrix}.
\] (2.7)

In this case \( w \in \mathbb{R}^n \) represents the generalized contact forces. If the unilateral constraints are properly defined with the signed gap functions, constructed from the so-called local kinematics [4, 130], then \( w = \nabla h(q) \lambda \), \( \lambda \in \mathbb{R}^m \) is the vector of Lagrange multipliers associated with the unilateral constraints, and represents the contact forces in the local frames. When \( q(t) \in \text{int}(\Phi) \) then \( V(q(t)) = \mathbb{R}^n \Rightarrow N_{V(q)}(\cdot) = \{0\} \), when \( q(t) \in \text{bd}(\Phi) \) and \( v_e(t) \in \text{int}(V(q(t))) \) then \( N_{V(q)}(v_e(t)) = \{0\} \). Outside discontinuity times, \( v_e(t) = v(t^+) = v(t) \) (solutions are right-continuous). The major difference between (2.2) and (2.6) is that the convex set is the tangent cone \( V(q) \), which depends on the position \( q \), while the normal cone is calculated at the velocity variable \( v_e \).

Solutions of (2.6) therefore possess an intrinsic non-regularity (\( v(\cdot) \) jumps at impact times when \( \nabla h(q(t))F(q(t^-)) < 0 \) and \( h(q(t)) = 0 \), see Figure 2.1b), while solutions of (2.2) are continuous if \( S(\cdot) \) is (even in case of state-dependent \( S(t, x) \) [37, 293, 370]). As we shall see later, the sweeping process order is intimately related to the relative degree between two complementary variables which rule the contact/non contact with \( \text{bd}(\Phi) \) phases of motion. To get a quick glance into these complementarity variables for system (2.6), we introduce the outward linearization normal cone to \( \Phi \) at \( q \), given by \( N^h_{\Phi}(q) \triangleq (V(q))^o \), which by definition of \( V(q) \), is seen to be generated by \( \nabla h_i(q), \ i \in I(q) \) (see Appendix A). If an element \( \eta \in N^h_{\Phi}(q) \) is represented as \( \eta \triangleq \sum_{i=1}^m \lambda_{n,i} \nabla h_i(q) \), then the underlying complementarity problem is made of the complementarity conditions

\[
0 \leq \lambda_{n,i} \perp h_i(q) \geq 0, \quad 1 \leq i \leq m,
\]

so that the function \( h_i(q) \) and the multiplier \( \lambda_{n,i} \) represent the two complementary variables. It also holds that \( N_{V(q)}(v_e) \subseteq N^h_{\Phi}(q) \) (see [130, Appendix B.2.2]), and so we see from (2.6c) that the second time derivative of \( h_i(q) \) contains \( \lambda_{n,i} \). This can be interpreted as a relative degree 2 for the underlying system with \( \lambda_{n,i} \) as input, and \( h_i(q) \) as output. Some details are provided in Sections 4.2.1 and Appendix C for relative degree issues. The rationale behind Moreau’s set in the right-hand side of (2.6c) is further clarified in Section 4.2.1, see Figure 4.3 (b) where one sees that it imposes a lexicographical inequality for the position and velocity constraints (see Appendix E for a definition). See [130, Chapter 5], [4] and [427, 372, 443] for more details on the SOSwP, its state jump mapping, its well-posedness and its time-discretization (which we will review later in this article).

**SOSwP with AC solutions.** A different class of SOSwP is introduced in [168, 169] (see [427, Chapter 5] for an exposition), as: \( \ddot{u} \in -N_{S(u)}(\dot{u}), \) with \( S(u) \) Lipschitz and bounded, and Lipschitz continuous solution \((u(\cdot), \dot{u}(\cdot))\). An extension is analyzed in [339]. It takes the form in the finite dimensional case: \( \ddot{u} \in -B N_{S(t,u,\ddot{u})}(\dot{u}) + F(t, u, \dot{u}) + Au, \) with \( F(\cdot) \) set-valued with closed convex values, while the closed set \( S(\cdot) \) is uniformly subsmooth and satisfies Lipschitz-like and compactness properties. Solutions are such that \( u(\cdot), \dot{u}(\cdot) \) and \( \ddot{u}(\cdot) \) are Lebesgue integrable and \( \ddot{u}(\cdot) \) is AC; we are therefore in a totally different framework than (2.6). Results for this sort of SOSwP can be found in [43] who extend the well-posedness analysis made in [171, 170] to similar SOSwP with prox-regular, compact sets \( S(u) \), where \( F(t, u, \dot{u}) \) is set-valued,
not necessarily bounded. See also [47, 66] for similar studies, where $\mathcal{S}(u)$ is Lipschitz, closed, prox-regular. The DI: $\ddot{u} \in -\mathcal{N}_{\mathcal{S}(\cdot)}(\dot{u})$ is analysed in [115], with Lipschitz solutions, $\mathcal{S}(\cdot)$ prox-regular Lipschitz sets. Upper semicontinuous convex-valued perturbations $F(t, u, \dot{u})$ and convex or prox-regular sets $\mathcal{S}(t, u)$ are considered in [37, 40], convex compact Lipschitz multifunctions $\mathcal{S}(u)$, and a set-valued perturbation with memory $F(t, T(t)u)$ are analysed in [292], equi-uniformly smoothen sets $\mathcal{S}(t, u)$ (compact in the finite-dimensional case) are considered in [46], prox-regular AC and Lipschitzian $\mathcal{S}(t, u)$ and Lipschitz perturbations with linear growth are studied in [399]. Again, solutions of all these SOSwP are AC, or Lipschitz continuous, or BV continuous. We will give an insight of the deep discrepancy between this kind of SOSwP and (2.6), later in the article (see Section 3.7). Time-delays for such SOSwP have been considered in [450, 117].

2.1.3. Higher order sweeping process (HOSwP). As a natural extension of the FOSwP and SOSwP, the HOSP was introduced in [6]. Just like in SOSwP, with $q$ constrained to evolve in $\Phi$, the measure $\eta$ entered in the model equations in the second derivative of $q$, we can think of an HOSwP, where some component of the state is constrained but the complementarity variable only enters in the dynamics via some higher-order derivative of the constrained variable. One way to formalize this idea, is to consider the system $\dot{x} = Ax + B\lambda, Cx \geq 0, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times n}$ and to design a suitable set-valued mapping $F(x)$ so that trajectories remain in the admissible domain $\{x \in \mathbb{R}^{n} | Cx \geq 0\}$. To this aim, it is convenient to work in a canonical state space with new state $z = Wx, W \in \mathbb{R}^{n \times n}$ full rank, $z_1 = Cx$, that transforms the system to (see Appendix C):

$$
\begin{align*}
\dot{z}_1 &= z_2, \quad \dot{z}_2 = z_3, \ldots, \dot{z}_{r-1} = z_r \quad (2.8a) \\
\dot{z}_r &= CA^rW^{-1}z + CA^{r-1}B\lambda \quad (2.8b) \\
\dot{\zeta} &= A_0\zeta + B_0z_1 \quad (2.8c) \\
z_1 &\geq 0, \quad (2.8d)
\end{align*}
$$

where $\bar{r} = (r, \ldots, r)^T \in \mathbb{R}^m$, $1 \leq r$ and $rm \leq n$, is the vector relative degree of the triple $(A, B, C)$, $z = (z_1^T, \ldots, z_r^T, \zeta^T)^T$, the $\zeta$–dynamics in (2.8c) is the so-called zero-dynamics which represents the system’s behaviour on the submanifold $z_1 = 0$. A detailed presentation of the functional framework for HOSwP would be much too long. Let us mention that solutions are Schwartz’ distributions constructed from the differentiation of RCLSBV functions (hence the HOSwP is basically a Distribution Differential Inclusion (DDI)), whose degree as distributions depends directly on $r$ [6, Proposition 3]. This is easily seen as follows when $m = 1$: assume that $z_1(0) = 0$, $z_3(0) = z_4(0) = \cdots = z_r(0) = 0$ while $z_2(0^-) < 0$. The only way to guarantee that $z_1(t) \geq 0$ in a right-neighbourhood of $t = 0$, is to impose $z_2(0^+) \geq 0$. This jump propagates in the chain (2.8a) until (2.8b), showing that $z_3$ is a Dirac measure, $z_4$ is a Dirac derivative, and so on, so that $\lambda$ is a distribution of degree $r + 1$. However an equivalent MDI formulation exists [6, Section 4.2] which we use next, for which solutions are measures. The important point for us is that the chain of integrators in (2.8a) and (2.8b) is constrained to satisfy an MDI of the form:

$$
\begin{align*}
&z_1(t) \in \Phi_m \text{ for all } t > 0 \quad (2.9a) \\
&dz_i - z_{i+1}(t)dt \in -\mathcal{N}_{\mathcal{T}_{\Phi_m}^{-1}(z_{i-1}(t^-))}(z_i(t)), \quad 1 \leq i \leq r - 1 \quad (2.9b) \\
&dz_r - CA^rW^{-1}z dt \in -(CA^{r-1}B)\mathcal{N}_{\mathcal{T}_{\Phi_m}^{-1}(z_{r-1}(t^-))}(z_{r}(t)) \quad (2.9c)
\end{align*}
$$
where \(Z_i = (z_1, z_2, \ldots, z_i)\), the tangent cones are defined as \(\mathcal{T}_{\Phi_m}^0(Z) = \mathcal{T}_{\Phi_m}^1(Z, t-1)(z_i)\), \(1 \leq i \leq r\), \(Z_0 = 0\) and \(\mathcal{T}_{\Phi_m}^0(Z_0) = \Phi_m\), \(\Phi_m = \mathbb{R}^n_+\), \(z_e, i(t) = \frac{f(t) + g_e(t)}{1 + e_i}\) mimics the variable \(e_i\) in (2.6c), and the \(e_i\)'s may be thought of as restitution coefficients in an extended framework.

**Example 1.** Consider system (2.9) for the case \(m = 1\). In this case, we observe that, by definition, \(\mathcal{T}^0_{\Phi_m}(Z_0) = \Phi_m = \mathbb{R}^+_+, \text{ and}

\[
\mathcal{T}^1_{\Phi_m}(Z_1) = \mathcal{T}^1_{\Phi_m}(z_1) = \begin{cases} \mathbb{R} & \text{if } z_1 > 0, \\
\mathbb{R}^+ & \text{if } z_1 = 0 \end{cases}
\]

(2.10)

\[
\mathcal{T}^2_{\Phi_m}(Z_2) = \mathcal{T}^2_{\Phi_m}(z_1, z_2) = \begin{cases} \mathbb{R} & \text{if } z_1 > 0, \\
\mathbb{R} & \text{if } z_1 = 0, z_2 > 0, \\
\mathbb{R}^+ & \text{if } z_1 = 0, z_2 = 0. \end{cases}
\]

In (2.9b) (2.9c), \(dz_i\) is the differential measure associated with the function \(z_i\). From (2.8) and (2.9) we have:

\[
\mathcal{F}(t, Hz, Jw) = \begin{pmatrix} \mathcal{N}_{\mathcal{T}^0_{\Phi_m}(Z_0(t))(z_e, 1)} \\ \mathcal{N}_{\mathcal{T}^1_{\Phi_m}(Z_1(t))(z_e, 2)} \\ \vdots \\ \mathcal{N}_{\mathcal{T}^r_{\Phi_m}(Z_{r-1}(t))(z_e, r)} \end{pmatrix}, \quad f(t, z) = \begin{pmatrix} z_2 \\ \vdots \\ z_r \\ CA^{-1}w \\ A_0\zeta + B_0z_1 \end{pmatrix}
\]

(2.11)

with \(w = (w_1, \ldots, w_r)^T\), and \(G(t, z) = (I_{(r-1)m} 0 \\ 0 \, CA^{-1}B \\ 0 \, 0) \in \mathbb{R}^{n \times rm}\) (the zero dynamics is an ODE). In fact, it happens that outside the state reinitialization times, one has \(w_1 = w_2 = \ldots = w_{r-1} = 0\) (that is, the first \(r - 1\) multipliers or selections inside the normal cones play a role only as distributions to keep the “output” inside the admissible domain \(\Phi_m\)). In other words, the measures \(dv_i = dz_i - z_{i+1}dt + \chi_i(t)dt + dJ_i\) satisfy \(\chi_i(t) \equiv 0\) for all \(1 \leq i \leq r - 1\), where \(dJ_i\) is an atomic measure with countable set of atoms generated by a right-continuous jump function \(J_i(\cdot)\). In the framework of (1.1) which is stated only outside state jumps, it is better to set \(\mathcal{F}(t, Hz, Jw) = (0^T \cdots 0^T \mathcal{N}_{\mathcal{T}^r_{\Phi_m}(Z_{r-1}(t))(z_e, r)^T})^T\).

One major assumption for the well-posedness is that \(CA^{-1}B \in \mathbb{R}^{m \times m}\) is a Stieltjes matrix. The inclusions in (2.9b) (2.9c) imply the componentwise lexicographical inequality \((z_1(t^+), \ldots, z_r(t^+)) \geq 0\) [6, Remark 16]. Roughly speaking, in the same way as Moreau’s set in the SOSwP (2.6c) takes care of rectifying the velocity (when needed) in order to keep trajectories inside the position admissible domain \(\Phi\), the set-valued right-hand side in the HOSwP takes care (when needed) of rectifying some derivatives of \(z_1\) to keep \(z_1\) inside \(\Phi_m\). The above HOSwP framework has been extended to the non-autonomous case in [132]. Globally, the well-posedness proof remains very close to that of the autonomous case.

**2.1.4. Comments.** The SOSwP is taylored to nonlinear Lagrangian systems, while the HOSwP essentially applies to linear invariant systems with linear constraints (the product of distributions of degree \(\geq 2\) being mathematically unclear). However it is apparent from (2.4), (2.6b) (2.6c), and (2.9b) (2.9c), that there is a logic which prevails in the definition of the first order, second order and higher order sweeping processes:
• their right-hand sides comprise normal cones to tangent cones of increasing “order”, and this “order” is directly related to the relative degree that can be defined in an equivalent complementarity formalism (when it exists). Let us adopt the above convention that for a set \( \Phi \) we have \( T^0_\Phi = \Phi \). In (2.2) the set-valued term is \( \mathcal{N}_{T^0_\Phi}(x) \) with \( \Phi = \mathcal{S}(t) \), in (2.6) this is \( \mathcal{N}_{T^0_R}(v) \), and in (2.9) \( \mathcal{F}(t, H_z, Jw) \) contains a sequence of normal cones \( \mathcal{N}_{T^0_\Phi}(z_i) \) with \( \Phi = \Phi_m \).

• As a consequence there is a common feature between (2.2), (2.6) and (2.9): their right-hand sides comprise normal cones to tangent cones of increasing “or-

In this section we have taken the point of view of the structure of the set-valued right-hand sides define, for fixed \( t \) in (2.2) (b), fixed \( q \) in (2.6) (b), and fixed \( Z_{i-1}(t^-) \) in (2.9), maximal monotone mappings. Let \( \mathcal{S}(t) \) be closed convex

This is a generalized equation with unknown \( x(t^+) \) whose solution is unique when \( \mathcal{S}(t) \) is closed convex as: \( x(t^+) = \text{proj}[\mathcal{S}(t); x(t^-)] \), see (A.6) in Section A.2.2.

We note that depending on \( \mathcal{S}(t) \) this projection may not be easy to compute, but there are important cases for which it can be (see for instance Section 2.4.4).

Consider now (2.9b) (2.9c), at a discontinuity of \( z_i \) (which is an atom of \( dZ(z_i) \) one gets:

\[
\begin{align*}
z_i(t^+) - z_i(t^-) & \in -\mathcal{N}_{T^0_\Phi}(z_{i-1}(t^-))(z_{i+1}(t)) \quad 1 \leq i \leq r - 1, \\
\iff z_i(t^+) & = -e_i z_i(t^-) + (1 + e_i)\text{proj}[T^0_\Phi^{-1}(Z_{i-1}(t^-)); z_i(t^-)] \\
\text{and} \quad z_r(t^+) & = -(CA^{-1}B) \mathcal{N}_{T^0_\Phi^{-1}}(z_{r-1}(t^-))(z_{r+1}(t)) \\
\iff z_r(t^+) & = -e_r z_r(t^-) + (1 + e_r)\text{proj}[CA^{-1}B^{-1}T^0_\Phi^{-1}(Z_{r-1}(t^-)); z_r(t^-)].
\end{align*}
\]

In (2.6c), at a velocity jump (which is an atom of \( dv \)) we obtain \( v(t^+) - v(t^-) \in -\mathcal{N}_{V(\Phi(t))}(v_c) \), hence \( v(t^+) = -ev(t^-) + (1 + e)\text{proj}[V(\Phi(t)); v(t^-)] \). One can say that sweeping processes intrinsically define state jump mappings with the same structure (independently of the fact, whether or not these mappings possess a physical meaning).

• Jump maps in FOSwP with BV solutions can be extended from (2.12), by taking into account ”intermediate” sets between \( \mathcal{S}(t^-) \) and \( \mathcal{S}(t^+) \) [488], in a way similar to filling-in the jumps by vertical segments in discontinuous functions. This is in fact already present in a particular case in the HOSwP at the level of the variable \( z_1 \) in (2.13).

Let us apply the SOSwP to a linear Lagrangian system with \( h(q) = Cq \), and rewrite (2.6b) (2.6c) in an HOSwP framework with \( z_1 = Cq \) and \( z_2 = Cv \). It reads as \( dz_1 = z_2, dz_2 - f(t, z_1, z_2) \in -\mathcal{N}_{T^0}(z_1(t^-))(z_{1,2}) \): the absence of the set-valued right-hand side \( \mathcal{N}_{T^0}(z_1(t^-))(z_{1,2}) \) is a consequence of Moreau’s viability Lemma [130, Lemma 5.1] [442], which states that if \( q(0) \in \Phi \) and \( v(t) \in V(\Phi(t)) \) Lebesgue almost everywhere, then \( q(t) \in \Phi \) for all \( t \geq 0 \). Hence a jump in \( z_1 \) (i.e., in the position \( q \)) could occur only initially if \( q(0^-) \notin \Phi \): in Contact Mechanics such a case is never considered for obvious physical reasons. Consequenlty there is no need to resort to a non zero multiplier inside \( \mathcal{N}_q(z_1) \) (see also [6, Remark 14]).

• In this section we have taken the point of view of the structure of the set-valued right-hand sides to classify the sweeping processes of increasing order. As alluded
to above, the notion of relative degree between two suitable complementarity variables is also an underlying fundamental characteristic, see Sections 3.4 and 4.2.1 for more details on this aspect for the FOSwP and SOSwP.

- The SOSwP in (2.6c) and the HOSwP (2.9b) (2.9c) could be written equivalently as we did for the FOSwP in (2.3) with suitable measure $d\mu$ [427] [6, p.160].
- The notion of relative degree will be often met in this article. However in our set-
- tings we will require that the so-called decoupling matrix (equal to $CA^{-1}B$, familiar to Control scientists in the input/output linearization problem [553, p. 460]) not only be full-rank, but also possesses positivity-like properties (P-matrices and variations [210], $> 0$ and $\geq 0$ matrices, co-positive matrices, Stieltjes matrices etc).
- Solutions usually do not depend continuously on the initial data in SOSwP and
- HOSwP, except when the constraints satisfy some angle restrictions [464, 73, 130].
- Solutions of the FOSwP, with prox-regular AC sets $\mathcal{S}(t)$, Lipschitz continuous
- $f(t,x)$ satisfying a linear growth condition, are such that the map $x_0 \mapsto x_n(\cdot)$, which associates with each $x_0 \in \mathcal{S}(0)$ the unique solution of the FOSwP with
- $x(0) = x_0$, is Lipschitz continuous [237, Proposition 2].
- The set $\mathcal{S}(t)$ may take various forms: $\mathcal{S}(t) = \mathcal{S} + u(t)$, $\mathcal{S} = \{x \in \mathbb{R}^n | Cx \geq 0 \} [162]$, $\mathcal{S}(t) = \{x \in \mathbb{R}^n | Cx + B(t) \geq 0 \}$, $C(\cdot)$ and $B(\cdot)$ AC [201], $\mathcal{S}(t) = \cap_{i=1}^m S_i + u(t)$, $S_i = \{x \in \mathbb{R}^n | k_i(x) \geq 0 \}$, 1 $\leq i \leq m$ [161], $\mathcal{S}(t) = \{x \in \mathbb{R}^n | \Psi(t,x) \in \mathcal{S} \}$, $\mathcal{S}$ locally bounded, $\Psi(t,\cdot) \in C^2$ [316], $\mathcal{S}(t) = \{(x_1, x_2) \in \mathbb{R}^2 | (x_1 - w_1(t))^2 + (x_2 - w_2(t))^2 \geq 1 \}$, $w_i(t)$ sample paths of Brownian motion with unbounded variation [204], $\mathcal{S}(t) = \{(x,y) \in \mathbb{R}^2 | x^2 + y^2 \geq r(t) \}$, $r(t) = \max(f(t), \frac{1}{2})$, $f : [0,1] \to [0,1]$ the Cantor function [204].
- There is a close link between FOSwP and so-called Skorokhod problems. Indeed in the deterministic case, the Skorokhod problem boils down to a FOSwP: $-\dot{x} \in h(t) + N_{\mathcal{S}(t)}(x)$, with $\mathcal{S}(t) = h(t) + K$, where $K$ is a fixed polyhedral set, and $h(\cdot)$ is differentiable [365, 364].
- A last comment is, as alluded to above, that there is a drastic difference between state dependent sets $\mathcal{S}(t,x)$ as in [293, 37, 370], and the sets in the SOSwP and the HOSwP. Indeed in [293, 37, 370] $\mathcal{S}(t,x)$ is assumed to satisfy Lipschitz-like
- continuity in both arguments, which does not hold for tangent cones.

2.1.5. Perspectives. The research about FOSwP and SOSwP is a very active
- area, as witnessed by the number of recent articles cited in Section 2.1.1. Variants will continue to be studied by changing the properties of the aforementioned basic ingre-
- dients. Stochastic FOSwP could still offer open problems. It is however possible that
- the major unexplored fields for the FOSwP, are stability and invariance of equilibria,
- sets, and trajectories [300, 556], dynamical analysis (existence of periodic solutions
- [172, 173, 343, 344], bifurcations and chaos), and Systems and Control aspects (opti-
- mal control and the maximum principle [54, 160, 162, 161, 200, 202, 201, 205, 316, 217, 536], controllability [122], observability, state observer design [522], trajectory
- tracking, etc). An important issue concerns the extension of the design of observers for time-dependent FOSwP [138, 522], to state-dependent FOSwP with right-hand
- side $N_{\mathcal{S}(x,t)}(x)$. Indeed the estimated set $\mathcal{S}(\hat{x},t)$ and the plant’s set $\mathcal{S}(x,t)$ differ, in particular at eventual jump times, as well as the two normal cones. This creates additional difficulty in the stability analysis. One path could be to use the distance defined in (5.15), and a Lipschitz constraint on $d_{\text{haus}}(\mathcal{S}(\hat{x},t),\mathcal{S}(x,t))$. Clearly the way the control input enters the dynamics (in the perturbation $f(t,x,u)$, or in the set $\mathcal{S}(t,u)$, or both) strongly influences the subsequent analysis. So-called Lyapunov
pairs [556, 301, 300] (which are made of a pair of functions satisfying a dissipation-like inequality similar to (D.2)), could be useful in this setting, though they have been used mainly for well-posedness analysis. In summary, the dynamical and control-oriented analysis of FOSwP: \( \dot{x} - f(t, x, u) \in -N_{\mathcal{S}(t,x)}(x) \), where \( u(\cdot) \) is some feedback control, is a source of many open problems. Time delays in FOSwP and SOSwP may, or may not, be related to control issues, and seem to remain a largely open issue. Again, the delays may appear at various places: in the perturbation \( f(t, x(t - \tau_1)) \), in the moving set \( \mathcal{S}(t - \tau_2, x(t - \tau_3)) \), in the normal cone argument \( N_{\mathcal{S}(t)}(x(t - \tau_4)) \), in the derivative \( \dot{x}(t - \tau_5) \), giving rise to several classes of retarded differential inclusions. The analysis in [115, 294, 450, 174, 236, 235] focus on delays in the perturbation. Finally, singular FOSwP: \( P\dot{x} - f(t, x) \in -N_{\mathcal{S}(t,x)}(x) \), with \( P \) a singular matrix, and their relationship with switching DAE and MLCS as in (2.25) below, is a topic of interest in some hydraulic/thermodynamical models. Concerning the HOSwP, interesting extensions could concern the consideration of vector relative degrees \( \bar{r} = (r_1, \ldots, r_m)^T \), \( r_i \neq r_j \) when \( i \neq j \), study cases of globally well-posed nonlinear HOSwP (involving products of distributions) relying on nonstandard analysis [101], analyse the case of mixed unilateral and bilateral (equality) constraints, and analyze switching between HOSwPs with varying state dimension (switching dynamic feedback controllers).

2.2. Maximal monotone differential inclusions. In the formalism of sweeping processes, we saw that the set-valued right-hand side in the DIs is determined by the normal cone operators. However, a more general class of such dynamical systems allows us to make connections with differential inclusions where the set-valued mapping on the right-hand side is maximal monotone with respect to the state variable. To see such a connection, consider the dynamical system

\[
\begin{align*}
\dot{x} &= f(t, x(t)) + \eta(t) \tag{2.14a} \\
v(t) &= Cx(t) + D\eta(t), \quad v(t) \in \mathcal{S}(t), \tag{2.14b} \\
\langle v' - v(t), \eta(t) \rangle &\geq 0, \quad \forall v' \in \mathcal{S}(t), \tag{2.14c}
\end{align*}
\]

where \( \mathcal{S} : [0, \infty) \to \mathbb{R}^n \), with \( \mathcal{S}(t) \) closed, convex, and nonempty, for each \( t \geq 0 \). The constraint in (2.14c) is a variational inequality (VI). The vector field \( f : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \) is Lebesgue integrable in time (the first argument), and globally Lipschitz in the state variable (with possibly time-varying Lipschitz modulus) and \( D \in \mathbb{R}^{n \times n} \) is a positive semidefinite matrix.

Recalling from section A.2.4 the relation that the support function \( \sigma_{\mathcal{S}}(\cdot) \) is the conjugate of the indicator function \( \psi_{\mathcal{S}}(\cdot) \), it is observed that

\[
\begin{align*}
\langle v' - v(t), \eta(t) \rangle &\geq 0, \quad \forall v' \in \mathcal{S}(t) \\
\Leftrightarrow \eta(t) &\in -\partial \psi_{\mathcal{S}(t)}(Cx(t) + D\eta(t)) \Leftrightarrow Cx(t) + D\eta(t) \in \partial \sigma_{\mathcal{S}(t)}(-\eta(t)) \tag{2.15} \\
&\Rightarrow Cx(t) \in (\partial \sigma_{\mathcal{S}(t)} + D)(-\eta(t)) \Leftrightarrow -\eta(t) \in (\partial \sigma_{\mathcal{S}(t)} + D)^{-1}(Cx(t)).
\end{align*}
\]

Thus, if we introduce the operator \( F : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \), to be \( F(t, \cdot) = (\partial \sigma_{\mathcal{S}(t)} + D)^{-1}(C \cdot) \), then system (2.14) can be equivalently written as

\[
\dot{x} \in f(t, x) - F(t, x), \tag{2.16}
\]

with the initial condition \( x(0) \in \text{dom}(F(0, \cdot)) \). Let \( C = I_n \). Then it is an easy exercise to show that the operator \( F(t, \cdot) \) is maximal monotone for each \( t \geq 0 \). Hence, we have a class of DIs described by the sum of a Lipschitz vector field and a time-dependent set-valued mapping, where the latter is maximal monotone with respect to the state.
of the system, for each $t \geq 0$. By choosing $\mathcal{F}(t, x) = N_{S(t)}(x)$, we see that (2.16) is a generalization of the FOSwp with closed convex $S(t)$.

The solution theory for DIs (2.16) with time-invariant maximal monotone operators $\mathcal{F} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$, $x \mapsto \mathcal{F}(x)$, has been extensively studied since the work of Brézis [123], see e.g., [100]. Dealing with general time-varying maximal monotone DIs is more complex. Some of the earlier works in this direction [123, 346, 470] only allow us to deal with the inclusion $\dot{x} \in -\mathcal{F}(x) + \gamma x - b(t)$, where $\mathcal{F}(\cdot)$ is maximal monotone, $\gamma > 0$ is a scalar, and $b : [0, \infty) \to \mathbb{R}^n$ is AC. Extensions to systems with $\gamma x$ replaced by the vector field $f(t, x)$ satisfying Lipschitz continuity in $x$ and boundedness conditions on the Jacobian may be found in [84, 86, 92]. Both articles [179, 121] relax the maximal monotonicity and consider that $\mathcal{F}(x) = \partial g(x) - F(x)$ with $g(\cdot)$ proper convex LSC and $F(x)$ cyclically monotone ($\iff F(x) \subseteq \partial V(x)$ for some proper convex LSC $V(\cdot)$). The case when the right-hand side is of the form $\Gamma(x) \mathcal{F}(x)$ for some matrix function $\Gamma(x) = \Gamma^T(x) \succeq 0$ for all $x$, is analysed in [17, 422, 421], for robust control applications. Here the operator $x \mapsto \Gamma(x) \mathcal{F}(x)$ is not necessarily monotone. The case when $\mathcal{F}(t, x) = \partial \varphi_1(x) - \varphi_2(x)$, $\varphi(\cdot)$ proper convex LSC functions, is analyzed in [537, 456], with $f(t, x) = A(t, x)u(t)$, $u(t) \in U(t, x)$, for some set-valued mapping $U(\cdot)$ in [537]. It is also worth mentioning the results in [126, 135] and [159], which deal with the negative feedback interconnection of a passive dynamical linear system $(A, B, C, D)$ (see Definition D.1) and a maximal monotone operator $M(\cdot)$ (more specifically, [126, 135] consider $M(\cdot) = \partial \varphi(\cdot)$ for a convex proper LSC $\varphi(\cdot)$):

\[
\begin{aligned}
\dot{z} &= Ax + B\lambda \\
\dot{\lambda} &= Cx + D\lambda \\
\lambda \in -M(z),
\end{aligned}
\]

The link with (2.14) and (2.16) is easily made. Here $w = \lambda$ and $\mathcal{F}(\cdot) = M(\cdot)$. It is shown in [126, 135, 159] that such an interconnection defines a new operator that is also maximal monotone. Therefore, this can be considered as a new operation that preserves maximal monotonicity, in addition to the classical ones [97, Proposition 20.22, 20.23, Theorem 24.2]. This is treated in an infinite-dimensional framework in [29, 28], and in a nonlinear case ($Ax$ is replaced by $A(x)$, $A(\cdot)$ Lipschitz) in [136].

**Proposition 2.1.** Assume that the system $(\Sigma)$ represented by the quadruple $(A, B, C, D)$ is passive, and that the set-valued mapping $M : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is maximal monotone. Assume further that $\text{Im}(C) \cap \text{rint}(\text{Im}(D + M^{-1})) \neq \emptyset$. Then the operator $x \mapsto -\left(A - B(D + M^{-1})^{-1}C\right)(x)$, obtained by the negative feedback interconnection of the system $(A, B, C, D)$ and $M(\cdot)$, is maximal monotone.

Thus the feedback passification of the controlled system with $\dot{z} = Ax + B\lambda$, $z = Cx + D\lambda$ in (2.17), allows one to recast the closed-loop system into maximal monotone DIs.

The domain of the set-valued operator does not change with time in the above results. The first real contribution in the literature with time-varying domains is observed in the seminal work of J.J. Moreau [434, 436, 435, 439], as discussed in detail in previous sections. The systems studied here within the umbrella of sweeping process, comprise DIs with a special conic structure. Sweeping processes provide the first instance in the literature of inclusion with a particular kind of maximal monotone operators which depend on time, and the corresponding domain may vary. The analysis in [348] deals with $\mathcal{F}(t, x) = \partial \varphi(t, x)$, $\varphi(\cdot)$ proper LSC for each $t$, and $f(t, x) = f(t)$. Existence and uniqueness of $AC$ solutions hold under some assumptions on its Yosida approximation. The case $\mathcal{F}(t, Hx)$ for some strongly monotone operator $H = \partial \phi$, $\phi(\cdot)$
continuous convex, is also treated in [348] (this is similar to the degenerate FOSwP in Section 2.1.1). To generalize the work of sweeping process, [560] studied more general evolution inclusions with time-varying domains, with the constraint that the set-valued mapping $F(t, \cdot)$ is just maximal monotone for each $t \geq 0$, under certain regularity assumption. The assumptions were later relaxed by [368], and further relaxed in [124], replacing global estimates by local ones. Other results concerning the case $F(t, x) = \partial \varphi(t, \cdot)$ with $\varphi(t, \cdot)$ proper convex LSC for each $t$, and with a set-valued, convex or non-convex, possibly unbounded $f(t, x)$ in (2.16), are obtained in [538, 540] as a continuation of studies on polyhedral FOSwP with set-valued perturbations. All the above systems have time-continuous (AC or else) solutions. Well-posedness of (2.16) is proved in [524] under passivity-like conditions, in both cases of AC and LBV solutions, hence allowing jumps, and relying on [368, Theorem 3]: this implies to re-interpret (2.16) as an MDI, being $x$ a measure, in a similar way as done for the FOSwP (see (2.3) and (2.4)). A more general case is studied in [64, Theorem 4.4] with $F(t, x) = N_{S(t)}(x)$ and $f(t, x) = H(t)(x)$ for some maximal monotone set-valued operator $H(\cdot)$, dom($H(t)$) $\subset S(t)$ for each $t$, $S(\cdot)$ closed and AC set-valued mapping. As alluded to above, one important class of such DIs is when $F(x) = \partial \varphi(x)$ with $\varphi(\cdot)$ proper, convex LSC [100]. Relaxing the convexity to other classes of functions (for instance, prox-regular functions), is worth investigating. This has been done mainly for sweeping process-like DIs, i.e., $\varphi(x) = \psi_K(x) \Rightarrow \partial \varphi(x) = N_K(x)$, with $K \subseteq \mathbb{R}^n$ a prox-regular set [238, 415, 414, 105] (in this case the DI (2.16) is sometimes called a deterministic Skorokhod problem [105]). In [338, section 7], the DI (2.16) is analysed with $F(t, x) = \partial \varphi(x)$, $\varphi(\cdot)$ Lipschitz (hence $\partial = \partial_C$ is Clarke’s subgradient, see Section A.2.1), and $f(t, x)$ set-valued upper semicontinuous (see Appendix E). Same “subdifferential” DIs were previously studied in [410] with $f(\cdot)$ proper LSC [410, Proposition 3.1] or primal lower nice [410, Theorem 3.2]. Interestingly, it is shown in [31] [33, Corollary 4.1], that a DI as (2.16) with $F(t, x) = F(x)$ maximal monotone, $f(t, x) = f(x) + \frac{m}{r}x$, $m > 0$, is equivalent to the DI with $F(t, x) = N_S(x)$, $f(t, x) = f(x)$, with $S$ an $r$-prox-regular set (the maximal monotone operator exists which satisfies $N_S \cap \mathbb{R}(0, m) + m/r x \subset F(x) \subset N_S + m/r x$ for all $x \in S$). Applications exist with $\varphi(\cdot)$ regular [254]. Time-delays in $f(t, x)$ are taken into account in [318]. Further extensions of (2.16) are proposed in [154], as:

$$\begin{cases}
    E\dot{x} = Ax + B\lambda \\
    \lambda \in -\mathcal{M}(Cx + D\lambda),
\end{cases} \quad (2.18)$$

where $\mathcal{M} : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is a maximal monotone operator, $E$ is a singular matrix. Under a suitable passivity assumption on the matrix tuple $(E, A, B, C, D)$ [130, Section 3.1.7], this system can be equally described by an inclusion $P\dot{x} \in \mathcal{M}(x)$ for some matrix $P \succ 0$, and maximal monotone operator $\mathcal{M}(\cdot)$. Lagrangian systems with singular mass matrix and bilaterial (holonomic) constraints, unilateral constraints [137], also fall into this class. Quite similar singular DIs are studied in [245]. Notice that the system (2.17) could be rewritten as a set-valued input/output system:

$$\begin{cases}
    \dot{x} \in (A - B(D + M^{-1})^{-1}C)(x) + Br(t) \\
    z \in (C - D((D + M^{-1})^{-1}C)(x)
\end{cases} \quad (2.19)$$

where $r(\cdot)$ is a reference signal, and one wants to analyse the operator $r \mapsto z$. One may also consider a measured output $y = Ex + F\lambda \in (E - F((D + M^{-1})^{-1}C)(x)$

\[\text{Primal lower nice functions have subdifferentials -Fréchet, Clarke, proximal or Mordukhovich are equal- which satisfy some hypomonotonicity property.}\]
The results in \[462\] essentially rely on convexity of the time-invariant set monotone DIs of Section 2.2, see however Section 3.1 for more comments.

DVIs from (2.20). The DVIs in \[62, Chapter 5, §\] continuous, \(G\) \[238, 414, 415\] for other classes of DVIs (in \[293\], \(G\) \(\varphi(\cdot)\) proper convex LSC function.

2.3. Differential variational inequalities (DVI). Another class of mathematical models which could be embedded in the framework of (1.1) are the differential variational inequalities (DVIs). They comprise an ODE and a Variational Inequality (VI), and were introduced in \[462\] and subsequently analysed and used in \[520, 527, 461, 388, 420, 347, 462, 298, 463, 389, 395, 394, 564, 565, 566\]. By definition, for a given mapping \(\varphi(\cdot)\), and a set \(K\), we say that \(\lambda\) solves \(VI(K, \varphi)\), denoted \(\lambda \in VI(K, \varphi)\), if \(\lambda \in K\) satisfies

\[\langle \lambda' - \lambda, \varphi(\lambda) \rangle \geq 0, \quad \forall \lambda' \in K.\]  

(2.20)

For the system class DVI, we are basically interested in studying the models where the nonsmooth behavior results from the solution of a VI, and are described as \[462\]

\[
\begin{align*}
\dot{x} &= f(t, x) + G(t, x)w \\
w &\in VI(K, \varphi(t, x, \cdot)),
\end{align*}
\]

(2.21a)

and evidently, in comparison with (1.1), we have \(F(t, x, w) = -VI(K, \varphi(t, x, \cdot))\). The reason for choosing a vector field in (2.21a) which is affine in \(w\), instead of a general nonlinear function in \(w\), is because as we increase the index of the DVI, \(w\) would be a distribution in general, and nonlinearities in \(w\) would not be well-defined mathematical objects in that case. The regularity of the solution to a DVI (2.21) is determined by its index \([520]\). Under certain assumptions on the map \(\varphi(t, x, \cdot)\), the static VI in (2.21b) has a solution \(w\) and the map \((t, x) \mapsto w(t, x)\) may be a single-valued Lipschitz function. Indeed using (2.20) and the normal cone definition (see (A.2)), the static VI is rewritten equivalently as the generalized equation \(0 \in \varphi(t, x, w) + N_K^1(w)\). Then \(w\) can be replaced in (2.21a) by a single-valued function of \(x\), resulting in an ODE: this corresponds to the index 0 case. In case of index 1 DVIs, the mapping \(\varphi(\cdot)\) is independent of \(w\), and one needs to compute the derivative of \(\varphi(\cdot)\) to solve for \(w\). In such a case, the selection \(w\) is a possibly discontinuous function. The notion of index in DVIs was introduced in \[520\] and is very close to the notion of relative degree in complementarity systems (Section 2.4) and in HOSwP (Section 2.1.3).

Remark 2. In \[462\] it is mainly the case of index 0 that is analysed. This makes the DVIs in \[462\], depart from the DVIs analysed in \[62, Chapter 5, §\] which read: \(\langle \dot{x} - f(t, x), x - y \rangle \leq 0\) for all \(y \in S\), \(S\) a closed convex set, \(x(t) \in S\) for all \(t\). This in turn is equivalent to: \(\dot{x} - f(t, x) \in -NS(x), x(0) \in S\). Letting \(\varphi(t, x, w) = w\) in (2.21), \(K\) being a closed convex cone, and using (B.1) allows one to recover these DVIs from (2.20). The DVIs in \[62, Chapter 5, §\] are therefore closer to the maximal monotone DIs of Section 2.2, see however Section 3.1 for more comments.

The results in \[462\] essentially rely on convexity of the time-invariant set \(K\), with \(\varphi(t, x, w) = F(w) + B(t, x), F(\cdot)\) continuous, \(B(t, x)\) and \(G(t, x)\) are Lipschitz continuous, \(G(t, x)\) is bounded. Convexity is relaxed to prox-regularity in \[293, Section 4\] \[238, 414, 415\] for other classes of DVIs (in \[293\], \(K = K(t, x)\)). However \[462\] consider Lipschitz continuous mappings \(G(t, x)\), while \[293, 415\] essentially assume \(G(t, x) = I\), one exception being generalized FOSwP \[143, 338\], which involve the term \(g(x)N_{S(1)}(h(x))\) in the right-hand side, with various regularity conditions on
both $g(\cdot)$ and $h(\cdot)$ [143, Section 4] [338, Section 4]. Constant time delays in the vector field (2.21a) are considered in [566]. DVIs of the second kind are considered in [283, 14, 389, 395, 394], see Section 3.1 for more details. Other “natural” extensions of DVIs consist of replacing the classical VI in (2.20) by other kinds of VIs like hemi-VI [390], quasi-VI (this is the case of the SOSwP and HOSwP), see Section A.2.2 for definitions, or to consider fractional order derivatives in (2.21a) [396, 347, 420].

### 2.4. Complementarity systems

Complementarity conditions in the finite-dimensional setting of Lagrangian dynamics have been introduced by J.J. Moreau in [432, 433], where he used Convex Analysis tools to analyze the extension of Gauss’ principle to mechanical systems subjected to unilateral constraints.

#### 2.4.1. Linear Complementarity Systems (LCS)

So-called LCS have been introduced formally in [548] and analyzed subsequently in [304, 151, 307, 143]. They take the form:

\[
\begin{align*}
\dot{x} &= Ax + B\lambda + E_1 u + E_2 \\
0 &\leq \lambda \perp z = Cx + D\lambda + E_3 u + E_4 \geq 0 \\
\text{State jump rule,} &\quad (2.22c)
\end{align*}
\]

where $u : \mathbb{R}_+ \to \mathbb{R}^p$ is a control input, $z$ and $\lambda$ are complementary $m$-vector slack variables. Clearly (2.22) is not a linear system: it is strongly nonlinear and nonsmooth (one can interpret (2.22b) as a sort of nonsmooth constraint on $x$, see Section 3.12). Recalling (1.1), the set-valued mapping $F(t, Hx, Jw)$ is represented implicitly by the complementarity conditions in (2.22b), with $w = \lambda$, $G(t, x) = B$, and $J = D$. An important parameter in the description of the LCS is the relative degree $r$ between $\lambda$ (seen as an input) and $z$ (seen as an output), or the index of the transfer matrix $D + C(sl_n - A)^{-1}B$ [306] (see Appendix C for definitions). As we shall see later, this is related to the order of the sweeping process and essentially determines the degree of the solution seen as a distribution. Obviously $r$ can take arbitrary values $\leq n$ in (2.22), similarly as for the HOSwP in Section 2.1.3. Let us make a qualitative description of the influence of $r$ on the LCS’ dynamics, in case $m \geq 1$. If $r = 0$, the state $x$ is unconstrained (the initial condition can be chosen in $\mathbb{R}^n$), and $\lambda \in \text{SOL}(LCP(Cx + E_3 u + E_4, D))$ (see Definition B.1). If $r \geq 1$, then $z = Cx + E_3 u + E_4$, hence $x \in \Phi = \{w \in \mathbb{R}^n | Cw + E_3 u + E_4 \geq 0\}$: the state lives in a convex closed polyhedral set. A closer analysis shows that when $r = 1$ and $CB > 0$, then a bounded $\lambda(t)$ is always sufficient to keep the state in $\Phi$, provided that $x(0) \in \Phi$ and $u(\cdot)$ is continuous\(^3\). When $r \geq 2$, state re-initializations are necessary to render $\Phi$ invariant, independently of $u$. Hence the presence of (2.22c), that we will study in more details in Section 2.4.4. Let us now analyse what happens on the constraint boundary. Suppose that $z(t) = 0$ for all $t \in [t_0, t_1]$, $t_1 > t_0$; then for each $t \in (t_0, t_1)$, assuming the right limit exists at $t$, one has $\lambda(t^+) \in \text{SOL}(LCP(CA^r x(t) + E_3 u^{(r)} + \sum_{i=1}^{r-1} CA^i E_1 u^{(r-1+i)}(t^+), CA^r B), \quad \tilde{M}_r)$

\[\hat{q}_r(x,u(t^+))\]

where $u = (u, \dot{u}, \ddot{u}, \ldots, u^{(r)})$ (we chose $E_2 = 0$ to simplify the expression). The LCP may be named the contact $LCP(q_r(x,u), M_r)$, stemming from $0 \leq \lambda(t^+) \perp z^{(r)}(t^+) \geq 0$.

\(^3\)State jumps, if they exist, are due to discontinuities in $u(\cdot)$. 
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In LCS the leading Markov parameter (or decoupling matrix) has to be more than non singular: complementarity requires that it has to satisfy some positivity constraints (P-matrix, copositivity).

Thus let us assume that $M_r$ is a P-matrix. Another feature of LCS, lies in the following. Assume again that the system evolves on the constraint boundary, that is $z(t) = 0$ for every $t \in [t_0, t_1]$, $t_1 > t_0$. Whether or not $z(t)$ becomes positive in a right-neighborhood of $t_1$, can be tested through the lexicographical inequality $(z(t_1), \dot{z}(t_1), \ddot{z}(t_1), \ldots, z^{(i)}(t_1), \ldots) \succ 0$ (see Appendix E). On such an interval, however, $\lambda(t)$ is the solution of the contact LCP($q_r(x, u(t)), M_r$). Assume for simplicity that $m = 1$. (i) If $q_r(x(t_1), u(t_1^+)) > 0$ then $\lambda(t_1^+) = 0$ and $z^{(i)}(t_1^+) > 0$: the system quits the constraint boundary in a right-neighborhood of $t_1$. (ii) If $q_r(x(t_1), u(t_1^+)) < 0$ then $\lambda(t_1^+) > 0$ and $z^{(i)}(t_1^+) = 0$: the system stays on the constraint boundary in a right-neighborhood of $t_1$. (iii) If $q_r(x(t_1), u(t_1^+)) = 0$ then $\lambda(t_1^+) = 0$ and $z^{(i)}(t_1^+) = 0$: this is the degenerated mode of the contact LCP, which is more delicate to analyse. One way to tackle this issue is to consider the canonical form in (2.8a)-(2.8c) extended to the case with non-zero $u(\cdot)$ (see also Appendix C) and the higher order derivatives of the “output” $z_1 = z$. Let us assume that all variables, including $u(\cdot)$, are analytic on $(t_0, t_1)$ and also in the right-neighborhood of $t_1$. Using the fact that $z_1(t) = 0$ on $(t_0, t_1)$ implies $z_1(t) = 0$ for all $t \in [t_0, t_1)$, we obtain that $q_r(x, u) = \bar{A}^T \zeta + B \bar{u}$, and $\zeta = A_0 \zeta + G_0 u$, for some $\bar{A}, B, G_0$, and $A_0$ is in (2.8c). Therefore $\dot{z}_1^{(r+j)}(t^+) = \bar{A} A_0 \zeta(t) + B \bar{u}(t^+) + \sum_{j=0}^{r-1} \bar{A} A_0 \bar{u}^{(r-j-1)}(t^+) + M_r \lambda^{(i)}(t), i \geq 0$. If $\lambda^{(j)}(t_1^+) = 0$ and $z_1^{(r+j)} = 0$ for all $j < i$, one can form the contact LCP($q_r(\zeta, u^{(i)}), M_r$): $0 \leq z_1^{(r+j)}(t^+) \perp \lambda^{(i)}(t^+) \geq 0$ and compute its solution. One can proceed iteratively starting with $i = 1$ until one finds an $i$ such that $\lambda^{(r+j)}(t_1^+) > 0$ or $z_1^{(r+j)}(t_1^+) > 0$. Otherwise, if such an index does not exist, all contact LCPs are degenerated and the systems continues to “graze” the constraint boundary.

The crucial fact here is that all the contact LCPs hence built have the matrix $M_r$. If $M_r$ is a P-matrix, they all are well-posed. Another feature is that even if $u(t) = 0$ for all $t$, the zero dynamics state $\zeta$ plays a specific role in the system’s behaviour. This shows that LCS are different from systems with “virtual” unilateral constraints which have to be respected using a control action $u(\cdot)$ solely [528]. In LCS with $r \geq 1$, $u(\cdot)$ can be used to control the system inside $\Phi$, but the invariance of $\Phi$ is guaranteed by the multiplier $\lambda$, which is in general a distribution.

Remark 3. The above analysis leads naturally to so-called dynamical complementarity problems (not to be confused with dynamical complementarity systems) used in [549, 398]. What we described is a way to find a solution to: $(z_1, \dot{z}_1, \ldots, z^{(i)}_1, \ldots, 0)$ and $(\lambda, \lambda, \ldots, \lambda^{(i)}, \ldots) \succ 0$ (sustained contact), or $(z_1, \dot{z}_1, \ldots, z^{(i)}_1, \ldots, 0)$ and $(\lambda, \lambda, \ldots, \lambda^{(i)}, \ldots) = 0$ (detachment), or $(z_1, \dot{z}_1, \ldots, z^{(i)}_1, \ldots, 0)$ and $(\lambda, \lambda, \ldots, \lambda^{(i)}, \ldots) = 0$ (grazing contact). Lexicographical inequalities are ubiquitous in the analysis of systems which evolve on the boundary of some domain of their state space [6, 528, 532, 569]. They are closely related to the so-called semi-observability cones $\{x \in \mathbb{R}^n | (C_x, C A x, \ldots, C A^{n-1} x) \succ 0\} \{461, 156\}$, which stem from the observation that $(z, \dot{z}, \ldots, z^{(n)}_1) = (C_x, C_x, \ldots, C_x^{(n)}) \succ 0$, and are used to state the (local) invariance of the cone (156, Lemma 2.3).

Remark 4. Since we have assumed analyticity in a right-neighborhood of $t_1$, we could also carry out the analysis using Taylor expansions of $z_1(t)$ and of $\lambda(t)$. From
(2.22b) and letting \( h = t - t_1 > 0 \) it follows that:

\[
0 \leq z(t) = z(t_1) + h \dot{z}(t_1^+) + \frac{h^2}{2} \ddot{z}(t_1^+) + \ldots \perp \lambda(t) = \lambda(t_1^+) + h \dot{\lambda}(t_1^+) + \frac{h^2}{2} \ddot{\lambda}(t_1^+) + \ldots \geq 0
\]  

(2.23)

For \( h \) small enough both inequalities imply lexicographical inequalities as the above ones.

In general an LCS as in (2.22) is a set-valued system. Exceptions are if the fundamental operator \( x \mapsto (D + N_{\mathbb{R}^m})^{-1}(Cx + E_3u + E_4) \), obtained from (2.22a) (2.22b), using (B.1) and the material in Section A.2.4, is single valued (see conditions in [135, Propositions 1, 2, 3, Corollary 1] [136] and [26, Lemma 3.4] which guarantee that this operator is single-valued Lipschitz continuous, under positive-definiteness-like conditions on \( D \)), or if the set \( B \operatorname{SOL}(\operatorname{LCP}(K, Cx + E_3u + E_4, D)) = B\lambda \) with \( \lambda \in -(D + N_{\mathbb{R}^m})^{-1}(Cx + E_3u + E_4) \), is a singleton [156, 240]. The basic consistency condition for this operator to make sense, is \( \operatorname{Im}(C + E_3 u(t) + E_4) \cap \operatorname{Im}((D + N_{\mathbb{R}^m})) \neq \emptyset \), using the fact that \( \operatorname{dom}((D + N_{\mathbb{R}^m})^{-1}) = \operatorname{Im}(D + N_{\mathbb{R}^m}) \). In case of (2.22), a sufficient condition for the single-valuedness is that \( D \) is a P-matrix (\( \Rightarrow r = 0 \), see Appendix C and Theorem B.3), so that the LCP in (2.22) (b) has for any \( Cx + E_3 u + E_4 \) a unique solution that is Lipschitz continuous in \( Cx + E_3 u + E_4 \) [210, Theorem 7.3.10]. In this case (2.22) (a) (b) is an ODE with Lipschitz continuous right-hand side, hence it is well-posed. In fact the well-posedness with \( C^1 \) solutions holds if and only if \( B \operatorname{SOL}(\operatorname{LCP}(Cx + E_3u + E_4, D)) \) is a singleton [462, Proposition 5.1] [157]: this is a very interesting point, that the well-posedness of the static feedback loop term in (1.1), implies the well-posedness of the whole dynamics. The case \( D = 0 \) and \( CB \) is a strict semicopositive matrix (see Theorem B.4), is studied in [510]. In case \( r \geq 1 \), solutions gets less regular and may be AC if \( r = 1 \), or Bohl distributions if \( r \geq 2 \) [307] (which are a particular case of the Schwartz’ distributions constructed in [6] for the HOSwP in Section 2.1.3). In such a case (2.22a) has to be rewritten as an equality of distributions (in a similar way to the HOSwP in Section 2.1.3), and (2.22b) has to be given a meaning at the state jumps.

### 2.4.2. Nonlinear Complementarity Systems (NLCS)

A class of NLCS is introduced as:

\[
\begin{align*}
\dot{x} &= f(x, \lambda, u, t) \\
0 &\leq \lambda \perp z = Z(x, \lambda, u, t) \geq 0 \\
\text{State jump rule.}
\end{align*}
\]

We have \( F(t, Hx, Jw) = N_{\mathbb{R}^2}(z), w = \lambda \). The case \( f(x, \lambda, u, t) = f(x) + g(x)\lambda, Z(x, \lambda, u, t) = h(x), f(\cdot), g(\cdot), h(\cdot) \) smooth vector fields, is studied in [549], with local existence and uniqueness of smooth solutions. See also [462, Theorem 5.2] for local existence of smooth solutions, under a relative degree 0 condition. The case \( f(x, \lambda, u, t) = a(x) + B\lambda + e(x, u), Z(x, \lambda, u, t) = c(x) + g(u), a(\cdot), e(\cdot) \) continuous, \( g(\cdot) \) locally Lipschitz, \( c(x) = B\nabla V(x) \) for some \( V \in C^3(\mathbb{R}^n; \mathbb{R}_+) \), is studied in [143], with global existence and uniqueness of AC or RCLBV solutions. The uniform relative degree between the “input” \( \lambda \) and the “output” \( z \) (when it exists) is once again shown to play a crucial role in the system’s dynamics. Passivity-like conditions of the form

\[
C^T(x) = \frac{\partial V}{\partial z}^T(x)B
\]

for some function \( V \in C^3(\mathbb{R}^n; \mathbb{R}_+) \) with Hessian \( \frac{\partial^2 V}{\partial z^2}(x) > 0 \), allow to recover a FOSwP with a prox-regular set \( S(t) \) [143]. This is extended in [338, Theorems 9.3, 9.5] where some regularity assumptions are relaxed, global existence of
AC solutions is shown, and \( f(x, \lambda, u, t) = f(t, x) + g(x)\lambda \), while (2.24b) is extended to a CCP: \( K^* \ni \lambda \perp z = h(x) + d(t) \in K \), \( K \) a closed convex cone. Optimal control formulations are used to numerically solve some classes of NLCS in [576], using Fischer-Burmeister complementarity functions to design the objective function. One important example of NLCS are complementarity Lagrangian systems, see Section 4.2.1. NLCS have the intrinsic mathematical difficulty that products of distributions are not defined, except in very particular cases. This certainly puts strong restrictions on the classes of NLCS which can be studied.

2.4.3. Perspectives and Extensions. Let \( K \subseteq \mathbb{R}^m \) be a non empty convex cone, the complementarity conditions in (2.22b) can be extended to a linear cone complementarity problem (LCCP) as: \( K^* \ni \lambda \perp z = Cx + D\lambda + E_3u + E_4 \in K \), where \( K^* \) is the dual cone, yielding a Linear Cone Complementarity System (LCCS) [157]. The LCCP defines a set-valued operator, and we have \( F(t, Hx, Jw) = \partial \psi_K(z), w = \lambda \).

Going a step further, \( K \) being a closed convex cone, \( \lambda \in -\partial \psi_K(z) \Leftrightarrow z \in N_{K^*}(-\lambda), \) hence \( Cx + E_3u + E_4 \in (D + N_{K^*})(-\lambda) \Leftrightarrow \lambda \in -(D + N_{K^*})^{-1}(Cx + E_3u + E_4), \) which provides an alternative form for \( F(t, Hx, Jw) \). Note that in (1.1), the set-valued element \( w \) can be described by \( w \in (I_m + F(t, Hx, Jw))^{-1}(0) \), and in case of LCCS we have \( (I_m + F(t, Hx, Jw))^{-1}(0) = (I_m + N_K(Cx + E_3u + E_4 + D))^{-1}(0) = (D + N_{K^*})^{-1}(-Cx - E_3u - E_4) = -(D + N_{K^*})^{-1}(Cx + E_3u + E_4) \). Just like LCS, an LCCS is therefore fundamentally a set-valued system, except for particular cases. The basic idea in [135, 136] is as follows: since an LCCS can be viewed as an LTI system with a set-valued mapping \( -w \in \partial \psi_K(Cx + D\lambda + Gu + H) \) for some closed convex cone \( K \), in negative feedback, we may consider mappings \( -w \in \partial \varphi(Cx + D\lambda + Gu + H) \) with \( \varphi(\cdot) \) a convex, LSC proper function (in (2.22) we have \( \varphi = \partial \psi_{\mathbb{R}^p}, \) or \( \varphi = \partial \psi_K \)). Thus \( F(t, Hx, Jw) = D\varphi(Cx + D\lambda + E_3u + E_4) \).

Proceeding similarly as for LCS, we get \( \lambda \in -\partial \varphi(z) \Leftrightarrow z \in \partial \varphi^*(-\lambda), \) consequently \( Cx + E_3u + E_4 \in (D + \partial \varphi^*(-\lambda) \Leftrightarrow \lambda \in -(D + \partial \varphi^*)^{-1}(Cx + E_3u + E_4) \). Hence \( F(t, Hx, Jw) = (D + \partial \varphi^*)^{-1}(Cx + E_3u + E_4) \).

Depending on \( \varphi(\cdot), D, C, E_3 \) and \( E_4 \), this may be equivalent to a FOSwp, or to a maximal monotone DI as in (2.16), or to an ODE with Lipschitz right-hand side. We note that LCS can also be seen as switching DAEs, where the switches are state dependent and ruled by complementarity conditions. Further extension is in [159] where a general maximal monotone operator (not necessarily the subdifferential of a convex LSC function) is considered. Possible future generalizations could be to replace convex functions \( \varphi(\cdot) \) by prox-regular functions [492], as done for FOSwp in [204, 238, 530, 143]. One important issue lies in the fact that in the non convex case, the biconjugate \( \varphi^* \) may not equal \( \varphi \), so that manipulations used to invert the set-valued part may no longer be valid (one path could be to use the results in [31]). Other extensions which have not been tackled, could be: consider a mixed LCP instead of an LCP in (2.22) (b), yielding the MLCS:

\[
\begin{align*}
\dot{x} &= Ax + B_1\lambda_1 + B_2\lambda_2 + E_1u + E_2 \quad (2.25a) \\
A_1\lambda_1 + A_2\lambda_2 + E_3x + E_6 &= 0 \quad (2.25b) \\
0 &\leq \lambda \perp z = Cx + D_1\lambda_1 + D_2\lambda_2 + E_3u + E_4 \geq 0 \quad (2.25c) \\
\text{State jump rule.} \quad (2.25d)
\end{align*}
\]

Inserting PWL characteristics in dynamical systems, yields such MLCS (see [125, Examples 4-7], and Section 3.15). If the linear equation in (2.25b) can be inverted for \( \lambda_1 \) or for \( \lambda_2 \), then we are back to (2.22). But the MLCP (2.25b), (2.25c) may have solutions without (2.25b) being invertible. In any case, the notion of relative
degree between $z$ and $\lambda$ for the dynamics (2.25a)-(2.25c) is unclear in general. Since LCPs are central in the analysis of LCS, it is expected that MLCPs and their well-posedness could be central for MLCS. It could be interesting to investigate the properties of particular dynamical structures (systems with various PWL interconnections: in sandwich, forward block, negative feedback, etc) and of classes of PWL mappings. However it is noteworthy that physical systems like circuits, are usually represented by a set of evolution equation and constraints, far more complex than (2.22) or even (2.25), see [2, Section 5.1]. As another extension one may consider that $C = C(u)$ in (2.25c), which has a different effect on the state space partitioning than $E_3 u$ (see Section 3.4). Getting back to LCS, open issues are in delay systems (as for FOSwP), the delay can act at different places: the vector field in (2.22a) or/and in (2.22b), $z$ in (2.22b)) (see [107] for preliminary results), time-varying LCS with $A(t), B(t), C(t), D(t)$ (see Section 3.4 for a possible path), and control-related issues (optimal control has been tackled in [287, 555, 554], yielding MPEC problems, with applications in process control [484, 96], trajectory tracking, etc). It could be of interest to study the relationships between optimal control of FOSwP tackled in [54, 160, 162, 161, 200, 202, 201, 205, 316, 217, 536], which rely on [287]. Further extensions are state-dependent switching LCS, and singular LCS (with $P \hat{x}$ in the left-hand side of (2.22a) or (2.25a) for a singular $P$, see also the circuit in (4.7) for more general $P$). Let us mention also a new kind of LCS defined in an implicit way, see Section 3.5.

Example 2. Let us illustrate how MLCS (more generally MNLCS) arise naturally in so-called optimization-constrained differential equations [148, 373, 51], which take the form:

$$
\dot{x} = f(t, x) + b(z) \\
\z = \arg \min_{h_2(\z, x) = 0} h_1(\z, x) \geq 0 \ F(\z).
$$

In atmospheric chemistry applications, $F(\cdot)$ is a non convex nonlinear objective function, $h_1(\cdot)$ is linear, $h_2(\cdot)$ is nonlinear [373]. Using the KKT necessary conditions, it follows that there exists two multipliers $\lambda_1$ and $\lambda_2$ such that:

$$
\dot{x} = f(t, x) + b(z) \\
\nabla F(z) - \nabla h_1(z, x) \lambda_1 + \nabla h_2(z, x) \lambda_2 = 0 \\
0 \leq \lambda_1 \perp h_1(z, x) \geq 0, \ h_2(z, x) = 0.
$$

where $\nabla h_1(z, x) = \frac{\partial h_1(z, x)}{\partial z}^T$ and $\nabla h_2(z, x) = \frac{\partial h_2(z, x)}{\partial z}^T$. Let now $b(z) = B \z$, $h_1(\z, x) = H_1 \z + \tilde{H}_1 x$, $h_2(\z, x) = H_2 \z + \tilde{H}_2 x$, $f(t, x) = Ax$, and $F(\z) = \frac{1}{2} \z^T M \z$, $M = M^T \succ 0$. Then (2.27) becomes:

$$
\dot{x} = Ax + B M^{-1} H_1 \lambda_1 - B M^{-1} H_2 \lambda_2 \\
0 \leq \lambda_1 \perp H_1 M^{-1} H_1^T \lambda_1 - H_1 M^{-1} H_2^T \lambda_2 + \tilde{H}_1 x \geq 0 \\
H_2 M^{-1} H_1^T \lambda_1 - H_2 M^{-1} H_2^T \lambda_2 + \tilde{H}_2 x = 0.
$$

The analogy with (2.25a)-(2.25c) is obvious. The MLNCS (2.27) is a nonlinear version.

2.4.4. State Discontinuities in LCS. It is noteworthy that the mathematical formalisms in (2.22a) (2.22b) and (2.24a) (2.24b) are meaningful only at times where the multiplier $\lambda$ and the variable $z$ are functions of time (in case $\lambda$ jumps, one may
work with right limits). As alluded to above, there are cases where state jumps are necessary. Then $\dot{x}$ is a Schwarz' distribution and so are $\lambda$ and $z$. The SOSwP and HOSwP formalisms in (2.6) and (2.9) accomodate for such situations and are valid for all $t \geq 0$, being formulated in terms of measures or distributions. As explained in Section 2.1.4, they both include a suitable state jump rule. However in LCS one has to complete the dynamics with a suitable state jump which re-initializes, if needed, the state $x$ at times of switches between different modes of the complementarity conditions, enabling the integration in another mode. When a change of mode is detected, the state is projected onto the consistent subspace of the DAE corresponding to the new mode, see [307, Sections 4.2, 4.3, 4.4]. This is quite similar to what is done in exogenously switching DAEs [525, 391]. One additional analytical difficulty with LCS is however the mode selection issue [307, Section 5, Remark 6.11], that is not present in exogenously switching DAEs.

Remark 5. We may make two comments about HOSwP and LCS. First, in the HOSwP the state jump rule automatically follows from a suitable projection on a convex set, without further calculations (because the dynamics has been put in a suitable form). Second the HOSwP chooses automatically a mode (and can thus be time-discretized with a suitable event-capturing time-stepping scheme [6, Section 5]). On the contrary the LCS is formulated with an event-driven philosophy (integrate until an event is detected, apply a state jump and start again the integration until another nonsmooth event is detected, see [307, Algorithm 7.1]). See Section 3.9 for more information on the relations between HOSwP and complementarity systems.

There is one important case where state jump rules can be explicitly given and calculated easily: dissipative LCS [151, 155], with main application in circuits (see Section 4.1). State jumps in passive electrical circuits with set-valued electronic components, and in dissipative LCS are analysed in [2, 143, 149, 151, 155, 256, 284].

Definition 2.2. [284] Let us consider the dynamics in (2.22), and suppose that $(A,B,C,D)$ is passive in the sense of Definition D.1, with storage function $V(x) = \frac{1}{2} x^T P x$, $P = PT > 0$. For any $x(t^-)$, the state after the discontinuities, i.e., $x(t^+)$, is given by the solution of the generalized equation:

$$P(x(t^+) - x(t^-)) \in -N_K(x(t^+)),$$

where $K \triangleq \{ z \in \mathbb{R}^n \mid Cz + E_3 u(t^+) + E_4 \in Q_D^* \}$, with $Q_D^*$ the dual cone of $Q_D = \{ z \in \mathbb{R}^m \mid z \geq 0, Dz \geq 0, z^T Dz = 0 \}$. Moreover the constraint qualification (CQ) $E_3 u(t) + E_4 \in Q^*_D + \text{Im}(C)$ holds.

Notice that $Q_D$ is a closed convex cone, and that $K$ is a polyhedron for each $t$. The similarity between (2.29) and (2.12) is clear. The CQ guarantees that the LCP: $0 \leq \lambda \perp w = Cx + D\lambda + E_3 u + E_4 \geq 0$, has a solution whenever $D \succ 0$. It also implies that $K$ is a convex cone. The inclusion in (2.29) is very close to that in (2.12): the relationships between LCS and FOSwP will be analysed further in Section 3.4. As we pointed out in Section 2.1.4, computing a projection (even on a convex set) may not be obvious in practice. The next lemma clarifies this.

Lemma 2.3. [143, 155, 284] Under the conditions of Definition 2.2, the following
equivalences hold:

\[ P(x(t^+) - x(t^-)) \in -N_K(x(t^+)) \iff \]

\[ P(x(t^+) - x(t^-))(x(t^+) - y) \geq 0, \quad \text{for all } y \in K \iff \]

\[ x(t^+) = \arg\min_{x \in K} \frac{1}{2}(x - x(t^-))^TP(x - x(t^-)) \iff \]

\[ K \ni x(t^+) \perp P(x(t^+) - x(t^-)) \in K^* \iff \]

\[
\begin{cases}
    x(t^+) = \text{proj}_P[K; x(t^-)] \iff & P(x(t^+) - x(t^-)) = C^T \sigma \\
    v = Cx(t^+) + E_3u(t^+) + E_4 \iff & Q_D^* \ni v \perp \sigma \in Q_D \\
    x(t^+) - x(t^-) = B \sigma \\
    v = Cx(t^+) + E_3u(t^+) + E_4 + CB \sigma \\
    Q_D^* \ni v \perp \sigma \in Q_D.
\end{cases}
\]

(2.30)

Moreover, if the constraint qualification \( E_3u(t) + E_4 \in Q_D^* + \text{Im}(C) \) is satisfied, then the set \( K \neq \emptyset \) and the projection is unique. Finally if \( 0 \in K \), the state jump law is dissipative since it secures \( V(x(t^+)) - V(x(t^-)) \leq 0 \).

Several formulations in (2.30) are good candidates for numerical computations. See Remark 11 for further informations about state jumps in LCS. Clearly the mappings in (2.30) are very close to the FOSwP mapping in (2.12), and could be extended along the lines of the HOSwP or \([488]\).

2.5. Projected dynamical systems (PDS). This class of systems was apparently introduced in [310, 311] and has been analysed afterwards in [62, 449, 232, 192, 327, 584]. Let \( K \subseteq \mathbb{R}^n \) be a closed convex non empty set. A projected dynamical system (PDS) is given as one of the following equivalent formulations, with \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}_+ \to \mathbb{R}^n \) two measurable functions [133]:

\[
\begin{align*}
    (a) \quad \dot{x} &= \text{proj}[T_K(x) - f(x) - g(t)] \\
    (b) \quad \dot{x} &= \lim_{\delta \to 0} \frac{\text{proj}[K; x + \delta(-f(x) - g(t))] - x}{\delta} \\
    (c) \quad \dot{x} &= -f(x) - g(t) - \text{proj}[N_K(x); -f(x) - g(t)] \\
    (d) \quad \dot{x} &= -f(x) - g(t) - \langle \nabla f(x), f(x) - g(t) \rangle \mathbf{v}, \text{ with } \mathbf{v} = \frac{\text{proj}[N_K(x); -f(x) - g(t)]}{||\text{proj}[N_K(x); -f(x) - g(t)]||}
\end{align*}
\]

(2.31)

At this stage, equivalence just means that the four right-hand sides in (2.31) are identical: (2.31) (a) \( \Leftrightarrow \) (2.31) (b) is proved in [313, Proposition III.5.3.5], (2.31) (a) \( \Leftrightarrow \) (2.31) (c), (2.31) (c) \( \Leftrightarrow \) (2.31) (d) are proved in [133, Corollary 1]. Let us consider (2.31) (a). If \( x \in \text{Int}(K) \Rightarrow T_K(x) = \mathbb{R}^n \), one gets \( \dot{x} = -f(x) - g(t) \): the system moves freely inside \( K \). If \( x \in \text{bd}(K) \), then the vector field is projected onto the tangent cone, hence it points inside \( K \) (see Figure 2.2 for an illustration in the plane). Let us illustrate further in a scalar case, the difference with a simple projection on a constant set. Let \( K = \mathbb{R}_+ \), then using (2.31) (a) and (A.1), we obtain \( \dot{x} = -f(x) - g(t) \) if \( x > 0 \).
\[ \dot{x} = \max(0, -f(x) - g(t)) \text{ if } x = 0. \] This is sometimes denoted \( \dot{x} = [-f(x) - g(t)]^+ \) [190, 244].

Let us denote the right-hand side of (2.31) (a) as \( F(t, x) \). It is natural at this stage to make the link with Aubin’s and Nagumo’s viability theory [62], since by construction \( F(t, x) \in T_K(x) \) almost everywhere. Notice however that one projects onto \( T_K(x) \), not on \( K \) itself: hence \( F(t, x) \) may be discontinuous (as we shall see in Section 3.8, PDS are equivalent also to particular differential inclusions, and one should certainly better employ \( \in \) rather than = in (2.31), see [62, Equation (23) p.217]).

![Fig. 2.2: Projected dynamical system in the plane.](image)

**Remark 6.** A set-valued upper semicontinuous, compact convex valued \( f(x) \) is considered in [311]. The extension of (2.31) (a) to non convex sets \( K \), using Clarke’s tangent cone \( T_K^c(x) \) which is convex (see Section A.1.1), hence securing a unique projection, is doable. It is also possible to project in a non Euclidean metric [303]. The basic PDS in (2.31)(a), was generalized by replacing \( f(x) \) with an upper semicontinuous set-valued mapping with non empty, compact and convex values \( F : K \to \mathbb{R}^n \) in [209], with \( K \) tangentially regular set (see Section A.1.1).

Another class of projected systems is introduced in [106, 111], with \( K = \{ x \in \mathbb{R}^n | Ax + b = 0 \} \), \( \varphi(\cdot) \) and \( \phi(\cdot) \) proper convex closed functions, \( \epsilon(\cdot) \) is AC and decreasing, \( \epsilon(t) > 0 \) for all \( t \geq 0 \), as:

\[ \dot{x} \in -x + \text{proj}[K; x - \partial \varphi(x) - \epsilon(t) \partial \phi(x)]. \] (2.32)

This is some kind of extension of the so-called global projective dynamics, defined as [468, 571, 258, 291]:

\[ \dot{x} = \text{proj}[K; x - \gamma f(x)] - x, \] (2.33)

for some single-valued function \( f(\cdot) \), \( \gamma > 0 \) and \( K \) a closed convex set. On the contrary the projected systems in (2.31) may be called local projective dynamics, since the tangent cone has a local nature.

**2.6. Switching systems.** Switching systems are widely studied in control systems, and may take various forms, some of which we review now. Roughly speaking, one splits the state space \( \mathbb{R}^n \) into \( p \leq +\infty \) closed cells \( R_i \) such that: \( \text{int}(R_i) \cap \text{int}(R_j) = \)
\( \emptyset \) for all \( i \neq j \), \( \cup_{1 \leq i \leq p} R_i = \mathbb{R}^n \). In each cell one assigns a vector field \( f_i(x, t) \), and we define \( \dot{x} = f(x, t) \), with \( f(x, t) = f_i(x, t) \) if \( x \in R_i \), \( 1 \leq i \leq p \). If \( x \) belongs to the boundary between several cells, in general \( f_i(x, t) \neq f_j(x, t) \) for \( i \neq j \); the total vector field obtained by concatenating the vector fields \( f_i(x, t) \) may be discontinuous at boundaries. When the vector fields \( f_i(x, t) \) are linear, one speaks of a PWL system. The first issue is then to determine whether or not this switching system (a trajectory could a priori cross a boundary \( \text{bd}(R_i) \) and enter another cell, or stay in the boundary between several cells (one then speaks of a sliding-motion)) is well-posed: usually the existence of solutions problem is expedited using Filippov’s convexification method (though this is not the only way to deal with it, the complementarity approach being another one in some cases, see Section 3.11), however the uniqueness issue is far more constraining. Several approaches exist in the abundant literature, and many different descriptions of PWL systems exist [378, Chapter 2, Figure 2.9].

### 2.6.1. Filippov’s differential inclusions

This type of DIs has been introduced in the context of robust sliding-mode control, that yields set-valued controllers [248, 249, 542]. It is a convexification of discontinuous vector fields, where the discontinuities may appear at submanifolds of codimension \( \geq 1 \) which correspond to the boundaries between the cells. A fundamental concept of Filippov’s DIs is that of attractive sliding surfaces and sliding modes which play a significant role in robust feedback control. The general formulation of Filippov’s set-valued right-hand side is:

\[
F(x, t) = \overline{\text{conv}}\left( \lim_{x'i \to x} f(x', t), \ t \text{ is constant}, \ (x', t) \in \mathbb{R}^{n+1} \setminus (\cup_{1 \leq i \leq p} \text{bd}(R_i)) \right), \quad (2.34)
\]

where \( \overline{\text{conv}} \) denotes the closure of the convex hull. An equivalent definition is given by

\[
F(x, t) = \bigcap_{\epsilon > 0, \text{meas}(Z) = 0} \overline{\text{conv}}\{ f(B(x, \epsilon) \setminus Z, t) \}, \text{with } f(B(x, \epsilon) \setminus Z, t) = \{ f(y, t) | y \in B(x, \epsilon) \setminus Z \}, \text{ } B(x, \epsilon) \text{ is the ball of center } x \text{ and radius } \epsilon.
\]

Thus Filippov’s DI considers only the values of the vector fields \( f_i(x) \) outside the switching surfaces, and takes the convex hull of these values when the system’s state evolves on the switching surface. In \( \text{int}(R_i) \) it reduces to a single point \( f(x, t) \), at the intersection of several boundaries \( R_{i_k} \), \( k = 1, \ldots, p' \leq p \), it is a segment, or a convex polygon, or a convex polyhedron [455, Section 2.2.1]. Therefore, Filippov’s DIs differ from PWL systems studied in [326, 325] because they provide a model that “forgets” the values that the single-valued vector fields may possess on the boundaries between the cells, and replaces it with a convex set. On the contrary PWL systems in [326, 325, 534] keep the value of each vector field \( f_i(x) \) on the boundaries (this is a modeling step). Solutions of PWL systems will therefore be understood as Caratheodory solutions without left-accumulations of switching times [266, Definition 12.1], and are different from AC solutions for Filippov’s DI, or locally analytic solutions [480, Remark 2]. See [326, 325] and [266, Section 12] for well-posedness studies of PWL systems. Alternatives to Filippov’s convexification of discontinuous vector fields, are Aizerman-Pyatnitskii [44, 45, 404, 405], Utkin [542] and Krasovskii [515] regularizations, that give rise to various types of DIs [249, Section 4]. Equivalency holds under some conditions [591, Theorem 14] [515, 317], but in general they do not provide the same right-hand sides [7].

**Remark 7.** Most of Filippov’s and PWL systems do not fall into the Lur’e class of systems analysed in this article, because their set-valued right-hand side \( F(x) \) fails to define a maximal monotone operator (consequently in general Filippov’s framework yields non unique solutions on codimension \( \geq 2 \) sliding surfaces). Few of them do, anyway (see Section 2.6.2). Also we shall see in Section 3.14 that they can be useful for the study of mechanical systems with a single unilateral constraint.
It is noteworthy that both switching systems and Filippov’s DIs (or other regularizations), are very general formulations for which it may not be always obvious to perform numerical analysis and simulations. This is one reason why it is important to examine when they can be equivalently rewritten as more tractable dynamical systems, like LCS or else for which powerful time-discretizations exist [7].

2.6.2. Ideal relay (signum) systems. Ideal relay (without hysteresis, may be named as well set-valued signum systems) are systems of the form [149, Chapter 7] [305]:

\[
\begin{align*}
\dot{x} &= Ax + B\lambda + E_1 u \\
\lambda &= -\text{Sgn}(z) \\
z &= Cx + D\lambda + E_3 u + E_4,
\end{align*}
\]

(2.35a) (2.35b) (2.35c)

where \(\text{Sgn}(z) = \partial(|z_1| + |z_2| + \ldots + |z_m|)\), \(\partial\) is the subdifferential of convex analysis (see Section A.2.1), and we have \(\lambda = w \in \mathbb{R}^m, z \in \mathbb{R}^m, F(t, Hx, Jw) = \text{Sgn}(Cx + D\lambda), G(t, x) = B, H = C, J = D\). One sees that the signum set-valued function separates the state space into cells \(R_j = \{x \in \mathbb{R}^n | z_i > 0, i \in I^+(u), z_i < 0, i \in I^-(u)\}\) for some index sets \(I^+(u)\) and \(I^-(u)\). The fundamental operator is thus equal to \((I_m + \text{Sgn}(Cx + E_3 u + E_4 + D\cdot))^{-1}(0)\), which can be expressed more explicitly as shown in Remark 12 later. The relative degree between \(z\) and \(\lambda\) happens to once again a crucial role in the well-posedness (uniqueness of solutions) [480, 397]: relative degree \(\geq 3\) may result in strange behaviours like infinity of AC solutions starting with reversed accumulation of switching instants (a phenomenon similar to what happens in mechanical systems with unilateral constraints and non analytic external forces [130, Section 2.4.3.1]). Positivity conditions (leading Markov parameter \(CA^{-1}B \succ 0\) [480], or the transfer matrix of \((A, B, C, D)\) being a P-matrix [397]) are crucial for the existence and uniqueness of so-called forward solutions (which are analytic solutions in a right-neighborhood of the initial time). As recalled in Remark 12, when \(D = D^T > 0\) the relay system is an ODE with Lipschitz right-hand side. When \(D = 0\), (2.35) becomes a DI whose right-hand side is compact convex for all \(x\), and can be recast into Filippov’s DIs (see Section 2.6.1). When \(D \succ 0\) one may assume a special block diagonal structure for \(D\) (and use for instance [135]), or that the quadruple \((A, B, C, D)\) is passive in the sense of Definition D.1. Relay systems with a delay acting in the signum function or/and the vector field have been studied in [257, 451], where the set-valuedness plays no role, however. See Section 3.10 for further developments on relay systems.

The systems in (2.35) are linear in \(\lambda\). There are other classes of relay systems, nonlinear in \(\lambda\), as the ones studied in [404, 405, 7] for gene regulatory networks models. These relay systems involve products of signum (or step) multifunctions.

2.6.3. Hysteresis Operators. Hysteresis operators are present in many physical systems and also in feedback control, see e.g., [27, 110, 360, 366, 558, 577], a classical reference being [557]. Among the earliest results on the stability of Lur’e systems with hysteresis feedback loop, let us mention the Russian school [80, 573, 574], more recently [359, 469, 335, 457]. There are different models of hysteresis, few of them depicted in Figure 2.3: (a) the square (\(y\) can move in both directions on the vertical segments, solid arrows) and the completed relay (\(y\) can move only in one direction on the reachable vertical segments, dashed arrows), (b) the play operator ((\(u, y\) can move in both directions everywhere in the graph) [71], (c) a zig-zag operator [378], (d) and the relay hysteresis, or delayed relay operator [557, Section IV.1]
(the system cannot stay on the dashed vertical branches, but jumps over them in one direction only). In cases (a) (b) (c), the couple \((u, y)\) can attain any point of the graph. The square and the zig-zag can be viewed as static set-valued operators \(u \mapsto y\) (the simplest example may be the relay multifunction \(y \in \text{sgn}(u)\) of Section 2.6.2), or as examples of non monotone set-valued operators (hence there is no way to express these as subdifferentials of convex functions). However the derivative \(\dot{u}\) usually comes into play in hysteretic phenomena [558], as in the Duhem hysteresis that writes down [335] [558, Section 1.2] [557, Chapter V]:

\[
\dot{y} = f_1(y, u) \max(0, \dot{u}) + f_2(y, u) \min(0, \dot{u}),
\]

where \(f_1(\cdot), f_2(\cdot)\) and \(u(\cdot)\) are continuously differentiable in both arguments, \(u(\cdot)\) is AC. The hysteresis is a mapping \((u, y_0) \mapsto y = \Phi(u, y_0)\), \(y(0) = y_0\). Notice that choosing \(f_1 = 0\) and \(f_2 = 2\), and a suitable sequence of signs of \(\dot{u}\) (\(\dot{u} > 0\), then \(\dot{u} < 0\), then \(\dot{u} > 0\), one obtains zig-zag-like graphs in the \((u, y)\)-plane. Vertical segments are however not possible since they would imply unbounded \(f_1(\cdot)\) or \(f_2(\cdot)\).

Interestingly enough, Duhem operators possess dissipativity properties which can be used in Lur’e systems and absolute stability framework, extending the celebrated Kalman–Yakubovich–Popov Lemma [139] to such set-valued feedback loops [335, 457, 469]. The double inclusions alluded to at the end of Section 2.2, are another kind of hysteresis models [557].

**Remark 8.** The so-called backlash hysteresis operator that is widely used in Systems and Control [334], is a form of static model of mechanical clearance, neglecting dynamical effects. If all dynamical effects (like impacts) are modeled, one ends up with a mechanical system with unilateral constraints, impacts and possibly friction, which can be recast into (4.9) below (see [130, Remark 5.15] for the model of mechanical clearance within the SOSwP).

### 3. Relationships between various formalisms

Starting from (1.1) we see that \(0 \in w + F(t, Hx, Jw) \iff w \in (I_m + F(t, Hx, J\cdot))^{-1}(0)\). Therefore the nonsmooth system (1.1) can be equivalently rewritten as the DI:

\[
\dot{x} - f(t, x) \in (I_m + F(t, Hx, J\cdot))^{-1}(0).
\]

Characterizing the operator on the right-hand side is crucial to understand our systems, and their relationships. Some relationships between some nonsmooth formalisms as those presented above, have been analysed in various articles [308, 266, 143, 133, 229, 462]. We review them deeply in the next sections.
3.1. Maximal monotone DIs, complementarity systems, FOSwP, and DVIs. Let the set $K$ be closed non empty and convex. We notice at once that the DVIs in (2.21) can be equivalently rewritten as:

$$\begin{align*}
\dot{x} &= f(t, x) + G(t, x)w \\
z &= \Psi(t, x, w) \\
z &\in -N_K(w),
\end{align*}$$

(3.1)

since the inequality in (2.20) is equivalently rewritten as $\Psi(\lambda) \in -N_K(\lambda)$. In case $z = Cx + Dw + g(t)$, we see that the DVI is equivalent to the DI: $\dot{x} = f(t, x) - G(t, x)(D + N_K)^{-1}(Cx + g(t))$. The DVI is thus a particular DI, where the presence of the “input” term $G(t, x)$ prevents in general maximal monotonicity of the operator $x \mapsto G(t, x)(D + N_K)^{-1}(Cx)$ for each $t$. Consequently the results on maximal monotone DIs as (2.16) may not apply, one exception being when passivity-like input-output constraints are imposed [143, Section 4]. Let $K$ be a closed convex cone, then using (B.1) and letting $D = 0$ yields $(D + N_K)^{-1}(Cx + g(t)) = N_{S(t)}(Cx)$ with $S(t) = K^* - g(t)$. In this case one recovers a particular form of FOSwP (and a generalized FOSwP if $G(t, x) \neq I_n$). However FOSwP are formulated in the more general context of closed convex sets $S(t)$.

Remark 9. The signum multifunction with $\text{sgn}(0) = [-1, 1]$ is related to the normal cone $N_{[-1,1]}(\cdot)$ in the following sense: we have $N_{[-1,1]}(x) = \partial \psi_{[-1,1]}(x)$, and $\text{sgn}(y) = \partial \psi_{[-1,1]}^*(y)$, where $\psi_{[-1,1]}(\cdot) = | \cdot |$ is the support function of $[-1, 1]$ (see Section A.2.4). Thus relay systems (2.35) and inclusions in normal cones to hypercubes have set-valued parts which are conjugate one to each other. We may consider the following system: $\dot{\xi} = AT\xi + CT\zeta$, $\lambda = BT\xi + D\zeta$, $\zeta \in -N_{[-1,1]}(\lambda)$. Then this system and (2.35) (let us take $E_1 = 0, E_3 = 0, E_4 = 0$ for simplicity) are rewritten respectively in an equivalent way as the DIs:

$$\begin{align*}
\dot{\xi} &\in AT\xi + CT(D + \partial \psi_{[-1,1]}^*(m))^{-1}(-BT\xi) \\
\dot{x} &\in Ax + B(D + \partial \psi_{[-1,1]}^*(m))^{-1}(-Cx),
\end{align*}$$

(3.2)

which we consider as dual one to each other, the second system being a DVI, the first one being similar to (2.14) (see (2.15)). A next step is to consider a control input $u$ in the $x$-dynamics and a measured output $y$ in the $\xi$-dynamics, and to investigate their Systems and Control properties.

A variety of problems that can be recast as DVIs, are presented in [462]. The set $K$ can take various forms (this is obviously true also for the FOSwP, or maximal monotone DIs with $F(t, x) = N_S(x)$), for instance $K = [a, b] \times \bar{K} \times S \subset \mathbb{R}^{1+p+m}$, where $a, b \in \mathbb{R}$, $\bar{K} \subseteq \mathbb{R}^p$ is closed convex, and $S = \{v \in \mathbb{R}^m | Av + B = 0\}$ for some constant $A \in \mathbb{R}^{l \times m}$, $B \in \mathbb{R}^l$. Then $N_K((z_1, z_2, z_3)) = \begin{pmatrix} N_{[a,b]}(z_1) \\ N_K(z_2) \\ N_S(z_3) \end{pmatrix}$, $N_{S}(z_3) = \text{Im}(A^T)$. Thus it is possible to include equality constraints $h(t, x) \in S$ by properly choosing both $K$ and $\Psi(t, x, w)$ (this is, anyway, the case for all inclusions into normal cones). Let us now assume that $K$ is finitely represented, i.e., $K = \{z \in \mathbb{R}^m | h_i(z) \geq 0, 0 \leq i \leq p\}$ for some continuously differentiable functions $h_i : \mathbb{R}^m \to \mathbb{R}$. If the functions $h_i(\cdot)$ satisfy a constraint qualification like the MFCQ (see Section A.1.3), then the normal cone is equal to its linearization cone, and we can rewrite equivalently the DVI as an NLCS (2.24).

Consider now the DI in (2.17). If $M(\cdot) = N_K^{-1}(\cdot) = \sigma_K(\cdot)$, then (2.17) can be recast into (3.1), hence into (2.21). If $M(\cdot) = \partial \varphi(\cdot)$ for some proper convex LSC $\varphi(\cdot)$ has
a PWL graph, then from the algorithm in [551] one can rewrite (2.17) as an MLCS (2.25).

**Example 3.** Let us consider a simple mechanical system with Coulomb friction: 
\[ m\ddot{q} + c\dot{q} + kq = -\mu \partial [q + f(t)], \quad \mu > 0, \quad k \geq 0, \quad c \geq 0, \quad f(\cdot) \text{ continuous.} \]

This belongs to the class of relay systems in (2.35), so that the equivalent rewriting (3.12) below applies. Thus using \((B.1)\), the dynamics is equivalently rewritten as:
\[
\dot{x} = A x + \left( \begin{array}{c} 0 \\
\frac{\mu}{m} \\ 0 \\
\frac{2k}{m} \\
0 \end{array} \right) w, \quad w \in -N_{\mathbb{R}^2_+} (h(x, w)), \quad h(x, w) = \left( \begin{array}{c} -x_2 - f(t) \\
1 \end{array} \right)
\]
\[
(0 \quad 1 \quad 0) w, \quad x = (x_1, x_2)^T, \quad x_1 = q, \quad x_2 = \dot{q}. \quad \text{This fits with (3.1), with } h(x, w) = \Psi(t, x, w) \text{ and using (B.1), noting that } (\mathbb{R}^2_+)^* = \mathbb{R}^2_+. \quad \text{On the other hand, the dynamics can also be written as: } m\ddot{q} + c\dot{q} + kq = \lambda, \quad \langle \lambda, v - \dot{q} - f(t) \rangle + \varphi(v) - \varphi(\dot{q} + f(t)) \geq 0 \quad \text{for all } v \in \mathbb{R}, \quad \varphi(\cdot) = \mu | \cdot |, \quad \text{and it can also be written in a complementarity form, see Section 3.10.}

This example shows that the same system, can be written either as a DVI, or as a DVI of the second kind, or as an LCS. Same holds for slightly more complex systems (controlled with a PID input) as in [108]. However in general this manipulation is not doable. The generalization of DVIs towards DVIs of the second kind (called differential mixed VI in [389]) has been considered in [283] (see [14, Section 3.2] [278, Section 5.2]), in a more general setting in [389], in an infinite-dimensional context in [395, 394]. As alluded to in Remark 2, inspection of [462, Theorem 6.1], shows that it is mainly the cases with relative degree zero systems, which are considered in [462] for well-posedness issues (with AC solutions). Hence SOSwP and HOSwP are excluded, as they would require to define measure or distribution DVIs.

**3.2. FOSwP, SOSwP, EVIs and QVIs.** Evolution (or dynamical) VIs and sweeping processes are known to be close formalisms [512], mainly due to the fact that the normal cone to a convex set, can be expressed in a variational way, see e.g. (A.2). This was actually one of the original manipulations made to express elasto-plastic problems, as a FOSwP, The next equivalences follow from the definition of a normal cone to a closed convex set. To start with, it is clear that the FOSwP in (2.2) can be equivalently written as:

\[
\begin{array}{ll}
\{ x(t) \in S(t), & \text{ for all } t \geq 0 \\
\langle \dot{x} - f(t, x), x' - x \rangle \geq 0 & \text{for all } x' \in S(t),
\end{array}
\tag{3.3}
\]

which is an evolution variational inequality (EVI). Let \( S(t) \) be closed convex for each \( t \). Using the conjugate function \( \partial \psi^*_S(t) = \partial \sigma_S(t) \), the FOSwP is recast into a DI as (2.17): \( \dot{x} \in f(t, x) + (0 + \partial \psi^*_S(t))^{-1}(x) \). The FOSwP with state-dependent set \( S(t, x) \) yields evolution QVIs (see (A.7) in Section A.2.2). The SOSwP in (2.6) can in turn be written as:

\[
\begin{array}{ll}
\{ q(t) \in \Phi, v(t) \in V(q(t)), & \text{ for all } t \geq 0 \\
\langle dv - f(t, q, v), v' - v \rangle \geq 0 & \text{for all } v' \in V(q),
\end{array}
\tag{3.4}
\]

which is an evolution measure QVI. The SOSwP of the form: \( \dot{u} \in -B N_{S(t, u, \dot{u})}(\dot{u}) + F(t, u, \dot{u}) + Au \) (see Section 2.1.2) also yields a kind of QVI, where the set \( K(x) \) \( \triangleq S(t, u, \dot{u}) \) in (A.7) has quite different properties than the tangent cone \( V(q) \) (the main discrepancy being the compactness). See Section 3.7.

**Remark 10.** What we name EVI is not to be confused with EVIs as in [213, 214, 195], which are VIs that vary with time, whose solutions thus represent time-varying equilibria (trajectories) of our EVIs which are dynamical systems.
3.3. FOSwP and compact DIs. Under some basic assumptions, it is possible to show that the FOSwP is equivalent (in the sense that both dynamical systems have the same set of solutions) to a DI of the form: \( \dot{x} \in [-v(\cdot)]C \), \( x(t) \in S(t) \) for all \( t \geq 0 \), where \( v(\cdot) \) is AC and is such that \( |d(x, S(t_1)) - d(x, S(t_2))| \leq |v(t_1) - v(t_2)| \) for all \( x \in \mathbb{R}^n \) and all \( t_1, t_2 \). \( \partial C \) is the Clarke subdifferential (see Section A.2.1). This is known as the reduction method of FOSwP, and it is proved in [529] when \( S(t) \) is convex, extended in [530] for Fréchet normally regular\(^5\) and prox-regular sets, using techniques similar to the convex case, see also [113, Theorems 2.4, 2.5]\(^6\), and in [295] for \( \alpha \)-far and AC sets. The set-valued right-hand side of the new DI is compact, and is contained in the normal cone to \( S(t) \) (thus, it is a “smaller” inclusion). This can be used to prove existence of solutions to the FOSwP. Related results are presented in [122] where FOSwP are approximated with suitably controlled ODEs.

3.4. Complementarity systems, FOSwP, relay systems and maximal monotone DIs. To begin with, let us consider the FOSwP in (2.2), and assume that for each \( t \), \( S(t) \) is a closed convex cone. Then using (B.1), we can rewrite (2.2) as

\[
\begin{align*}
\dot{x} &= f(t, x) = \eta \\
S(t) &\ni z = x(t) \perp \eta(t) \in S^*(t),
\end{align*}
\]

which is a cone complementarity system, with relative degree \( r = 1 \) between the “output” \( z \) and the “input” \( \eta \) (directly from the relative degree definition in Appendix C).

Notice that using (B.1) with \( K = K^* = \mathbb{R}^m_+ \) and choosing \( M(\cdot) = \partial \psi_{\mathbb{R}^m_+}(\cdot) \), it follows that (2.17) is an LCS as in (2.22). Apparently the equivalence between maximal monotone DIs as in (2.16) with \( f(t, x) = f(x) = Ax \) linear, \( F(t, x) = F(x) \) time invariant, and LCS, has been first shown in [126], under a positive real condition [139] on the transfer function \( D + C(sI - A)^{-1}B, s \in \mathbb{C} \). A key state space transformation was introduced in [126], assuming the existence of \( P = P^T > 0 \) such that \( PB = C^T \), then defining \( z = Rx \) with \( R = R^T > 0, R^2 = P \) (which is a consequence of (D.1) when \( D + D^2 = 0 \)). It allows one to use the chain rule from Convex Analysis when \( F(x) = B\partial \psi(x) \) for a convex proper LSC \( \psi(\cdot) \).

∽ This transformation has been used afterwards in [9, 11, 12, 20, 28, 36, 31, 39, 32, 134, 135, 136, 138, 143, 159, 280, 375, 386, 522, 524], extended in [523, 159] and in [143, Section 4] for the nonlinear case.

Let the quadruple \( (A, B, C, D) \) of the LCS in (2.22) be passive (see Section D). Let \( D \) be full rank \( (\Rightarrow D \succ 0, \text{ see (D.1))} \), then the vector relative degree \( \bar{r} = (0, 0, \ldots, 0)^T \in \mathbb{R}^m \), and as pointed out in Section 2.4.1, in this case the LCS is an ODE with Lipschitz vector field, applying (B.1) and (A.6) (the complementarity conditions partition the state space into polyhedral cells whose boundaries depend on \( u \) through \( G \)). Let \( D = 0 \), then \( PB = C^T \Rightarrow CB = B^T PB \succ 0 \). It follows that \( \bar{z} = C(\bar{A}r + B\bar{A} + E_1u + E_2) + E_3u + E_4 = CB\bar{A} + C\bar{A}r + CE_1u + CE_2 \). Thus \( CB \) is the input/output decoupling matrix. If the pair \( (C, A) \) is observable \( (\Rightarrow P \succ 0 [139, 155]) \) and \( B \) has full column rank, then \( CB \succ 0 \) and \( \bar{r} = (1, 1, \ldots, 1)^T \in \mathbb{R}^m \). A characterization of passive systems via their transfer matrix \( H(s) = D + C(sI - A)^{-1}B \) index\(^7\) is also possible, showing that their total index is one [306, Theorem 3.14]. Let us assume

\(^5\) i.e., \( N_S(x) = N^C_S(x) \) for all \( x \in S(t) \) and all \( t \), see Section A.1.2 for normal cones definitions.

\(^6\) Both results in [530] and [113] were in fact submitted at the same date.

\(^7\) The index and the relative degree are intimately related, though no formal proof of their exact relationships seems to be available in the Systems and Control literature.
therefore that $D = 0$ and $PB = CT^T$, $P = P^T > 0$, then, as shown in [143] the LCS (2.22) can be rewritten equivalently as the FOSwP:

$$-\dot{x} + RAR^{-1}x + RE_1u + RE_2 \in N_{\Phi(u(t))}(\xi) \quad (3.6)$$

where $R^2 = P$, $\xi = Rx$, $\Phi(u(t)) \triangleq \{Rx | x \in K(t)\}$, $K(t) \triangleq \{x \in \mathbb{R}^n | Cx + Eu(t) + E_4 \geq 0\}$, both convex polyhedral time-varying sets. The transformation mainly relies on the use of the chain rule in Proposition A.3 and on (B.1). The regularity of $\Phi(\cdot)$ depends on the regularity of $u(\cdot)$. As shown in [143, Proposition 3.2], under the constraint qualification $\text{Im}(C) - \mathbb{R}_+^m = \mathbb{R}^m$, one has $u \in \text{locally AC} \Rightarrow \Phi \in \text{locally AC}$, $u(\cdot)$ is right-continuous $\Rightarrow \Phi(\cdot)$ is right-continuous, and $u \in RCLBV \Rightarrow \Phi \in RCLBV$.

The set of discontinuity times of $\xi(\cdot)$, is included in that of $u(\cdot)$ (a fact also proved in [151] in the context of passive LCS). It is then easy to apply (2.12) and Lemma 2.3 to characterize state jumps.

**Remark 11.** Passive LCS (2.22) with $D = 0$ satisfy $PB = CT^T$, see (D.1). Hence they can be recast into (3.6). This, together with the fact that passive LCS with $D \geq 0$ are ODEs with Lipschitz right-hand side, implies that LCS (2.22) with right-continuous $u(\cdot)$ (or with $G = 0$) can have state jumps only initially, a fact noticed in [151]. This follows also using (3.6) and the definition of $K(t)$. Moreover the set of state jumps times is included in the set of discontinuities in $u(t)$ (or in $K(t)$). We infer that passive LCS with right-continuous $u(\cdot)$, have (except initially) the property that a bounded multiplier $\lambda(t)$ is sufficient to integrate them and keep the state $x$ inside the admissible domain (when $D = 0$).

In a more general setting, one may assume that $\ker(D + D^T) \subset \ker(PB - CT^T)$ for some matrix $P = P^T > 0$. This is a necessary condition for passivity [155, 159]. The above material can then be extended to non zero feedthrough matrices $D$ [524], giving rise to some extension of the degenerate FOSwP (see Section 2.1.1). However the normal cone argument still depends on $\eta$, hence the transformed system is not a FOSwP: it is a DI as in (2.16), with a matrix $B$ premultiplying $\Phi(t, x)$, and $v = Cx + D\eta$, in (2.14b) [524]: the assumption $\ker(D + D^T) \subset \ker(PB - CT^T)$ is key to recover a maximal monotone DI, see also Section 5.3.1. In [143, Section 3.3] a special block-diagonal structure for $D \geq 0$ was assumed, and the LCS could be recast after splitting the complementarity variables, into a cone LCS which lends itself to a FOSwP formulation (a similar idea was used in [135]).

Another way to prove the link between FOSwP and complementarity systems (not necessarily LCS) is as follows, as shown by Moreau [443]. Consider (2.2). Assume that $S(t) \triangleq \{x \in \mathbb{R}^n | h(x, t) \geq 0\}$ for $m$ differentiable functions $h_i : \mathbb{R}^n \times \mathbb{R}_+ \rightarrow \mathbb{R}$ and that the MFCQ holds for $S(t)$ for each $t$ (see Section A.1.3). Thus $N_{S(t)}(x) = \{w \in \mathbb{R}^n | w = -\sum_{i \in I(x, t)} \lambda_i \nabla h_i(x, t), \lambda_i \geq 0\}$, with $I(x, t) = \{i | h_i(x, t) = 0\}$. We thus obtain $w = -\nabla h(t, x) \lambda$ with $\lambda_j = 0$ for all $j \not\in I(x, t)$, so (2.2b) is rewritten equivalently as the NLCS: $\dot{x} - f(t, x) = \nabla h(x, t) \lambda$, $0 \leq \lambda \perp h(x, t) \geq 0$. Letting $z_1 = h(x, t)$, we obtain $\dot{z}_1 = \nabla h(x, t)^T \nabla h(x, t) \lambda + \nabla h(x, t)^T f(t, x) + \frac{dh}{dt}(x, t)$. If the constraints are functionally independent in a neighborhood of $x_0$, the decoupling matrix $\nabla h(x, t)^T \nabla h(x, t)$ is positive definite, showing that in essence the FOSwP has a uniform vector relative degree $\tilde{r} = (1, \ldots, 1)^T \in \mathbb{R}^m$ at $x_0$. This allows us to state that the optimal control problem formulated for DIs as (2.16) and with $F(x) = N_{S(x)}(x)$ and $S$ finitely represented [206, 205, 217], can be interpreted as optimal control of a class of complementarity systems. Whether or not this covers [555] is an open question.

**Example 4.** Consider the scalar FOSwP: $\dot{x} \in -N_{[t, t+1]}(x)$, $x(t_0) \in [0, 1]$. This is equivalently rewritten as the LCS: $\dot{x} = \lambda_1 - \lambda_2, 0 \leq \lambda_1 \perp x - t \geq 0, 0 \leq \lambda_2 \perp t + 1 - x \geq \lambda_2$. This is
0. Here \( I(x, t) = \{1\} \) or \( \{2\} \) or \( \emptyset \), but never \( \{1, 2\} \). Let \( x(t_0) = \frac{1}{2} \), then \( x(t) = x(0) \) for all \( t \in [t_0, t_1] \) with \( t_1 = \frac{1}{2} \). At \( t_1 \) one has \( 0 \leq \lambda_1(t) \perp \lambda_1(t) - 1 \geq 0 \), and employing the material in Section 2.4.1, one finds that \( 0 \leq \lambda_1(t) \perp \dot{x}(t) - 1 = \lambda_1(t) - 1 \geq 0 \), hence \( \lambda_1(t) = 1 \) for \( t \geq t_1 \). Thus \( x(t) = t \) for all \( t \geq \frac{1}{2} \), and the other constraint is never attained.

**Remark 12** (Relay Systems). It is noteworthy that we can apply the same transformation as above to the ideal relay system in (2.35), assuming that \( D = 0 \) and \( PB = C^T \), \( P = P^T > 0 \), and we obtain the differential inclusion \( \dot{\zeta} = -RAR^{-1}\zeta - RE_2 u \in -R^{-1}C^T \partial f(CR^{-1}\zeta) = -\partial g(\zeta) \), where \( f(z) = |z_1| + \ldots |z_n| \), \( \zeta = Rx \), and \( g(\cdot) \) is convex proper LSC (under a basic constraint qualification such that the chain rule in Proposition A.3 holds, we thus conclude about the uniqueness of AC solutions, hence extending [480, Theorem 2]). Therefore \( \partial g(\cdot) \) is maximal monotone and the relay system fits with (2.16) with time-invariant \( F(x) \). Finally notice that (2.35)\((b)\) with \( z = Cx + D\lambda + E_3 u + E_4 \) (we add a control inside the relay multifunction), is equivalent to \( Cx + E_3 u + E_4 + D\lambda \in N_{[-1,1]^n}(-\lambda) \Leftrightarrow \lambda \in -(D + \partial \psi_{[-1,1]^n})(Cx + E_3 u + E_4) \) which is another equivalent expression of the fundamental operator for this Lu’re system. Applying [135, Propositions 1, 2, 3, Corollary 1] we can deduce conditions such that \( \lambda \) is a Lipschitz continuous function of \( Cx + E_3 u + E_4 \), and the relay system is an ODE with Lipschitz right-hand side. For instance, \( D = D^T > 0 \) implies that \( \lambda = \text{proj}_D([-1,1]^n; -D^{-1}Cx) \), where (A.6) and the support function definition are used (see Section A.2.4): the relay system (2.35) is an ODE with Lipschitz continuous right-hand side in this case. It becomes clear that relative degree zero and one relay systems and LCS, belong to the same family of dynamical systems, a fact which may also be noticed by rewriting the signum multifunction in a complementarity formalism [149, §7.5.1], see Section 3.10.

A general link between FOSwp with time-invariant prox-regular \( S \) (hence locally h-prononotone normal cone mapping, see Definition A.2) and DI with maximal monotone right-hand side as (2.16), is made in [23, Corollary 4.1] (the maximal monotone operator is not constructed explicitly, however).

Let us end this section with time-varying systems. Consider first the case where \( C = C(u) \) in (2.22b), with \( E_3 = 0 \) and \( D = 0 \). We get \( 0 \leq \lambda \perp z = C(u)x + E_4 \geq 0 \), equivalently using (B.1): \( \lambda \in -\partial \psi_{\mathbb{R}^n}(C(u)x + E_4) \). If we assume that \( B = B(u) = C(u)^T \), we obtain using the chain rule (apply Proposition A.3 with the suitable assumptions) that: \( \dot{x} - Ax \in -N_{\Phi(u(t))}(x) \) with \( \Phi(u(t)) \overset{\Delta}{=} \{ x \in \mathbb{R}^n | C(u(t))x + E_4 \geq 0 \} \). The set \( \Phi(u(t)) \) in (3.6) is a moving fixed-shape polyhedral set, while this one is a “fixed” moving-shape polyhedral set, both being convex for each \( u(t) \) (if non empty). These two FOSwp will certainly possess quite different controllability properties. Let us now consider a time-varying LCS with \( (A(t), B(t), C(t), 0) \) and matrix functions \( E_1(t), E_3(t) \) in (2.22), with sufficient smoothness. Assume that there exists \( P(t) = P^T(t) > 0 \) such that \( P(t)B(t) = C^T(t) \) for all \( t \) (this is satisfied by passive systems with \( D(t) = 0 \) and observable pair \( (A(t), C(t)) \) for all [52, Lemma 3] [139, Lemma 3.66]). Let \( z = R(t)x \), with \( R(t) = R^T(t) > 0 \) and \( R^2(t) = P(t) \) for all \( t \). Applying the chain rule (see Section A.2.3, and doing suitable assumptions not given here), one obtains the FOSwp: \( \dot{z} = \left( \dot{R}(t)R(t) + R(t)A(t)R^{-1}(t) \right) z = R(t)E_1(t)u(t) \in -\partial \psi_{\mathcal{S}(t,u(t))}(z) \), where \( \mathcal{S}(t,u(t)) = \{ w \in \mathbb{R}^n | C(t)R^{-1}(t)w + E_3(t)u(t) \geq 0 \} \). One has to analyse further the conditions such that the set \( \mathcal{S}(t,u(t)) \) varies in a suitable way (AC, BV, or else), so that existence of solutions may be proved. Finally it is clear from the above that the analysis of time-delay FOSwp may be used in the framework
3.5. ZOSwP, complementarity systems, projected systems. Consider the ZOSwP as defined at the end of Section 2.1.1 [27]: \( A_1 \dot{x} + A_0 x \in -N_{S(t)}(\dot{x}) \), \( A_1 \succ 0 \). Let \( \text{rank}(A_1) = p \leq n \), hence one obtains a kind of differential-algebraic DI, different from (2.18) in two aspects: time-variation and the presence of \( \dot{x} \) in the normal cone. Assume that \( S(t) \) is a cone for each \( t \). Doing as in (3.5), we can write the complementarity condition: \( S(t) \ni \dot{x} \perp z = A_1 \dot{x} + A_0 x \in S^*(t) \). The relative degree \( r = 0 \) between this output \( z \) and its complementary variable \( \dot{x} \) if \( p = n \). Otherwise the relative degree interpretation requires further analysis (in a sense, the loss of relative degree zero is compensated for by the surjectivity of the normal cone when \( S(t) \) is bounded, in [27]). The case when \( S(t) \) is just closed convex, but finitely represented, is treated now, showing that this ZOSwP yields a new kind of LCS, that may be called an implicit complementarity system. Assume that \( h(x,t) = B(t)x + g(t) \) for some regular enough \( B : \mathbb{R}_+ \to \mathbb{R}^{m \times n} \) and \( g(t) \), and that the MFCQ holds for each \( t \) for the family \( \{ h_i(x,t) \}_{1 \leq i \leq m} \). Then \( \tilde{N}_{S(t)}(\dot{x}) = \{ w \in \mathbb{R}^n | w = -B(t)^T \lambda, 0 \leq \lambda \perp B(t) \dot{x} + g(t) \geq 0 \} \), see Section A.1.3. Thus this ZOSwP is rewritten as: \( A_1 \dot{x} + A_0 x = B(t)^T \lambda, 0 \leq \lambda \perp z = B(t) \dot{x} + g(t) \geq 0 \), which is a kind of implicit LCS as long as \( \text{rank}(A_1) = p < n \) (if \( p = n \) one can easily recover a time-varying LCS with \( D(t) = B(t)A_1^{-1}(B(t)^T) \)). Such a ZOSwP was introduced in [39], where a circuit example is also given.

Let us now focus on the ZOSwP: \( \dot{x} \in -\tilde{N}_{S(t)}(A \dot{x} + Bx) \) [23]. Proceeding as above and in (3.5), this is equivalent to: \( \dot{x} = \lambda, S(t) \ni z = A \dot{x} + Bx \perp \lambda \in S^*(t) \) when \( S(t) \) is a cone for each \( t \). The relative degree is \( r = 0 \) when \( A \) has full rank. The following holds (which is similar in spirit to Proposition 3.2 appearing later).

**Proposition 3.1.** Let \( S(t) \) be closed convex and non empty for each \( t \). Assume that \( A = A^T > 0 \), and let \( v \in \mathbb{R}^n, x \in \mathbb{R}^n \) be two vectors. Then the following holds: (a) \( v \in -\tilde{N}_{S(t)}(Av + Bx) \) \( \Leftrightarrow \) (b) \( v \in -(A + \partial \sigma_{S(t)})^{-1}(Bx) \) \( \Leftrightarrow \) (c) \( v \in (A + \tilde{N}_{S(t)}^{-1}(0)) \) \( \Leftrightarrow \) (d) \( v \in -A^{-1}Bx + A^{-1} \text{proj}_A[S(t); Bx] \) \( \Leftrightarrow \) (e) \( v \in -(\partial (f + \sigma_{S(t)}))^{-1}(Bx) \), where \( \tilde{S}(t) = \{ w \in \mathbb{R}^n | Aw \in S(t) \setminus \{ Bx \} \} \), \( f(v) = \frac{1}{2} v^T Av \), and \( \sigma_{S(t)}(\cdot) \) is the support function of \( S(t) \) (see Section A.2.4).

**Proof.** Using the material in Section A.2.4, the first equivalence follows immediately. Multiplying both sides of (a) by \( A \) and using the symmetry, one obtains \( Av \in -\partial \psi_{S(t)}(Av) \), with \( \tilde{S}(t) = \{ z \in \mathbb{R}^n | Az + Bx \in S(t) \} \). Using the chain rule in Proposition A.3, one gets \( Av \in -\partial \tilde{\psi}_{S(t)}(v) \), which proves (a) \( \Leftrightarrow \) (c). Notice that we can rewrite (a) as \( Av + Bx - Bx \in -An_{S(t)}(Av + Bx) \), then using (A.6), (d) follows equivalently. (e) is just a rewriting of (b) using [97, Corollary 16.38].

Once the well-posedness has been shown, then all the above inclusions define equivalent DIs, in a similar way to Theorem 3.3. It is interesting to compare the formalisms in Proposition 3.1, with PDS in Section 2.5, and the formalisms in (3.8). We do not discuss here the advantages/drawbacks of these formalisms. One guesses that (d) may be more amenable for numerical simulation, and also for well-posedness [341, Theorem 4.2]. If one assumes that \( S(t) \) is finitely represented, then the link with LCS can be done and the projection can be calculated.

3.6. Degenerate FOSwP, complementarity systems. Let \( S(t) \) be closed convex for each \( t \), and be finitely represented, that is \( \tilde{S}(t) = \{ x \in \mathbb{R}^n | h(t,x) \geq 0 \} \), \( h : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^m \). Let us consider a degenerate FOSwP [369, 371, 522] of the form \( \dot{x} - f(t,x) \in -N_{S(t)}(Hx) \), with \( H = H^T > 0 \) (hence the mapping \( x \mapsto Hx \) is maximal strongly monotone). Performing the variable change \( y = Hx \) we obtain \( \dot{y} - Hf(t,H^{-1}y) \in -HN_{S(t)}(y) \). It is not possible here to redo the same transfor-
motion as we did in Section 3.4 to get (3.6), because the normal cone argument is $y$, not $Hy$. Nevertheless, assume that the Mangasarian-Fromovitz constraint qualification (MFCQ) is satisfied for the differentiable mappings $\bar{h}_i(t,y) \Delta h_i(t,H^{-1}y)$, then $\mathcal{N}_{\mathcal{S}(t)}(y)$ is equal to its linearization cone (see Section A.1.3), and we have $\mathcal{N}_{\mathcal{S}(t)}(y) = \{ z \in \mathbb{R}^n | z = -\nabla \bar{h}(t,y)\lambda, 0 \leq \lambda \perp \bar{h}(t,y) \geq 0 \}$. The degenerate FOSwP is thus equivalent to the NLCS:
\[
\begin{align*}
\dot{y} - Hf(t,H^{-1}y) &= -H \nabla \bar{h}(t,y)\lambda \\
0 &\leq \lambda \perp \bar{h}(t,y) \geq 0.
\end{align*}
\] (3.7)
See also [522, Section 3.1.2] for related results about LCS.

### 3.7. SOSwP and complementarity systems

We will see in details the relationships between the SOSwP in (2.6), and Lagrangian complementarity systems, in Section 4.2.1. Let us deal here with SOSwP: $\ddot{u} - f(t,u,\dot{u}) \in -\mathcal{N}_{\mathcal{S}(u)}(\dot{u})$, where $\mathcal{S}(u)$ is supposed to possess some properties (among these, compactness for all $u$ [43]). Let us assume that $\mathcal{S}(u) = \{ v \in \mathbb{R}^n | C(u)v + D(u) \geq 0 \}$, for some $C : \mathbb{R}^n \rightarrow \mathbb{R}^m \times \mathbb{R}^n$, $D : \mathbb{R}^n \rightarrow \mathbb{R}^m$. The set $\mathcal{S}(u)$ being polyhedral (in the space of velocities $\dot{u}$), one has $\mathcal{N}_{\mathcal{S}(u)}(\dot{u}) = \{ z \in \mathbb{R}^n | z = C^T(u)\lambda, 0 \leq \lambda \perp C(u)\dot{u} + D(u) \geq 0 \}$, see Section A.1.3. Thus we obtain an NLCS (2.24): $\ddot{u} - f(t,u,\dot{u}) = C^T(u)\lambda, 0 \leq \lambda \perp z = C(u)\dot{u} + D(u) \geq 0$. Differentiating $z$ once gives $\dot{z} = C(u)C^T(u)\lambda + \frac{d}{dt}(C(u)) + \ldots$, showing that basically the relative degree is equal to one (at least, the decoupling matrix $C(u)C^T(u) \geq 0$ and $\neq 0$). In case of the SOSwP in (2.6), the relative degree is always $1$, because the “output” (the complementarity variable $z$) is not the same: it is a constraint on $u$, not on $\dot{u}$, because the tangent cone $V(q)$ (which plays the role of $\mathcal{S}(u)$) has a switching structure, that is seen through the presence of an active constraints index set, see the definition of $\mathcal{T}_K^h(x)$ in Section A.1.3. More details are in Section 4.2.1. This little analysis shows intuitively why both kinds of SOSwP are not the same.

### 3.8. Projected dynamical systems, DIs and complementarity systems

Consider the PDS in (2.31). Let us introduce the differential inclusions, VIAs and QVIAs and complementarity system, where $K \subseteq \mathbb{R}^n$ is closed convex nonempty:

\begin{itemize}
  \item[(a)] $-\dot{x} \in f(x) + g(t) + \mathcal{N}_{\mathcal{T}_K(x)}(\dot{x})$,
  \item[(b)] $-\dot{x} \in f(x) + g(t) + \mathcal{N}_K(x)$,
  \item[(c)] $(x,\dot{x}) \in K \times \mathcal{T}_K(x)$ and $\langle \dot{x} + f(x) + g(t), y - \dot{x} \rangle \geq 0$ for all $y \in \mathcal{T}_K(x)$,
  \item[(d)] Let $K = \{ x \in \mathbb{R}^n | h_i(x) \leq 0, 1 \leq i \leq m \}$ : $-\dot{x} = f(x) + g(t) + \nabla h(x)\lambda$,
  \begin{align*}
  0 &\leq z = -h(x) \perp \lambda \geq 0,
  \end{align*}
  \item[(e)] $x(t) \in K$ and $\langle \dot{x} + f(x) + g(t), y - x(t) \rangle \geq 0$, for all $y \in K$,
\end{itemize}

where the functions $h_i(\cdot)$ are supposed to be continuously differentiable. The dynamics in (3.8) (a) has an implicit form, like the ZOSwP in [23] (see Proposition 3.1). This is however not a complementarity system with relative degree $r = 0$, since it is equivalent under some constraint qualification (see Theorem 3.3), to (3.8) (d). If the functions $h_i(\cdot)$ are linearly independent in a neighborhood of some $x_0$, then the matrix $\nabla h^T(x_0)\nabla h(x_0)$ is invertible so that $r = 1$ locally. This shows that projecting on $\mathcal{T}_K(x)$, modifies significantly the dynamics compared with the formalisms of Proposition 3.1. The following results hold.

**Proposition 3.2.** [133, Corollary 2] Given two vectors $x = x(t) \in K$ and $\dot{x} = \dot{x}(t) \in \mathbb{R}^n$, the following three statements are equivalent:

\begin{itemize}
  \item[(i)] The PDS in (2.31) holds;
  \item[(ii)] The implicit differential inclusion in (3.8) (a) holds;
\end{itemize}
(iii) The differential inclusion in (3.8) (b) holds, together with the following two equivalent properties:

(iii)

(iii)1. \( \dot{x}(t) = f(x(t)) + g(t) + \text{proj}[N_K(x(t)); -f(x(t)) - g(t)] \).

(ii)2. The vector \( -\dot{x}(t) \) is of minimum norm in \( f(x(t)) + g(t) + N_K(x(t)) \).

The proof uses Moreau’s two cones Lemma, as well as (A.6). From (iii)2, if \( x(t) \in \text{int}(K) \), then \( -\dot{x}(t) = f(x(t)) + g(t) \), while if \( x(t) \in \text{bd}(K) \), there exists a selection \( \lambda(t) \in N_K(x(t)) \) such that \( \lambda(t) + f(x(t)) + g(t) \) has minimum norm: this is what (iii)1 says, that \( \lambda(t) = \text{proj}[N_K(x(t)); -f(x(t)) - g(t)] \). It clearly appears from Proposition 3.2 that the equivalent form of (2.31) is the implicit DI in (3.8) (a). The DI in (3.8) (b) is equivalent to the PDS if and only if it has the so-called slow solution (with minimal \( \dot{x} \)). Proposition 3.2 uses only geometrical arguments. We note that the QVI (3.8) (c) is just a rewriting of the normal cone in (3.8) (a), while the VI (3.8) (e) is a rewriting of the normal cone in (3.8) (b) in terms of subgradients from Convex Analysis. The NLCS in (3.8) (d) is the rewriting of the normal cone in a complementarity framework, and is equivalent to (3.8) (b) under a constraint qualification guaranteeing that \( N_K(\cdot) = N_K^0(\cdot) \) (see Section A.1.3). Results similar to Proposition 3.2 are presented in [303, Lemma 4.5, Corollary 6.8], when \( K \) is just tangentially regular (see Section A.1.1), and the projection is made in a non Euclidean metric \( M(x) \). Let us now state a result that involves solutions of the evolution problems.

**Theorem 3.3.** ([33, Theorem 1]) Assume that \( q \in L^1(\mathbb{R}^+, \mathbb{R}^n, dt) \), \( f(\cdot) \) is continuous over \( \mathbb{R}^n \) and hypomonotone. Then for any initial condition \( x(0) = x_0 \in K \), the DI (3.8) (b) has a unique solution \( x(t) \) on \( \mathbb{R}^+ \), which is slow: \( \dot{x}(t) \) is of minimal norm in the set \( f(x(t)) + g(t) + N_K(x(t)) \). Under these conditions, the systems in (2.31), (3.8) (a) and (3.8) (b) have the same unique solution, which satisfies \( \dot{x}(t) \in T_K(x(t)) \). Under the MFCQ, the same holds for the NLCS (3.8) (d).

Hypomonotonicity is defined in Section A.2.1, the MFCQ is defined in Section A.1.2. The MFCQ is sufficient for proving the equivalence with the NLCS. Indeed the NLCS is equivalent to (3.8) (b) where \( N_K(x) \) is replaced by its linearization cone \( N_K^0(x) \), which in turn is equal to \( N_K(x) \) under the MFCQ, see Section A.1.2. Slow (or lazy) solutions play a significant role in our systems, a well-known fact for DIs as in (2.16) with maximal monotone \( \mathcal{F}(x) \) [62, Chapter 3, Theorem 1]. See also [242] when \( K \) is closed convex, and the close link with viability [62]. Notice that the element of minimum norm in a non empty convex set \( K(t, x) \) is equal to \( \text{proj}[K(t, x); 0] = \arg \min_{\xi \in K(t, x)} ||\xi||. \) This allows one to give a further formulation of a PDS, using Theorem 3.3, as: \( \dot{x} = \text{proj}\{\{f(x) + g(t)\} + N_K(x); 0\} \). The last property \( \dot{x} \in T_K(x) \) makes a clear link with viability [62].

**Remark 13.** Part of these equivalency results may be found in [308] and [62, Theorem p.217]. Comparing (2.31) (a) and (4.11) one sees that there is a similarity between PDS and SOSwP. As long as \( K \) is convex closed, (3.8) (b) fits with maximal monotone DIs in Section 2.2: it is precisely this property that is used to prove that the solution is slow, relying on [123, Proposition 3.4]. When \( K \) is a prox-regular set, the equivalence between (2.31) (a) and (3.8) (b) is shown in [300, Lemma 2.7] and [505, Proposition 5]. The minimal norm property of Theorem 3.3 holds in this case also [300, Proposition 2.10] [374, Theorem 3.2].

**Remark 14.** DIs of the form \( \dot{x} = -x + \text{proj}[K; x - \partial \phi(x) - \epsilon(t) \partial \xi(x)] \), \( x(0) = x_0 \in K \), are studied in [106] for the sake of optimization problems, with \( \phi(\cdot) \) and \( \xi(\cdot) \) convex continuous functions, \( K \subseteq \mathbb{R}^n \), \( \epsilon(t) > 0 \) and \( \lim_{t \to +\infty} \epsilon(t) = 0 \). Still using the same tools we find that this can be rewritten equivalently as the implicit DI: \( \dot{x} = -x + f(x) - N_K(x + x) \): this does not fit with maximal monotone DIs of
Section 2.2, nor with the above projected systems. Their well-posedness with slow AC solutions is proved in [106, Theorem 1].

As alluded to in Remark 6, the right-hand side of (2.31) (a) makes sense for much larger classes of sets $K$ if one uses Clarke’s cone $T_K^C(x)$. What about Proposition 3.2 and Theorem 3.3, with non convex sets (e.g., prox-regular sets), and set-valued vector fields? Notice that minimum norm solutions are present in DIs like (3.8) (b) with prox-regular sets $K$ [33, Theorem 4.2] [61, Theorem 10.1.1] (because the Bouligand tangent cone to prox-regular sets is LSC) [374].

3.9. HOSwP, complementarity systems, VIs. As for the SOSwP, there is a natural link between HOSwP in (2.9) and complementarity systems, due to the basic link between normal cones to polyhedral sets and complementarity conditions. It can be shown [6, Theorem 1] that $0 \leq z_1(t^+) \perp dv_r(\{t\}) \geq 0$ for all $t$, where $dv_r$ is the measure inside the set $N_{r\Phi_m}^{-1}(z_{r-1}(t^-))$ in (2.9c). This measure is in fact the measure part of the distributional multiplier $\lambda$ in (2.8). We see consequently that the HOSwP formalism incorporates complementarity between $\lambda$ and $z_1$, and can be considered as the right formulation of autonomous LCS (2.22) with arbitrary relative degree. Contrary to (2.22b) which is mathematically meaningful only outside state jump times, the HOSwP complementarity holds everywhere (and this has crucial consequences on its time-discretization via an event-capturing time-stepping scheme [6, Section 5]). The HOSwP is rewritten in a complementarity formalism as follows:

$$\begin{cases}
Dx = A\{x\} + B\lambda \\
0 \leq w(t) = Cx(t) \perp \chi_r(t) \geq 0, \ \forall t \text{ that is not an atom of } dv_i, 1 \leq i \leq r \\
0 \leq w(t^+) \perp dv_r(\{t\}) \geq 0, \forall t,
\end{cases}$$

(3.9)

where $D$ denotes distributional derivative, $dv_i$ is a measure, and $\chi_r(\cdot)$ are defined in Section 2.1.3. As shown in [6], the HOSwP can be formulated as a special kind of QVI, using the normal cone definition (A.2) in Section A.1.2. In other words, the inclusions in (2.9b) are equivalent to: Find $z_{e,i}(t) \in T_{Φ_m}^{i-1}(Z_i(t^-))$ such that

$$\langle dz_i - z_{i+1}(t)dt, y - z_{e,i}(t) \rangle \geq 0, \text{ for all } y \in T_{Φ_m}^{i-1}(Z_i(t^-)), \ 1 \leq i \leq r - 1,$$

(3.10)

while the one in (2.9c) reads: Find $z_{r,r}(t) \in T_{Φ_m}^{r-1}(Z_r(t^-))$ such that

$$\langle dz_r - CA^{-1}W^{-1}z(t)dt, y - z_{e,r}(t) \rangle_{CA^{-1}B} \geq 0, \text{ for all } y \in T_{Φ_m}^{r-1}(Z_r(t^-)).$$

(3.11)

Finally let us note that HOSwP are closely related to switching DAEs [132].

3.10. Relay systems and LCS. We have seen in Remark 12 that the relay system (2.35) with full rank $D$, can be recast into particular DIs which under some conditions are ODEs. As shown in [149, Chapter 7] [305, 397], relay systems (2.35) with $E_3 = 0$ and $E_4 = 0$, can be rewritten as an LCS as follows:

$$\begin{cases}
\dot{x} = Ax + E_1u + Be + (-2B \lambda \hat{A})x + (D \tilde{E}_4 + \hat{F} + \tilde{B}\lambda) \\
\dot{z} = \begin{pmatrix} z^a \\ z^b \end{pmatrix} = \begin{pmatrix} 0 & -2B & 0 \\ -D & e & 0 \end{pmatrix} x + \begin{pmatrix} 0 \\ 2D & I_m \end{pmatrix} \begin{pmatrix} \lambda^a \\ \lambda^b \end{pmatrix} \\
0 \leq \hat{\lambda} \perp \tilde{z} \geq 0,
\end{cases}$$

(3.12)

with $e = (1, 1, \ldots, 1)^T \in \mathbb{R}^m$, $z^a \in \mathbb{R}^m$, $z^b \in \mathbb{R}^m$, $\tilde{B} \in \mathbb{R}^{m \times 2m}$, $\hat{C} \in \mathbb{R}^{2m \times n}$. This is a consequence of rewriting the set-valued signum function in a complementarity framework [130, Equation (5.122)]. Notice that (3.12) can be rewritten in a DI formalism as the $x$-dynamics in (3.2) (with added input $u = \tilde{E}_4$).
Lemma 3.4. Suppose that $PB = CT$ for some $P = PT > 0$, and that $D \geq 0$ in (2.35). Equivalently $\frac{\partial}{\partial \lambda} B = CT$ and $D \geq 0$.

The proof is led by simple calculations. It shows that the passivity properties of $(A, B, C, D)$ in (2.35) transport to $(A, B, C, D)$ in (3.12). The results in Section 3.4 yielding the FOSwp (3.6) do not apply to (3.12) since $\overline{D}$ is never zero. Lemma 3.4 proves that $\{\ker(D + DT) \subset \ker(PB - CT)\}$ is equivalent to $\{\ker(\overline{D} + DT) \subset \ker(\frac{\partial}{\partial \lambda} B - CT)\}$, so the results in [524, Theorem 1, Corollary 2] can be used to analyse the relay LCS in (3.12). The fundamental operator for (3.12) is $x \mapsto \overline{\lambda} \in (\overline{D} + \partial \psi_{\overline{x}^T})^{-1}(-\overline{C}x - \overline{D}_4)$. Conditions under which it is single valued Lipschitz continuous can be studied using [135, Propositions 3, Corollary 1]. We see that the relative degree between $\overline{z}$ and $\overline{\lambda}$ is zero since $\overline{D}$ has full rank. However at most $\overline{D} \geq 0$ (even if $\overline{D} > 0$) so that the LCP: $0 \leq \overline{\lambda} \perp \overline{z} \geq 0$ may have zero or several solutions, see [130, Theorem 5.7, Proposition 5.18, Example 5.11]. Nevertheless, it is found by inspection that this LCP is feasible (choose $\lambda^a = e$ and $\lambda^b \geq 0$ such that $\overline{C} - \overline{D}e$), thus it is solvable [210, Theorem 3.1.2], and its solution set is convex polyhedral with a minimum norm element [210, Theorem 3.1.7]. It can be verified that if $C + De \geq 0$, then $\lambda^a = e$ and $\lambda^b = C + De$ is a solution, while if $C + De \leq 0$ then $\lambda^a = \lambda^b = 0$ is a solution. Thus if $m = 1$ there is always one solution for any $x$. This short analysis shows that the LCS (3.12), may not be the best formulation for relay systems (see Remark 12 for the case $D = DT > 0$).

Remark 15. This is in fact a particular instance of relationship between a system where $\mathcal{F}(\cdot, \cdot)$ in (1.1) is PWL (possibly set-valued with “vertical” branches), and complementarity systems. The resulting complementarity problem may not be an LCP however, but something more complex, see [125, Examples 4-7] and Section 3.15.

Interestingly enough the $\xi$-dynamics in (3.2) can also be recast into an LCS framework. Indeed the hyperbox $[-1,1]^m = \{\lambda \in \mathbb{R}^m | \overline{C} \lambda + e \geq 0\}$, $\overline{C} \in \mathbb{R}^{2m \times m}$, $e = (1,1,\ldots,1)^T \in \mathbb{R}^m$. The rows of $\overline{C}$ are of the form $\overline{C}_{2i\cdot} = (0,\ldots,0,-1,0,\ldots,0)$ for $1 \leq i \leq m$, and $\overline{C}_{(2i+1)\cdot} = (0,\ldots,0,1,0,\ldots,0)$ for $0 \leq i \leq m - 1$. Then $N_{[-1,1]^m}(\lambda) = \{\xi \in \mathbb{R}^m | \xi = \sum_{i=1}^{2m} \alpha_i \overline{C}_{i\cdot} \leq \alpha_i \perp \overline{C}_{i\cdot} \lambda + 1 \geq 0\}$. Thus we get an equivalent representation of the system as:

$$\begin{cases}
\dot{\xi} = A^T \xi + CT \overline{C}^T \alpha \\
0 \leq \alpha \perp CD^T \xi + CDC^T \alpha + e \geq 0.
\end{cases}$$

3.11. PWL systems and complementarity systems. In the first paragraph we show how to construct a PWL system (a subclass of the switching systems presented in Section 2.6) from a relative degree zero LCS. In the second paragraph, we show how to pass from a PWL system, to an intermediate nonlinear relay system, then an NLCS.

From LCS to PWL systems. Let us consider that $D$ in (2.22) is a P-matrix. A basic complementarity theory result states that $\lambda$ is a PWL function of $C\lambda + E_3u + E_4$ [210], i.e., $\lambda = f(C\lambda + E_3u + E_4)$ with $f: \mathbb{R}^m \rightarrow \mathbb{R}^m$ Lipschitz continuous and PWL. Hence the LCS is the PWL system: $\dot{x} = Ax + Bf(C\lambda + E_3u + E_4) + E_1u + E_2$. This means that the state space can be splitted in cells within which the vector field is constant (see [266, Example 7.4] for a planar example). A very simple illustrating example is: $\dot{x} = \lambda$, $0 \leq \lambda \perp z = x + u + \lambda \geq 0$. If $x + u \geq 0$ then $\dot{x} = 0$, if $x + u \leq 0$ then $\dot{x} = -x - u$. Here, the complementarity conditions define two cells partitioning $\mathbb{R}$: $x \geq -u$ and $x \leq -u$. Thus we see that the state space’s cells depend on the control $u$ through the matrix $E_3$. They can also depend on $u$ through $C = C(u)$ as pointed out in Section 2.4.3, for instance we may set $0 \leq \lambda \perp z = ux + h \geq 0$. Such
a dependency is rarely considered in the literature on PWL systems, though it may have crucial consequences on various issues (well-posedness, stability, stabilization, controllability, optimal control, etc). Another example is as follows:

**Example 5.** Consider the complementarity condition in (2.22) with \( m = 2, \ C = I_2, \ E_3 = I_2, \ E_4 = 0, \ u(t) = (u_1(t), u_2(t))^T, \) and \( D = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} \) (so \( D \) is a P-matrix). The following cases are in range.

1. \( \lambda_1, \lambda_2 > 0 \) and \( x_1 + 2\lambda_1 + \lambda_2 + u_1(t) = 0, \ x_2 + \lambda_1 + \lambda_2 + u_2(t) = 0. \) Then, the complementarity problem has the unique solution \( \lambda = (x_2 - x_1 - u_1(t) + u_2(t), x_1 - 2x_2 + u_1(t) - 2u_2(t))^T \) if \( x \in R_1(t) \) where \( R_1(t) = \{ x \in \mathbb{R}^2 | x_1 < -u_1(t), \ u_1(t) - u_2(t) + x_1 < x_2 < \min \left( \frac{x_1-u_1(t)+2u_2(t)}{2}, -u_2(t) \right) \} \), and \( R_1 = \{ x \in \mathbb{R}^2 | x_1 < 0, \ x_2 \in (x_1, \frac{u_1(t)}{2}) \} \) if \( u_1(\cdot) = u_2(\cdot) = 0. \)

2. \( \lambda_1 > 0, \lambda_2 = 0 \) and \( x_1 + 2\lambda_1 + u_1(t) = 0, \ x_2 + \lambda_1 + u_2(t) \geq 0. \) The complementarity problem has the unique solution \( \lambda = \left( -\frac{x_1+u_2(t)}{2}, 0 \right)^T \) if \( x \in R_2(t) \) where \( R_2(t) = \{ x \in \mathbb{R}^2 | x_1 < -u_1(t), \ x_2 > \frac{x_1}{2} + \frac{u_1(t)}{2} - u_2(t) \}. \)

3. \( \lambda_1 = 0, \lambda_2 > 0 \) and \( x_1 + \lambda_2 + u_1(t) \geq 0, \ x_2 + \lambda_2 + u_2(t) = 0. \) The complementarity problem has the unique solution \( \lambda = (0, -x_2 - u_2(t))^T \) if \( x \in R_3(t) \) where \( R_3(t) = \{ x \in \mathbb{R}^2 | x_2 < u_2(t), \ x_1 > x_2 + u_2(t) - u_1(t) \}. \)

4. \( \lambda_1 = \lambda_2 = 0 \) and \( x_1 + u_1(t) \geq 0, \ x_2 + u_2(t) \geq 0. \) The complementarity problem has the unique solution \( \lambda = (0, 0)^T \) if \( x \in R_4(t) \) where \( R_4(t) = \{ x \in \mathbb{R}^2 | x_1 > -u_1(t), x_2 > -u_2(t) \} \).

The mapping \( x \mapsto (\lambda(x, u(t))) \) is PWL and continuous, the four cells are depicted in Figure 3.1 in the case \( u(\cdot) = 0. \)

![Fig. 3.1: The four regions in Example 5, with \( u(\cdot) = 0. \)](image)

\( \Rightarrow \) Thus one can say that LCS with \( D \) a P-matrix \( (\Rightarrow r = (0, \ldots, 0)^T) \) naturally represent some classes of PWL systems with continuous PWL vector field.

It is also known that LCCS (see Section 2.4.3) with \( K \) a polyhedral convex cone, are conewise PWL systems (i.e., a switching system where the cells \( R_i = \{ x \in \mathbb{R}^n | C_i x \geq 0 \} \) are convex cones, and \( f_i(x) = A_i x \) [157, 462].

**From PWL systems to complementarity systems.** The reverse question is less systematic, i.e., given a switching system as in Section 2.6, with possible vector field discontinuities, what is its representation as a complementarity system? Some answers are given in [266, Section 11] [7, 226, 378, 149, 551, 156]. A systematic way to
pass from a one-dimensional continuous PWL curve, to a complementarity problem, is provided in [551] (an example is treated in Section 3.15, see (3.19), see also [125, Examples 4-7]). The algorithm in [378, Section 2.6.3] allows one to pass from a continuous switching PWL vector field, to a function with nested absolute values, which can in turn be written via complementarity relations. The most intuitive idea, used in [4, 7, 226] (see also [518]) is to associate with each cell, a step function which plays the role of a discrete Boolean function. Let us start with a simple case.

**Proposition 3.5.** Let \( x \in \mathbb{R}^n, A_1 \) and \( A_2 \in \mathbb{R}^{n \times n}, a_1 \) and \( a_2 \in \mathbb{R}^n, H \in \mathbb{R}^{1 \times n}, h \in \mathbb{R} \). The dynamical complementarity system:

\[
\begin{aligned}
\dot{x} &= \frac{1}{2}(A_1 + A_2)x + \frac{1}{2}(A_2 - A_1)x + a_2 - a_1\lambda + \frac{1}{2}(a_1 + a_2) \\
Hx + h &= \lambda_1 - \lambda_2 \\
0 &\leq 1 + \lambda \perp \lambda_1 \geq 0 \\
0 &\leq 1 - \lambda \perp \lambda_2 \geq 0,
\end{aligned}
\]  

(3.14)

is equivalent to the relay system: \( \dot{x} = \frac{1}{2}(A_1 + A_2)x - \frac{1}{2}(A_2 - A_1)x + a_2 - a_1\sgn(Hx + h) + \frac{1}{2}(a_1 + a_2) \), and they both represent the Filippov convexification (2.34) of the PWL switching system: \( \dot{x} = A_1x + a_1 \) if \( Hx + h > 0 \), \( \dot{x} = A_2x + a_2 \) if \( Hx + h < 0 \). If \( A_1x + a_1 = A_2x + a_2 \) when \( Hx + h = 0 \), then the switching system is equivalent to the LCS:

\[
\begin{aligned}
\dot{x} &= A_1x + a_1 + B\lambda \\
0 &\leq \lambda \perp z = Hx + h + D\lambda \geq 0
\end{aligned}
\]  

(3.15)

with \( D > 0, A_2 = A_1 - \frac{1}{D}BH, a_2 = a_1 - \frac{1}{D}Bh \).

The proof of the first equivalence relies on the fact that the set of complementarity conditions in (3.14), is equivalent to \( -\lambda \in \sgn(Hx + h) \) [130, §5.4.4.2], then checking that the right-hand side is the convex hull of the two vector fields when \( Hx + h = 0 \). The second equivalence follows by solving the LCP. We see that the relay system in Proposition 3.5 fits neither with (2.35), nor with (2.16), and is not of a bilinear relay system. The extension of Proposition 3.5 to \( p \) cells is proposed in [266] when \( n = 2 \). An interesting issue is to analyse the case of switching systems with exogeneous switching times, obtained by setting \( h = h(t) \) which could rule the switches between \( Hx(t) + h(t^-) > 0 \) and \( Hx(t) + h(t^+) < 0 \). Various results on systems as in Proposition 3.5 can be found in [534] (relationships between Caratheodory and Filippov’s solutions, uniqueness, Zeno behaviour).

Another class of PWL systems which can be easily transformed into complementarity systems, is made by max-min systems, i.e., systems involving max(0, ·) and min(0, ·) functions. Networks with unilateral interactions [408] belong to this class, and some hysteresis models use such operators as well [366]. Let us consider the next example taken from [408, Equation (4)]: \( \dot{x}_1 = \max(0, x_3 - x_1), \dot{x}_2 = (x_1 - x_2) + \min(0, x_3 - x_2), \dot{x}_3 = \max(0, x_1 - x_3) \). From the equivalence \( z = \max(0, u) \Leftrightarrow \{ z = \lambda \text{ and } 0 \leq \lambda \perp \lambda - u \geq 0 \} \) [587, 378], and \( z = \min(0, u) = -\max(0, -u) \), one can rewrite equivalently the system as the LCS:

\[
\begin{aligned}
\dot{x} &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} x + \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \lambda \\
0 &\leq \lambda \perp \lambda + \begin{pmatrix} 1 & 0 & -1 \\ 0 & -1 & 1 \\ -1 & 0 & 1 \end{pmatrix} x \geq 0.
\end{aligned}
\]  

(3.16)
This LCS has $D = I_3$, and is thus trivially well-posed, being a PWL system with
continuous Lipschitz vector field, as in Example 5. We can rewrite (3.16) as another
ODE with Lipschitz vector field using (A.6) and (B.1): $\lambda = \text{proj}[R^3; -Cx]$. The case
$z = \max(0, u, v) = \max(\max(0, u), v)$ is treated similarly. Define $z_1 = \max(0, u) \iff 
\{z_1 = \lambda_1$ and $0 \leq \lambda_1 \perp \lambda_1 - u \geq 0\}$. Then $z = \max(z_1, v) \iff z = v + \max(0, z_1 - v) \\
\iff \{z = v + \lambda$ and $0 \leq \lambda \perp \lambda - z_1 + v \geq 0\}$. Thus a network with the dynamics
[408, Equation (20)]: $\dot{x}_1 = \max(0, x_3 - x_1) + \max(0, x_2 - x_1), \dot{x}_2 = \max(0, x_1 - x_2), \dot{x}_3 = \max(0, x_1 - x_3, x_2 - x_3)$, can also be recast into the LCS framework.
The so-called (static, see Remark 8) backlash hysteresis contains functions like $y = \max(u, \min(v, w)) = \max(u, -\max(-v, -w))$ [333, Section 6], which can be rewritten
as $y = w - \lambda_1 + \lambda_2, 0 \leq \lambda_1 \perp \lambda_1 + v - w \geq 0, 0 \leq \lambda_2 \perp -\lambda_1 + \lambda_2 - u + w \geq 0$, indicating a strong link with LCS.

**Remark 16.** Is the relay framework amenable for such min-max systems? One
idea, that we follow again below, is to set $z = u \frac{1 + \text{sgn}(u)}{2}$, which yields the desired result
that $z = \max(0, u)$. Direct extension towards $\max(u, v) = u \frac{1 + \text{sgn}(u - v)}{2} + v \frac{1 - \text{sgn}(u - v)}{2}$
seems more problematic, since at $u = v$ it yields $z \in [0, 2u]$ or $[2u, 0]$. Hence the
resulting right-hand side is strictly larger than $\max(u, v)$ in $u - v = 0$.

Consider now that the state space is separated into four regions (cells) with four
different vector fields $f_i(x)$: $(R_1)$ with $f_1(x)$: $h_1(x) < 0, h_2(x) < 0, (R_2)$ with $f_2(x)$:
$h_1(x) < 0, h_2(x) > 0, (R_3)$ with $f_3(x)$: $h_1(x) > 0, h_2(x) < 0, (R_4)$ with $f_4(x)$:
$h_1(x) > 0, h_2(x) > 0$. An LCS with complementarity conditions as in Example 5,
defines such regions. Following [4, Section 7.1], let us rewrite the systems as:

$$
\dot{x} \in \frac{1 - \text{sgn}(h_1(x))}{2} f_1(x) + \frac{1 - \text{sgn}(h_2(x))}{2} f_2(x) + \frac{1 + \text{sgn}(h_1(x))}{2} f_3(x) + \frac{1 + \text{sgn}(h_2(x))}{2} f_4(x),
$$

(3.17)

where $\text{sgn}(\cdot)$ is the set-valued signum function. Such a procedure can be extended
to $m$ regions [226, Equation (4.2)], then each term on the right-hand side involves
the product of $m$ step functions $\sigma^+(x) \triangleq \frac{1 + \text{sgn}(x)}{2}$ and $\sigma^-(x) \triangleq \frac{1 - \text{sgn}(x)}{2}$. Due to the
products of step functions in the right-hand side of (3.17), the mere mathematical
meaning of such a DI is not straighforward. We can associate with each step function
a set of complementarity conditions as in (3.14). However we see that this will
necessarily involve products of multipliers like $\lambda$ in the dynamics: what we obtain
is far from a gentle LCS, it is an NLCS (2.24) where the vector field in (2.24a) is
nonlinear in $\lambda$. Thus giving a precise mathematical meaning to the vector field on
the boundaries between the cells $R_i$ is mandatory, especially if these surfaces are
attractive of codimension $\geq 2$ and give rise to sliding modes (as defined by Filippov)
which are undetermined in the sense that Filippov’s convexification does not yield
a unique vector field on such surfaces (it is noteworthy that the right-hand side of
the DI in (3.17), is Filippov’s convexification (2.34) everywhere except on the codimen-
sion 2 surface $\Sigma \triangleq \{x \in R^n \mid h_1(x) = h_2(x) = 0\}$ (see for instance [220] for an
analysis of this issue, based on a suitable regularisation inside $\Sigma$ which allows one to
choose a particular selection of the set-valued right-hand side). Let us briefly review
the approach taken in [7] to relate (3.17) to complementarity systems. It consists
first of interpreting the DI (3.17) as an Aizerman-Pyatnitskii’s DI (AP-DI) [44, 45],
instead of a Filippov’s DI (an idea also used in [404] who in passing study the rela-
tionships between a class of nonlinear relay systems and DIs). Let $f(x, u)$ be given,
with $f : R^n \times R^p \rightarrow R^n$ continuous in both $x$ and $u, u : R^n \rightarrow R^p$ is discontinuous.
At points of discontinuities, it is assumed that $u_i \in U_i(x)$ and $u_j \in U_j(x), i \neq j$, vary
independently. The right-hand side of an AP-DI is defined as
\[ G(x) = \{ y \in \mathbb{R}^n \mid y = f(x, u), u_i \in U_i(x), 1 \leq i \leq p \}. \]
In general \( G(x) \) is not convex, and it is usually tempting to use instead \( H(x) = \text{conv}(G(x)) \). For (3.17) the AP-DI right-hand side is constructed as follows. Let us rewrite (3.17) as:
\[ \dot{x} = f(x) + \sum_{i=1}^{4} f_i(x) g_i^{+}(\sigma_1(x_1), \sigma_2(x)), \]
where \( f_i(x) g_i^{+}(\sigma_1(x_1), \sigma_2(x)) \) represents every occurrence of \( \sigma^{+}(h_1(x)) \) in (3.17). Thus letting \( \sigma_1 \in [0, 1] \), i = 1, 2, the AP-DI right-hand side is equal to \( f(x) + \sum_{i=1}^{4} f_i(x) g_i^{+}(\sigma_1, \sigma_2) \), replacing every occurrence of \( \sigma^{+}(h_1(x)) \) by \( \sigma_1 \) and every occurrence of \( \sigma^{+}(h_2(x)) \) by \( \sigma_2 \):
\[ G(x) = \{ z \in \mathbb{R}^n \mid z = f(x) + \sum_{i=1}^{4} f_i(x) g_i^{+}(\sigma_1, \sigma_2) \}. \]
Under some conditions on the functions \( f_i(\cdot) \) and \( g_i^{+}(\cdot) \) (which are satisfied for the models studied in [7]) one has \( G(x) = \text{conv}(G(x)) = F(x) \) with \( F(x) \) in (2.24), and the existence of AC solutions follows. Our point is however here to exhibit an NLCS from (3.17). First of all let us notice that for any scalars \( \sigma \) and \( h : \sigma \in \frac{1 + \text{sgn}(h)}{2} \Leftrightarrow 2\sigma - 1 \in \text{sgn}(h) \Leftrightarrow h \in N_{-1, 1}(2\sigma - 1) \Leftrightarrow h \in N_{0, 1}(\sigma) \), where we used material from Section A.2.4. We can therefore rewrite equivalently the DI in (3.17) as:
\[
\begin{cases}
\dot{\lambda} = f(x) + \sum_{i=1}^{4} f_i(x) g_i^{+}(\sigma_1, \sigma_2) \\
\dot{h}_i(x) = N_{[0, 1]}(\sigma_i), \quad i = 1, 2.
\end{cases}
\]
Letting \( \lambda = (\sigma_1, \sigma_2, \xi_1, \xi_2, \xi_{1,2}, \xi_{2,2})^T \), the dynamics in the right-hand side of (3.18) is an NLCS with an added equality of the form \( H(x, \lambda) = 0 \) in (2.24), which we could name a mixed NLCS. This idea can be used to recast the operator \( [\omega]^+ = \omega \) if \( \omega > 0 \) and \( z > 0 \), and \( [\omega]^- = 0 \) otherwise, into NLCS: the cells \( R_i \), \( 1 \leq i \leq 4 \), are the quadrants of \( \mathbb{R}^2 \), and \( f_i(\omega, z) = \omega \) while \( f_i(\omega, z) = 0 \) for \( 2 \leq i \leq 4 \), hence \( [\omega]^+ = \sigma^{+}(\omega)\sigma^{-}(z)\omega \) and is the Filippov’s convexification of the switching PWL vector field. Such operators are used in [244, 268, 190, 302] for the sake of designing dynamical systems whose equilibria are the solutions of optimization problems (we saw in Section 2.5 the relation with projected dynamics and this operator), in [579] for instant model predictive control.

\[ \Rightarrow \text{An open question is how to relate LCS with } D \text{ a } P\text{-matrix, and DIs as in (3.17). In other words, under which conditions can one construct an LCS with a } D \text{ that is a } P\text{-matrix, starting from the generic formulation in (3.17), with arbitrary number of cells?} \]

### 3.12. Complementarity systems and nonsmooth DAEs

It is well known that a complementarity condition between two scalar variables: \( 0 \leq \lambda \perp z \geq 0 \) is equivalent to \( \phi(\lambda, z) = 0 \) where \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is any complementarity function [4, Definition 12.53]. The most well-known C-function is \( \phi(\lambda, z) = \min(\lambda, z) \), but there are many other ones [4, p.386] [240, Section 1.5.1], some of which are non-differentiable, and some are differentiable (everywhere). Extending this to \( \lambda \in \mathbb{R}^n \) is easy, getting a vector C-function \( \Phi(\lambda, z) \). Then any complementarity system may be seen as a DAE: \( \dot{x} = f(x, \lambda, u, t) \) subject to \( \Phi(\lambda, z) = 0 \). The topic of nonsmooth DAEs is important in process and chemical engineering applications [516], and its relationships with complementarity systems still deserves further studies.

### 3.13. Maximal monotone DIs and convex processes

A so-called convex process, as introduced in [491, Section 39], is a DI: \( \dot{x} \in A(x) \), with \( A : \mathbb{R}^n \to \mathbb{R}^m \),
such that Graph(A) is a convex cone: \( A(\alpha x) = \alpha A(x) \) for all \( \alpha > 0 \) and \( x \in \text{dom}(A) \), \( A(x_1) + A(x_2) \subset A(x_1 + x_2) \) for all \( x_1, x_2 \in \text{dom}(A) \) (clearly, normal cones and signum-set-valued functions do not satisfy the latter). Typical examples are \([513, 274]\): \( A_1(x) = Mx + K, M \) a constant matrix, \( K \subset \mathbb{R}^n \) a convex cone, of \( A_2(x) = Mx + K_1 \) if \( x \in K_2, A_2(x) = \emptyset \) if \( x \notin K_2, K_1, K_2 \) convex cones. If \( \text{dom}(A) = \mathbb{R}^n \) and the graph is closed, the process is said strict closed convex, in which case \( A(\cdot) \) is a Lipschitzian set-valued map \([513, \text{Theorem } 2.12]\). Consider \( A_2(\cdot) \) with \( K_1 = 0 \) and \( K_2 = \mathbb{R}_+, M = m \in \mathbb{R} \). Consider also \( \dot{x} \in A_3(x) = -N_{\mathbb{R}_+}(x) + mx \), which belongs to the class of systems considered in Section 2.2. One has Graph(\( A_2 \)) = \{ (x, y) \mid y = mx, x \geq 0 \} \subset \text{Graph}(A_3) = \{ (x, y) \mid y = mx, x \geq 0 \} \cup \{ (0, y), y \geq 0 \}; however, Graph(\( A_3 \)) is non convex and hence the process \( \dot{x} \in A_3(x) \) is not convex. Convex processes are also in general non monotone. We infer that convex processes do not belong to the class of set-valued systems analysed in this article. The concept of \emph{monotone process} also exists \([490]\), that is not to be confused with DIs with maximal monotone in Section 2.2.

### 3.14. Mechanical systems with impacts and Filippov’s DIs.
Simple mechanical systems with a single unilateral constraint (or constraints orthogonal in the kinetic metric, see Section 5.4.2) and dissipative impacts with Newton kinematic law \([130]\), can be recast into a class of DIs which may be interpreted through Filippov’s approach \([590, 329, 332]\). This is known as the Zhuravlev-Ivanov transformation, see \([130, \text{Section } 1.4.3]\). Since the obtained DI involves the set-valued signum function, it can also be recast into complementarity systems, using the material in Section 3.10. Thus one passes from a system with AC positions and LBV velocities (a measure DI), to a system with AC solutions. This is one of the many nonsmooth state transformations, which allow one to decrease the system’s nonsmoothness (see \([130, \text{Section } 1.4]\) for a short survey).

### 3.15. Hysteresis operators, DIs, complementarity systems, FOSwP.
Many hysteresis operators such as rheological models made of assemblies of springs, dashpots and Coulomb dry friction elements, lend themselves to a representation with maximal monotone operators \([558]\) \([130, \text{Section } 2.3]\). This has been shown in the case of complex assemblies in \([91, 90, 87]\). Hence, when inserted in dynamics, they give rise to DIs as in (2.16). Following the procedure in \([551]\), the description of the graphs in Figure 2.3 (a) (solid arrows), (b) and (c) is systematic. For instance, the square has the representation:

\[
\begin{pmatrix}
  u \\
  y
\end{pmatrix} = \begin{pmatrix}
  -\varepsilon \\
  -1
\end{pmatrix} + M\lambda_1 + N\lambda_2
\]

\[
0 \leq \lambda_1 \perp \lambda_2 \geq 0, \quad E(\lambda_1 - \lambda_2) = e
\]

with \( M = \begin{pmatrix}
  -1 & 0 & 0 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & 0 & 0 \\
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & 0 & 0 \\
  1 & 0 & 0 & -1 & 0 & 0 \\
  1 & 0 & 0 & 0 & -1 & 0
\end{pmatrix}, \quad N = \begin{pmatrix}
  0 & 2\varepsilon & 0 & -2\varepsilon & 0 & 1 \\
  2 & 0 & 0 & 0 & -2 & -2
\end{pmatrix} \), \( E = e = (1 \ 2 \ 3 \ 4 \ 5)^T \), which is a mixed LCP. It yields

\[
\begin{pmatrix}
  1 & -1 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & 0 \\
  1 & 0 & 0 & -1 & 0 \\
  1 & 0 & 0 & 0 & -1 \\
  0 & 0 & 0 & 0 & -1
\end{pmatrix}
\]

when inserted in a dynamics, a system as in (2.25). The zig-zag operator in Figure 2.3 (b) can also be written \emph{via} complementarity \([378, \text{equation } 2.26]\). This is
quite different from the completed relay operator (dashed arrows in Figure 2.3 (a)), see [558, Section 1.4.1]. In [71, Theorem 2.1] [557, Chapter III], it is shown that the so-called play operator of hysteresis in Figure 2.3 (a), with parallelogram instead of square shape, fits within the FOSwP: $y \in -\mathcal{N}(\cdot)$, and with time-varying LCS (using the normal cone linearization cone, Section A.1.2). Let us now deal with Duhamel model. It is an exercise to transform the Duhamel operator dynamics (2.36) into the NLCS (2.24):

$$\begin{aligned}
\dot{x}_1 &= f_1(x_1, x_2)\lambda_1 + f_2(x_1, x_2)\lambda_2 + v \\
\dot{x}_2 &= v \\
0 &\leq \lambda_1 \perp z_1 = \lambda_1 - v \geq 0 \\
0 &\leq \lambda_2 \perp z_2 = \lambda_2 + v \geq 0,
\end{aligned}$$

(3.20)

where $v = \dot{u}$, hence $x_2(\cdot) = u(\cdot)$ if $x_2(0) = u(0)$. Due to the form of the complementarity conditions, $\lambda_1$ and $\lambda_2$ are piecewise continuous, Lipschitz functions of $v$, so that (3.20) is a kind of nonlinear system, PWL in the input. The Duhamel hysteresis operator (2.36) can be modified to a constrained version, and thus can be written as a VI, equivalently as a DI into the normal cone $\mathcal{N}_S(u)$ to a set $\mathcal{S}(u) = [\gamma_r(u), \gamma_l(u)]$, $\gamma_r(\cdot)$ and $\gamma_l(\cdot)$ are continuous and non decreasing, $\gamma_r(u) \leq \gamma_l(u)$ for all $u$ [558, Section 1.2.1]. Then $y(t) \in \mathcal{S}(u(t))$ for all $t \geq 0$. One then obtains from [558, Equation (1.26)]:

$$\begin{aligned}
\dot{x}_1 - f_1(x_1, x_2)\lambda_1 - f_2(x_1, x_2)\lambda_2 &\in -\mathcal{N}_{\mathcal{S}(x)}(x_1) \\
\dot{x}_2 &= v \\
0 &\leq \lambda_1 \perp z_1 = \lambda_1 - v \geq 0 \\
0 &\leq \lambda_2 \perp z_2 = \lambda_2 + v \geq 0.
\end{aligned}$$

(3.21)

The system in (3.21) is a mixture between a FOSwP with state dependent set $\mathcal{S}(x)$, and complementarity conditions. The complementarity conditions make a perturbation $f(t, x, v)$ in (2.2b), which is PWL in $v$. The multifunctions in Figure 2.3 (a) and (b) can be represented with complementarity relations, since their graph is PWL [551]. The case of the delayed relay hysteresis in Figure 2.3 (c) is more complex, because the vertical segments cannot be reached by any pair $(u, y)$. Further studies on hysteresis (the rate independent play operator) and the FOSwP are in [353, 354, 362, 361], where the so-called stop operator $\mathcal{A} : W^{1,1}(0, T; \mathbb{R}^n) \to W^{1,1}(0, T; \mathbb{R}^n)$, $u \mapsto x$, has the dynamics $\dot{x} + \mathcal{A}(x) \ni u$, $x(t) \in \mathcal{S}$ for all $t \geq 0$; it has Lipschitz continuous solutions $x(u)$.

Let us end this section with the double inclusion [557, Section VI.3]: $(\partial\psi_{K_1})^{-1}(\dot{x}) + \partial\psi_{K_2}(x) \ni u(t)$, $K_1 \subseteq \mathbb{R}^n$ and $K_2 \subseteq \mathbb{R}^n$ closed convex sets. This is rewritten as $\dot{x} \in \partial\psi_{K_1}( -\partial\psi_{K_2}(x)) + \partial\psi_{K_2}(u)$, which is close to a degenerate FOSwP [369, 371]. Assume the sets are cones. Using (B.1) and after few manipulations, one obtains the cone LCS: $\dot{x} = \eta(x) + \gamma(u)$, $K_1 \ni u \perp -\gamma(u) \in K_1^\perp$, $K_2 \ni x \perp \mu(x) \in K_2^\perp$, $K_1 \ni \mu(x) \perp -\eta(x) \in K_1^\perp$. Letting $\lambda = (\gamma, \mu, \eta)^T$, one sees that the matrix $D$ in the variable $z$ of the complementarity conditions as in (2.22), is singular for such systems.

### 3.16. Conclusions

All the introduced formalisms are closely related one with each other. Even in case of equivalence, each framework may possess its own advantages and drawbacks. For instance complementarity systems usually lend themselves very well to numerical simulation, because of efficient LCP solvers [4, 240]. They can also easily handle classes of PWL systems with time-varying, or control-dependent cells (see Example 5 in Section 3.11). It is also easy to consider control-dependent
constraint-sets in the FOSwP. Normal cones are convenient for stability issues, being maximal monotone operators. Maximal monotone operators encompass classes of infinite dimensional systems, while such extensions are less clear for other formalisms. It is possible that the field of application of each formalism, is-and will remain-one of the most important challenges for our systems. The question of generality of a mathematical model, is crucial: what is the degree of generality, above which a formalism becomes useless, because it is intractable for analysis, control, numerical simulation? Most of the above formalisms could be embedded into:

\[ P(t, x) \dot{x} \in F(t, x) - G(t, x) (g(t, x) + M_{t, x})^{-1} (h(t, x)) \]  

(3.22)

with a matrix \( P \) constant and full-rank, \( F(\cdot) \) may be set-valued, \( M_{t, x}(\cdot) \) maximal monotone for each \( t \) and each \( x \), or with a relaxed property \( (M_t(\cdot) = \partial \varphi_t(\cdot) \) with \( \varphi_t(\cdot) \) non convex function). One could also consider switching systems where the dynamics in each cell is a DI as (3.22). The case of varying singular matrix \( P(t, x) \), possibly set-valued, is also worth investigating, and its relationships with switching DAE with state-dependent switching times, as well as mixed LCS, should be studied. See (4.7) for a motivating example involving \( P(x, \dot{x}) \). The usefulness of such extensions has to be justified either by an application field, or by the ability to bring new theoretical results. It seems that systems with time delays have been analyzed only in the framework of FOSwP, with delay in the perturbation \( f(\cdot, \cdot) \). Finally as alluded to in Section 2.1.5, singular FOSwP, MLCS, switching DAEs, singular DIs as in (2.18) and their relationships, whose analysis remains largely open, deserve attention.

4. Applications. Let us describe some applications of the foregoing mathematical formalisms. In view of the above developments, all these models can be interpreted as in (1.1).

4.1. Electrical circuits. Electrical circuits have been studied in a set-valued framework in various articles and books [93, 256, 507, 552, 152, 21, 2, 11, 135, 9, 19, 27, 378, 546, 377, 12, 278]. The dynamics of electrical circuits with ideal, set-valued components (diodes, Zener diodes, transistors) can be recast into LCS as in (2.22) (a fact known since at least [377] building on earlier works by van Bokhoven and Leenaerts, see [378] and references therein), or as FOSwP (a fact noticed for the first time in [125, Section IV]), or as DVIs. Roughly speaking, circuits with ideal diodes are passive LCS with relative degree between \( z \) and \( \lambda \) equal to zero or one (from Theorem D.2 they have a transfer matrix with total index 1, and a supply rate \( \lambda^T \dot{z} = 0 \)). Let us illustrate this with the circuits depicted in Figures 4.1 and 4.2. Roughly speaking, the set-valued part comes from the voltage/current law of the diodes, while the smooth
part of the dynamics represents RLC dynamics.

Fig. 4.1a: \[
\begin{align*}
\dot{x}_1 &= \begin{pmatrix} 0 & -\frac{1}{L} \\ \frac{1}{C} & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 & -\frac{1}{L} \\ \frac{1}{C} & 0 \end{pmatrix} \lambda \\
0 \leq \lambda \perp z &= \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 & -1 \\ \frac{1}{R} & 0 \end{pmatrix} \lambda \\
&= C_1, = B_1, = D_1
\end{align*}
\]

\[x_1 = v_L, x_2 = i_L, \lambda = (-v_{DR1}, -v_{DF2}, i_{DF1}, i_{DR2})^T, y = (i_{DR1}, i_{DF2}, -v_{DF1}, -v_{DR2})^T.\] (4.1)

Fig. 4.1b: \[
\begin{align*}
\dot{x}_1 &= \begin{pmatrix} \frac{1}{R}C & \frac{1}{RC} \\ \frac{1}{RC} & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 0 \\ \frac{1}{R} & 0 \end{pmatrix} \lambda \\
0 \leq \lambda \perp z &= \begin{pmatrix} 0 & 0 \\ -\frac{1}{2RC} & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \lambda \\
&= D_2
\end{align*}
\]

\[x_1(t) = \int_0^t i_1(s)ds, x_2(t) = \int_0^t i_2(s)ds, x_3 = v_2, \lambda_1 = -i_3, \lambda_2 = v_1.\] (4.2)

Fig. 4.1c: \[
\frac{\dot{x}}{\dot{\lambda}} = -\frac{R}{L} x + \frac{1}{L} \lambda \\
0 \leq \lambda \perp z = x - i(t) \geq 0
\] (4.3)

Fig. 4.2a: \[
\begin{align*}
\dot{x}_1 &= \begin{pmatrix} 0 & -\frac{1}{LC} \\ \frac{1}{R}L & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 0 \\ \frac{1}{R} & 0 \end{pmatrix} \lambda + \begin{pmatrix} 0 & 0 \\ \frac{1}{R} & 0 \end{pmatrix} u(t) \\
0 \leq \lambda \perp z &= \begin{pmatrix} 0 & -1 \end{pmatrix} x_1 \geq 0 \\
&= C_4, = B_4
\end{align*}
\]

\[x_1(t) = \int_0^t i(s)ds, x_2 = i, \lambda = v.\] (4.4)

Fig. 4.2b: \[
\begin{align*}
\dot{x}_1 &= \begin{pmatrix} -\frac{1}{RC} & 1 \\ \frac{1}{RC} & 0 \end{pmatrix} x_1 + \begin{pmatrix} -\frac{1}{RC} \\ \frac{1}{RC} \end{pmatrix} \lambda + \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{R} \end{pmatrix} u(t) \\
0 \leq \lambda \perp z &= \begin{pmatrix} \frac{1}{RC} & -1 \end{pmatrix} x_1 + \begin{pmatrix} \frac{1}{R} \end{pmatrix} \lambda + \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{R} \end{pmatrix} u(t) \geq 0 \\
&= D_5
\end{align*}
\]

\[x_1(t) = \int_0^t i_1(s)ds, x_2 = i_2, \lambda = v, u^T = (u_1, u_2).\] (4.5)
The first five circuits’ dynamics can be recast into (2.22) with feedthrough matrices satisfying: \( D_i \gg 0, D_1 \) full rank, \( D_1 \neq D_1^T \) and \( D_1 \neq -D_1^T, D_2 = D_2^T \gg 0, D_3 = D_4 = 0, D_5 = D_5^T \gg 0 \). Thus they may be analysed with different tools, starting with the developments in Section 3 (for instance, the circuit in Figure 4.1 (b) fits within the framework of [135] and (2.17), the one in Figure 4.1 (c) can be recast as a FOSwP, while the one in Figure 4.2 (b) is an ODE with Lipschitz right-hand side). The circuit in Figure 4.1 (d) has two ideal Zener diodes mounted in series, each one satisfying:

\[
\begin{align*}
    D_1 & \gg 0, \\
    D_1 & \neq D_1^T, \\
    D_1 & \neq -D_1^T, \\
    D_2 & = D_2^T \gg 0, \\
    D_3 & = D_4 = 0, \\
    D_5 & = D_5^T \gg 0.
\end{align*}
\]

Thus they may be analysed with different tools, starting with the developments in Section 3 (for instance, the circuit in Figure 4.1 (b) fits within the framework of [135] and (2.17), the one in Figure 4.1 (c) can be recast as a FOSwP, while the one in Figure 4.2 (b) is an ODE with Lipschitz right-hand side).
with such varistor is written as:

\[
\begin{aligned}
R(x_1, x_2) \dot{x}_1 - R(x_1, x_2) x_2 &= u_2(t) - \frac{1}{\lambda} x_1 - \lambda \\
L(x_2) \dot{x}_2 &= -\frac{1}{\lambda} x_1 - \lambda + u_1(t) - u_2(t) \\
0 &\leq \lambda \perp -\dot{x}_1 \geq 0.
\end{aligned}
\] (4.7)

This gives rise to a system as in (3.22) with \( P = P(x, \dot{x}) \). The dynamics in (4.7) is a differential algebraic implicit LCS (more complex than the ZOSwP seen in Section 3.5). The circuit in (4.2) yields also this type of dynamics. It is noteworthy that even in the absence of nonsmooth ingredients, ODEs with powers of the derivatives require specific analysis [243]. Capacitors with polynomial nonlinearities can also be considered [379, 243], which may possess also a hysteretic voltage/charge law [409], hence adding another source of nonsmoothness in the dynamics.

Let \( U_{\text{ns}} \in \mathbb{R}^{m-1} \) and \( I_{\text{ns}} \in \mathbb{R}^m \) be vectors which collect the voltages and the currents at the \( m \) ports of the nonsmooth elements of a circuit. A general formulation of the nonsmooth elements is as follows [2, Chapter 4]:

\[
\begin{aligned}
y &= g_{\text{ns}}(I_{\text{ns}}, U_{\text{ns}}, x, t) \\
0 &= h_{\text{ns}}(I_{\text{ns}}, U_{\text{ns}}, x, t) \\
0 &\in G(x, y) + F(x, y)
\end{aligned}
\] (4.8)

with \( F : \mathbb{R}^{n \times n} \rightrightarrows \mathbb{R}^m \) a set-valued mapping, \( G : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^n \) is a continuously differentiable mapping. The dynamics of circuits with nonsmooth elements is usually obtained after a so-called Modified Nodal Analysis and insertion of (4.8), and results in a complex nonsmooth dynamical system mixing equalities and inclusions [2, Equation (4.3)]. Clearly the tools which are reviewed in this article are not sufficient to analyse nonsmooth circuits in their full generality. But they can prove to be quite useful for a first analysis or control design.

**Remark 17.** Let us notice in passing that dissipativity of \( (A, B, C, D) \) guarantees under mild assumptions that the LCP \( 0 \leq \lambda \perp Cx + D\lambda \geq 0 \), possesses a solution along the dynamical system’s solutions, even if \( D \geq 0 \) as in (4.1). This follows from [29, Theorem 1] which guarantees the maximal monotonicity of the system’s right-hand side, or using [151] (see Proposition 2.1). Then further properties hold [130, Theorem 5.7, Proposition 5.18] [210]. Notice also that when \( D + DT = 0 \) and \( D \neq 0 \), the change of state variable used to get (3.6) no longer applies.

**Remark 18.** What is the motivation to use such nonsmooth models for electronic components? As shown in [407], exponential models of diodes may lead to extremely stiff ODEs for which the Newton-Raphson algorithm fails (see [2, Chapter 7] for comparisons between several integrators, including commercial ones based on SPICE models, or using enumeration of all modes). Some circuits may also have trajectories with sliding modes, in such a case the set-valued nonsmooth models can be simulated in a very efficient way with suitable event-capturing time-stepping methods. Finally set-valued nonsmooth models may simplify the study and help analysing some issues (for instance, discontinuity with respect to initial data, or non uniqueness of solutions, may just mean high sensitivity with respect to parameters and initial data which could not be easily detected and understood using smooth stiff models). The above set-valued nonsmooth models also yield compact formalisms which avoid designers to carry useless ballast, a fact which makes the analysis easier when a very large number \( m \) of nonsmooth elements is considered, implying a number of modes increasing exponentially with \( m \).

4.2. Multibody mechanical systems with unilateral contact.
4.2.1. **Perfectly rigid frictionless bodies.** Multibody mechanical systems dynamics can be written either in the Newton-Euler, or in the Lagrange formalisms. In any case, unilateral constraints represent the signed distances between bodies at potential contact/impact points. They are introduced with gap functions $h_i(q) \geq 0$, $1 \leq i \leq m_u$, where $m_u$ is the number of unilateral constraints. In most of real (industrial) applications, bilateral constraints $g_i(q) = 0$, $1 \leq i \leq m_b$, are also present, here we shall assume that coordinates have been reduced in a suitable way. Contact forces associated with the constraints are introduced through Lagrange multipliers $\lambda_{n,i}$. In many instances, a contact model based on the complementarity conditions
$h_i(q)\lambda_{n,i} = 0$, together with non-negativity $\lambda_{n,i} \geq 0$, is used [130, 478, 272, 442, 385]. This is a contact model that stems from very general and natural physical assumptions, see [130, Section 5.4.1]. This is compactly written as $0 \leq \lambda_n \perp h(q) \geq 0$, which holds componentwise due to non-negativity. Therefore we obtain a complementarity Lagrangian system with perfect unilateral constraints [381, 130]:

\[
\begin{align*}
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) &= E(q)u + \nabla h(q)\lambda_n \quad (4.9a) \\
0 \leq \lambda_n \perp z_1 &= h(q) \geq 0 \quad (4.9b) \\
\text{Impact mapping,} \quad (4.9c)
\end{align*}
\]

where the generalized force $\nabla h(q)\lambda_n$ stems from the principle of virtual work [130, 478, 272]. Since the complementarity conditions are equivalently written as $\lambda_n \in -\partial \psi_{\mathbb{R}^m_+}(h(q))$, we get $\nabla h(q)\lambda_n \in -\nabla h(q)\partial \psi_{\mathbb{R}^m_+}(h(q))$. By the nonsmooth analysis chain rule (see Section A.2.3, or [492, Theorem 10.6] [143, Theorem B.3, Corollary B.2]), we obtain $\nabla h(q)\lambda_n \in -\partial(\psi_{\mathbb{R}^m_+} \circ h)(q) = -\partial \psi_\Phi(q)$, with $\Phi = \{q \in \mathbb{R}^m_+ \mid h(q) \geq 0\}$. Thus (4.9) (a) (b) is equivalent to the inclusion $M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) - E(q)u \in -\mathcal{N}_\Phi(q)$.

**Remark 19.** We have led the calculations abruptly, however some assumptions have to be made so that this all makes sense. Firstly let us assume that the gap functions are continuously differentiable, and with $\nabla h_i(q) \neq 0$ for all $i$ such that $h_i(q) = 0$ (active constraints). From a mechanical point of view, this means that the contact force at contact $i$ influences the motion. For the differentiation of $(\psi_{\mathbb{R}^m_+} \circ h)$, we may apply Proposition A.4 in Section A.2.3. We may thus check the sufficient condition (A.12), which boils down to $\text{Im}(\nabla h(q)^T) + \mathbb{R}_-(\mathbb{R}^n_+ - h(q)) = \mathbb{R}^m_+$: the independency of the $m_u$ constraints guarantees this condition. We may also consider the affine function $\mathbb{R}^n \to \mathbb{R}^m$: $w \mapsto h(q) + \nabla h(q)^T w$: if its range cannot be separated from $\mathbb{R}^m_+$ the condition (A.10) holds. Once this is done, one has to determine which type of normal cone we are working with. Under suitable conditions on $\nabla h(q)$, the set $\Phi$ may be prox-regular so that the Fréchet, basic, Clarke and proximal normal cones are identical (see Section A.2.1). The normal cone may then be any of these ones. Under a constraint qualification like the MFCQ, these normal cones admit a representation using the active constraints gradients and multipliers (here the contact forces) satisfying complementarity conditions, see Section A.1.2. Then $\mathcal{N}_\Phi(q) = \mathcal{N}_\Phi(q)$. We suppose that this is the case in the following, since it allows us to link the complementarity formalism in (4.9) and the differential inclusion formalism of the SOSwP.

Moreau’s SOSwP goes a step further, and imposes an inclusion as in (2.6c):

\[-M(q)dv - C(q,v)dt - g(q) dt + E(q)u dt \in \mathcal{N}_{V(q)}(v_e) \subseteq \mathcal{N}_\Phi(q), \quad (4.10)\]

which under the conditions discussed in Remark 19, is equivalent to (4.9) (a) (b) (c) with Newton’s impact law in a complementarity form and a unique global restitution coefficient [273, 130]. Using (B.1), one sees that $\lambda_i \in -\mathcal{N}_{V(q)}(v_e)$ is equivalent to $V(q) \ni v_e \perp \lambda_i \in (V(q))^* = \mathcal{N}(q)$ (compare with (3.5): now the cones depend on $q$, so that the SOSwP normal cone reduces the index, in a sense), where $V(q)$ and $\mathcal{N}(q)$ are both closed convex polyhedral cones (see Section 2.1.2). At an impact time the dynamics (4.10) becomes algebraic: $M(q)(v(t^+) - v(t^-)) \in -\mathcal{N}_{V(q)}(v_e)$, that is a generalized equation close to (A.6). Relatively simple manipulations using (A.6) allow one to obtain that (compare with (2.13))

\[v(t^+) = -ev(t^-) + (1 + e)\text{proj}_{M(q)}[V(q); v(t^-)]. \quad (4.11)\]
Several other formulations of the velocity reinitialization can be derived [130, Equations (5.60) (5.61)], in a way similar to (2.30). The expression in (4.11) prepares well for calculations. As we will see below, it can be formulated using a complementarity problem, that can be solved numerically.

**Remark 20. Why not going a step further, and imposing an inclusion in the set \( -\mathcal{N}_{TV(q)}(\dot{q})\dot{q} \) in (4.10)? This is one way to extend Gauss’ principle to systems with unilateral constraints [130, Remark 5.1]. But this is not amenable at impact times.**

We have seen in foregoing sections that the relative degree between the complementary variables, is a crucial system’s parameter. Consequently, let us examine the relative degree \( \bar{r} \in \mathbb{N}^{m\nu} \) between \( \lambda_n \) and \( z_1 = h(q) \) in (4.9) (a) (b). Let \( M(q) > 0 \). Differentiating we get \( \frac{d^2 z_1}{dt^2} = D_u(q) \lambda_n - \nabla h(q)^T M(q)^{-1} \left[ C(q, \dot{q}) \dot{q} + g(q) - E(q)u + \frac{d}{dt}(\nabla h(q)^T) \dot{q} \right] \). (4.12)

\[ \nabla h(q)^T M(q)^{-1} \nabla h(q) \geq 0 \]

The matrix \( D_u(q) \equiv \nabla h(q)^T M(q)^{-1} \nabla h(q) \geq 0 \) is the Delassus’ matrix \(^8\), which corresponds in Control Theory to the input-outputs decoupling matrix of the input-outputs linearization process. If the constraints are independent, then \( D_u(q) > 0 \) and the vector relative degree \( \bar{r} = (2, 2, \ldots, 2)^T \in \mathbb{R}^{m\nu} \). Obtaining the canonical form (2.8) is not straightforward for nonlinear systems (in particular the zero-dynamics in (2.8) (c)), and requires conditions which we do not recall here [145]. In the linear invariant case, the existence of a relative degree is necessary and sufficient for the existence of a change of state that brings the system into (2.8). Let us assume that a global diffeomorphic change of coordinates exists \((q, \dot{q}) = Z(z_1, z_2, \zeta), \quad z_1 = h(q), \quad z_2 = \nabla h(q)^T \dot{q},\) which allows us to rewrite (4.9) (a) with \( \lambda_n \) as the input and \( z_1 \) as the output in the canonical form:

\[
\begin{align*}
(\text{a}) \quad \dot{z}_1 &= z_2 \\
(\text{b}) \quad \dot{z}_2 &= D_u(z_1, \zeta) \lambda_n + \bar{F}(z_1, z_2, \zeta, u) \\
(\text{c}) \quad \dot{\zeta} &= \Xi(\zeta, z_1) \\
(\text{d}) \quad 0 &\leq \lambda_n \perp z_1 \geq 0,
\end{align*}
\]

(4.13)

where \( \bar{F}(\cdot) = F \circ Z(\cdot), \quad \bar{D}_u(\cdot) = D_u \circ Z \). The dynamics in (4.13) (c) is the zero-dynamics of the input/output system. The canonical form (4.13) shows that at an impact, one part of the state (including velocity components) is continuous, since \( \zeta(\cdot) \) and \( z_1 \) are continuous. In the new coordinates, Moreau’s set is equal to \( \mathcal{N}_{V(q)}(z_2, e) \subseteq \mathcal{N}_{\mathbb{R}^m}(z_1), \]
\[
V(q) = \bar{V}(z_1) = \{ v \in \mathbb{R}^n | v_i \geq 0, \ i \in I(z_1) \}.
\]

**Example 6. Let us consider a flexible mechanical system made of five masses related by springs and subject to two unilateral constraints, as in Figure 4.3 (a).** To simplify the presentation we assume that all five masses are equal to \( M > 0 \), and all springs stiffnesses are equal to \( k > 0 \). The masses coordinates are \( q_i, \ 1 \leq i \leq 5 \), thus \( n = 10 \), and the two unilateral constraints defining the normal form “outputs” are \( q_5 \geq 0, \ q_3 \geq 0 \), thus \( m_u = 2 \). \( \bar{r} = (2, 2)^T \). The dynamics is given in the original and

---

\(^8\)In the honour of Etienne Delassus, who was the first to systematically investigate existence and uniqueness of solutions to contact complementarity problems [221].
constructed from which the post-impact velocity and the impulse can be calculated. We see that the SSWP implies (\(\lambda_i\), Proposition 5.15) using similar tools that 0 passing, shows how the impact law in the SSWP is related to the classical Newton’s law. This is illustrated in Figure 4.3 (b) with the two index sets for different velocities and positions. This, in process for the calculation of the contact forces multiplier. This is illustrated in Section 3.4 to get (3.6), cannot be performed since the complementarity involves \(z_1\). Moreau’s set in (4.10) allows one to cope with this issue, with a kind of index (or relative degree 2) reduction from 2 to 1, for given \(q\) (but, the complete system still has a relative degree 2).

**Moreau’s set and complementarity.** Let us investigate the link between Moreau’s set \(\mathcal{N}_{V(q)}(v_c)\), and complementarity. First it follows from (B.1) that the inclusion into Moreau’s set can be equivalently rewritten as the CCP: \(V(q) \ni v_c \perp \nabla h(q)\lambda_n \in -(V(q))^\circ = -\mathcal{N}_{\Phi}^R(q)\). Let us now analyze deeper the consequences of imposing the inclusion of the dynamics in Moreau’s set. Using (4.12) we have in the right-hand side of (4.13) (b) the inclusion: \(-D_u(q)\lambda_n \in -\nabla h(q)^T M(q)^{-1} \mathcal{N}_{V(q)}(v_c)\). Using the material in Section A.1.2 (first the definition of the tangent cone linearization cone, then! the definition of the normal cone to a convex polyhedral set) we can calculate that \(\mathcal{N}_{V(q)}(v_c) = \{ v \in \mathbb{R}^n | v = -\sum_{i \in K(v_c)} \lambda_i \nabla d_i(v_c), \lambda_i \geq 0 \} \), where \(K(v_c) = \{ i \in I(q) | d_i(v_c) \overset{a}{=} v_c \nabla h_i(q) = 0 \} \subseteq I(q)\) is the set of position active constraints which are also active at the velocity level. We therefore obtain \(-\nabla h(q)^T M(q)^{-1} \mathcal{N}_{V(q)}(v_c) = \sum_{i \in K(v_c)} \lambda_i \nabla h_i(q)^T M(q)^{-1} \nabla h_i(q)\). From the definition of the index sets, it follows \(\sum_{i \in K(v_c)} \lambda_i \nabla h_i(q)^T M(q)^{-1} \nabla h_i(q) = D_u(q)\lambda_n\) with: \(\lambda_{n,i} = 0\) if \(h_i(q) > 0\), and if \(h_i(q) = 0\), then \(0 \leq \lambda_{n,i} \perp \nabla h_i(q)^T v_c \geq 0\). Thus Moreau’s set implies a two-stage process for the calculation of the contact forces multiplier. This is illustrated in Figure 4.3 (b) with the two index sets for different velocities and positions. This, in passing, shows how the impact law in the SSWP is related to the classical Newton’s impact law. Outside impacts \(v_c = v \overset{a}{=} \dot{q}\). At an impact time \(t\) it can be shown [273] [130, Proposition 5.15] using similar tools that \(0 \leq p_{n,i}(t) \perp h_i(q(t))^T v_c(t) \geq 0\), \(i \in I(q(t))\), where \(p_{n,i}(t)\) is the density of the measure \(\lambda_{n,i}\) with respect to the Dirac measure: \(\lambda_{n,i} = p_{n,i}(t)\delta_t\). Using the impact dynamics, a complementarity problem is constructed from which the post-impact velocity and the impulse can be calculated. We see that the SSWP implies \(z_1^1, z_2^1 \geq 0\), and that the index sets \(I(q)\) and \(K(v_c)\) reflect this lexicographical inequality.
It follows from Sections 3.4 and 4.2.1, that an important characteristic of the FOSwP is that its underlying dynamics has a relative degree $\bar{r}$ with $r$ equal to 0 or 1, while the SOSwP has a relative degree with $r = 2$. The HOSwP has relative degree with $r \geq 3$. The relative degree $\bar{r}$ strongly influences the space of solutions, see Section 5.

**Remark 21.** Most of systems of interest in practice and industry, are subjected to both unilateral and bilateral constraints, that is one should add to (4.9b) a set of equality constraints $g(q, t) = 0$. Strangely enough mixed unilateral-bilateral constraints have not been much studied in the multibody system dynamics literature. Bilateral constraints have the effect of distorting the contact LCP matrix, see for instance [130, Proposition 5.8] [129, 109].

**Remark 22.** The unilateral constraints may be time-varying $h(q, t)$. Also the control input $u$ may not enter the dynamics as in (4.9a), but through the gap functions $h(q)$, see [130, Example 1.6]. This last case has not been considered yet in the literature on complementarity mechanical systems, though it occurs commonly in circuits (see Section 4.1).

Moreau's SOSwP has been formulated for finitely represented admissible sets $\Phi$, with differentiable gap functions. What about the case when $\Phi$ cannot be represented this way, like in the presence of reentrant corners as the set $K_6$ in Figure A.1 (b)? One may think of replacing $V(q)$ by Clarke's tangent cone $T^C_{\Phi}(q)$, which is closed convex (see Section A.1.2), so that $N_{T^C_{\Phi}(q)}(v_e)$ makes sense with the normal cone of convex analysis. This issue has been studied in [271].

To end this section, let us point out that the SOSwP in (4.10) is recast naturally in set-valued nonlinear Lur'e systems, since the smooth Lagrangian dynamics defines (under a suitable assumption on the potential energy) a passive subsystem $\xi \mapsto v_e$, with $\xi \in -N_{V(q)}(v_e)$, in negative feedback interconnection with the set-valued operator $v_e \mapsto -\xi$. See [130, Section 7.5.3] [139, Section 6.8.2] [126].

**4.2.2. Compliant contact/impact models.** Consider the simple case of a one degree-of-freedom mechanical system, with a unilateral compliant contact. The contact model is assumed to possess its own dynamics and state $\xi$ (think of a spring-dashpot Kelvin-Voigt model). Let the signed distance between the mass and the spring-dashpot system be denoted as $h(q, \xi)$. The system’s dynamics is:

$$
\begin{align*}
    m\ddot{q} &= u + F(\xi) \\
    \dot{\xi} &= g(\xi) \\
    0 \leq z &= h(q, \xi) \perp F(\xi) \geq 0,
\end{align*}
$$

(4.15)
for some $g(\cdot)$, which simply states that when the body and the obstacle are not in contact, then the non-negative interaction force vanishes. If the interaction force is positive, then the two systems touch each other with $h(q, \xi) = 0$. A complete analysis of the linear spring-dashpot model is made in [130, §2.1], where it is shown that the linear spring-dashpot model fits within (2.22) with a relative degree 1. Rheological models made of assemblies of springs, dashpots, and dry friction elements, are widely used for contact/impact modeling, see [541] [130, Chapter 2] and references therein. Such models may have complex enough structure, even if the springs and dashpots are linear (like Masing, Persoz’ gephyroidal models [87, 91, 92, 88, 89], see also [352, Figure 4]). Consequently their well-posedness needs to be investigated. The goal of [87, 91, 92, 88] is to show that some non-trivial rheological models can be recast into DIs with maximal monotone right-hand side as in Section 2.2. Other systems can be recast into FOSwP, like the system in Figure 4.4 (a). The dynamics of the massless spring is indeed given by:

$$k(x - x_e(t)) \in -\mu m \text{sgn}(\dot{x}) \iff \dot{x} \in -N[-\frac{\mu m}{x_e(t)} + x_e(t), \frac{\mu m}{x_e(t)} + x_e(t)](x), \quad (4.16)$$

where the equivalence uses the inversion of set-valued mappings, see Section A.2.4. The right-hand system in (4.16) is a FOSwP, while the left-hand system is a relay system, and is the simplest instance of a rate-independent system [269]. Controlled crawling robotic systems can be embedded in such processes [269, Sections 3, 4]. The feedback control problem for crawlers, which has engineering interest [98], remains largely open and could certainly benefit from the studies on the control of FOSwP. When masses are non zero, they belong to the class of so-called “juggling systems” whose structure is particular [140, 131]. It is noteworthy that so-called play operators of hysteresis (as in Figure 2.3 (b)), have the same FOSwP dynamics [71, Theorem 2.1] [557, Chapter III]. Visco-elasto-plastic contact forces are modeled with maximal monotone DIs in [437], and in a similar way with DVIs in [527].

4.2.3. Set-valued Coulomb’s friction and extensions. Coulomb’s friction model lends itself to complementarity, VI and DI formalisms [440, 149, 85], and naturally yields Lur’e set-valued systems [20, 561]. Two-dimensional Coulomb’s friction is represented in the tangent direction, by the mapping $v_1 \mapsto F_t \in -\mu |F_n| \text{sgn}(v_1)$. 

Fig. 4.4: (a) Mass + spring with Coulomb’s friction; (b) Set-valued friction with Stribeck effect
The dynamics can be interpreted when $F_n$ is constant, through Filippov’s DI, maximal monotone DI—see Section 3.4—, LCS—see Sections 3.10 and 3.11. It easily extends to include Strubeck (nonlinear or PWL) effects in Figure 4.4 (b). Such relations are close to some diode alternating current (DIAC) and silicon controller rectifier (SCR) set-valued models of electronics [14, Section 5.3.3], as well as tunnel diodes.

The main issue is that Coulomb’s friction is not an associated law if $F_n$ is not constant, i.e., it cannot be written as $\mathbb{R}^3 \ni F_i \in \partial \varphi(v_i), v_i \in \mathbb{R}^3$, at a contact point $i$, in the local kinematics frame [4, 130], with $\varphi(\cdot)$ convex LSC. To clarify, let us consider the one-degree-of-freedom dynamics: $\dot{q} = F = (F_n, F_i)^T$, $0 \leq q \perp F_n \geq 0$ for the normal direction, and $F_i \in -\mu [F_n] \operatorname{sgn}(\dot{q}_i)$ in the tangent direction. One can rewrite equivalently (using (3.12)): $F_i = -\mu |F_n|(1 - 2\lambda_i^a) \leq \left( \frac{\lambda_i^a}{\lambda_i^b} \right) \perp \left( \dot{\varphi}_i + \frac{\lambda_i^b}{1 - \lambda_i^a} \right) \geq 0$. Thus we end up with an LCP with unknowns $F_n$, $\lambda_i^a$, $\lambda_i^b$. The dynamics is however an NLCS (2.24) due to the product $|F_n|(1 - 2\lambda_i^a)$: this explains the complexity of systems with Coulomb’s friction. In dimension three, the friction cone may be facetized [4, 521], yielding again an LCP. However this may not be desirable [4, Section 13.3.7]. One can write a cone complementarity problem (CCP) that keeps the friction cone intact, if De Saxcé’s formulation with modified normal velocity $\dot{v}_n \overset{\Delta}{=} v_n + \mu |v_i|$ is used [219] [4, Section 3.9.2] [130, Section 5.3.3]. If $C$ is the friction cone, then $C^* \ni \dot{v} \perp F \in C$ holds, the contact model is called a second order CCP [3], and the dynamics is a kind of complex NLCCS [4, Section 3.10] [130, Chapter 5] [385, Chapter 5]. Another approach using normal cones in an asymptotically singular metric, allows to recover an associated law “in the limit” when a small parameter vanishes [351, Section 4.1]. As alluded to above, extensions of Coulomb’s friction, that remain in a set-valued setting and incorporate various nonlinear effects (Strubeck, Contensou etc), are possible [4, Section 3.9.4] [382]. Finally FOSwP of the form: $\dot{x} \in -N_S(t)(Ax + Bx)$, find applications in quasistatic frictional contact problems (one neglects acceleration), involving materials with short memory [23].

4.3. Other Applications. Let us summarize various applications of the above mathematical formalisms, other than circuits or Lagrangian systems modelling.

- **Plasticity, elastoplasticity**: these were the first motivations for the FOSwP [437], stemming from a VI formulation of elastoplasticity [438, 369, 371, 527], and the ZOSwP in [27].
- **Robust sliding-mode control (SMC)**: in first-order SMC, the closed-loop system has the dynamics: $\dot{x} = f(t, x) + w$, $w \in -a \operatorname{Sgn}(x)$, where $\operatorname{Sgn}(x) = \partial(|x_1| + \cdots + |x_n|)$. The signum function can be replaced by a maximal monotone operator satisfying certain properties [17, 422, 421, 423]. The twisting controller (second-order SMC) [454] yields a closed-loop system $\dot{x} = y$, $\dot{y} \in -a \operatorname{sgn}(x) - b \operatorname{sgn}(y)$: it does not belong to maximal monotone DIs (2.16), it can be analysed with Filippov’s DIs.
- **Biological systems**: DVIs [483], complementarity dynamical systems [7], Filippov’s and Aizerman-Pyatnitskii’s DIs [404, 405, 406], maximal monotone DIs with BV solutions [279], PWL systems [165, 216, 185, 164].
- **Vaccination strategies**: local PDS in (2.31) [194, 193].
- **Neural networks**: PDS (2.31) (c) [253], Filippov’s DI [255], DIs as (2.16) with $F(\cdot) = \partial \varphi(\cdot)$, $\varphi(\cdot)$ non convex regular [254], or with $F(\cdot) = N_S(x)$, $S$ constant convex closed set [218].
- **Microscopic crowd dynamics**: FOSwP with prox-regular $S(t)$ [413, 162], Lagrangian systems with impacts within Frémond’s approach (see [130, Section
4.3.4]) [471, 472], FOSwP with integral perturbation for sticky particle dynamics [119].

- **Traffic flow networks, transportation systems:** complementarity dynamical systems [77, 79, 78, 402, 460, 563, 231, 588, 587, 589], PDS in (2.31) [213, 214, 212, 285, 563, 231, 196], global PDS in (2.32) [258].

- **Networks with unilateral interactions:** min-max systems which are LCS, see Section 3.11, [408].

- **Economical systems and finance:** complementarity systems [502], global and local PDS [258, 259, 228, 447, 211, 310, 311, 251, 183, 328, 285].

- **Human migration:** PDS (double-layer dynamics) [448].

- **Energy systems:** complementarity systems (modelling in energy sector, large-scale systems) [260], global PDS (optimal energy management) [586].

- **Queueing models:** complementarity and maximal monotone mappings [159].

- **Quantized feedback systems:** filling-in the jumps in discontinuous quantized signals, using Krasovskii solutions (a definition similar to Filippov’s convexification) [180, 181, 333, 334].

- **Feedback control:** control input calculated from a VI for viability in convex polytopes [524, Section 6.1], stabilization and regulation with state or output feedback [151, 524, 423], dynamic feedback calculated from a complementarity problem [337], quantized nonlinear control that yields sector bounded set-valued maps after filling-in the signals’ jumps [334, 336, 393], optimal control of FOSwP [200, 201, 202, 207, 8, 237, 505, 506, 316, 160, 162, 161], optimal control of maximal monotone DIs [124], and LCS [555], controllability of relative degree zero LCS and of a class of PWL systems [150, 533], of planar evolution VIs [127], of juggling mechanical systems (SOSwP) [140], and of FOSwP [122], tracking control for SOSwP [142, 141, 118, 429, 428], robust sliding-mode set-valued trajectory tracking control of SOSwP [17, 421], robust sliding-mode set-valued control of linear invariant systems [422] (both with external disturbances and parameter uncertainties) using Moreau-Yosida and maximal monotone operators.

- **Optimal control with constraints:** pure state unilateral constraints yield LCS with higher relative degree that can be embedded into the HOSwP [128], mixed state-control unilateral constraints yield differential algebraic VIs [297].

- **State observers, synchronization:** maximal monotone DIs and FOSwP [138, 135, 215, 187, 230, 319, 511, 561], non convex FOSwP with prox-regular sets [33, 522], DI in normal cone to prox-regular set [31], LCS [306], mechanical systems with unilateral contact and impacts [523, 95, 94], vibro-impact systems (see a definition in [130, Section 1.3.2]) [252, 262, 411, 417, 419, 418].

- **Steepest descent algorithms and constrained optimization through dynamics:** (the goal is to formulate a DI whose equilibrium is asymptotically stable and matches with the solution of an optimization problem, a Nash equilibrium, a Pareto minimum, etc) maximal monotone DIs [56, 58, 60, 57, 49, 48, 72, 223, 227, 275, 412, 477], autonomous [59, 222, 583], switching [276] and non-autonomous maximal monotone and subgradient DIs [55], global PDS in (2.32) [53, 106, 111, 112, 400, 578], local PDS in (2.31) [62, Chapter 5, Section 6, Theorem 3][178, 261, 303, 475, 476, 585, 255], see also [189, 190, 244, 268, 517] who use another type of DI related to PWL systems and NLCS (see the end of Section 3.11), and [579] for the application of primal-dual gradient algorithm in model predictive control. It is also worth noting that a quite similar problem is solved in [542, Chapter 15] [355, 358, 356, 357, 246, 247, 580] and [270] (building on pi-
oneer results in [493]), relying on sliding-mode control techniques to solve convex programming problems.

- **Aerosols dynamics, atmospheric chemistry:** MLCS and MLNCS of optimization-constrained differential equations as in (2.26) [148, 373, 51].
- **Processes with phase changes:** use of complementarity systems for thermodynamic equations [496, 342, 516], MPEC problems for optimal control of nonsmooth DAEs [484, 96], DIIs with maximal monotone right-hand sides [198].

5. **Well-posedness results.** We now address broadly the question of existence and uniqueness of solutions for the mathematical models studied in Section 2. Giving a thorough treatment of all the works that exist for these system classes would involve too many details to be covered within this article. Rather, we review some of the fundamental techniques and provide a pedagogical summary of the methodology that goes in proving most of these results. Broadly speaking, we are interested in studying solutions which exist over a given interval of time (possibly large) such that the corresponding set of differential equations/inclusions and algebraic relations hold in appropriate sense. The fundamental motivation in addressing this set of results comes from the fact that the existence of solutions for systems modeled as sweeping processes, complementarity systems, evolution variational inequalities or other system classes treated in this article, cannot be obtained from the classical results in the literature on differential inclusions. For instance, the framework in [62, Chapter 2] is applicable to domains with nonempty interior and local (in time) solutions. Some results also appear if the mapping associated with the selection of the least norm element from the set-valued mapping satisfies some hypothesis. This concept of slow solutions obtained by selecting \( \dot{x}(t) \) of minimal norm, has been used in Proposition 3.2 and Theorem 3.3 (with the constraint that solutions have to remain within the domain), see Example 7. But this concept of least-norm selection does not apply to FOSwP in general, and Example 4 shows that the unique solution of a FOSwP is not obtained by selecting the least norm element in the set-valued mapping. This makes the aforementioned results inapplicable to our systems. We note also that [220, Theorem 5.2] could at best guarantee the local existence of AC solutions for initial data in \( \text{int}(S(t)) \), under a linear growth condition. Conditions based on LSC or Lipschitz continuity for set-valued maps [513] are too restrictive for our purposes, and do not apply to our systems.

**Example 7.** Consider the FOSwP in (3.6), that is under some assumptions equivalent to the LCS in (2.22). Then \( \lambda(t) \) is the solution of the LCP\((q_1(t), M_1)\), employing notations of Section 2.4.1. Under the stated assumptions, \( M_1 = CB = (CB)^T > 0 \). Hence either \( \xi \in \text{int}(\Phi(u(t))) \) and \( \lambda(t) = 0 \), or \( \xi \in \text{bd}(\Phi(u(t))) \) and \( \lambda(t) \) solves an optimization problem, see Section B. This quadratic program computes an element of \( \mathcal{N}_{\Phi(u(t))}(\xi) \) which guarantees that \( \xi(t) \in \Phi(u(t)) \) for all \( t \), and that the right-hand side of (2.22a) is minimized. Since both the LCS and the FOSwP have the same solution, we infer that the solution of (3.6) is a kind of slow solution. This is similar to the case of Example 2, however with a relative degree \( r = 1 \) instead of \( r = 0 \).

For the solution concept under consideration (see for instance Definition 5.4), there are two most commonly used techniques for proving existence of solutions for the class of nonsmooth systems treated in this article. The first technique is based on introducing a single-valued regularization of the nonsmooth vector field in the dynamics with a parameter, and studying the convergence of regularized solutions with respect to that parameter. The other commonly employed method uses a dis-
cretization of the system trajectories where a sequence of approximate solutions is constructed by varying the sampling time and the convergence is studied with respect to the discretization parameter. In both these techniques, the following sequence of steps is involved:

- Construction of a sequence of approximate solutions, either by regularization or interpolation of discretized solutions.
- Obtain uniform estimates on the maximum pointwise value, and the derivative or variation of the elements of the constructed sequence.
- Extracting a converging subsequence, and consider the limit of that sequence as a candidate solution.
- Show that the candidate solution satisfies the desired differential inclusion.

In case, if a candidate solution does not satisfy the differential inclusion under consideration, then it is only a weak solution.

We will demonstrate this sequence of steps in detail for the first order sweeping processes. The objective is to be able to recall different approaches and technicalities that go into proving several results that have appeared over the years. For the other classes of systems, we just present the main results, and give references to where the details of the foregoing steps can be found in the literature.

5.1. Regularization of FOSwP. We study the system described by:

\[ \dot{z}(t) \in -N_{S(t)}(z(t)), \quad z(0) \in S(0), \]  

over an interval \([0, T]\) for some given \( T > 0 \), with \( S : [0, T] \Rightarrow \mathbb{R}^n \) a convex-valued mapping, and \( z(t) \in \mathbb{R}^n \) being the state of the system. Equation (5.1) describes the simplest class of FOSwP, and we find it convenient to start our discussion on existence of solutions with this simple set-valued system where the right-hand side is a nonsmooth function of the state. For this system, we will prove the existence of solutions by using Moreau-Yosida regularization. Later, we consider a more general class of FOSwP and we provide a proof based on time-discretization. To prove the existence of solutions by regularization, we introduce the sequence of approximate solutions, the so-called Moreau-Yosida approximants \( \{z_\lambda\}_{\lambda > 0} \), which are obtained by solving the ODEs parameterized by \( \lambda \):

\[ \dot{z}_\lambda = -\frac{1}{\lambda} \left( z_\lambda(t) - \text{proj}(z_\lambda(t), S(t)) \right), \quad z_\lambda(0) = z_0 \in S(0). \]  

We observe that, for each \( \lambda > 0 \), the right-hand side of (5.2) is (globally) Lipschitz continuous, and hence there exists a continuously differentiable \( z_\lambda : [0, T] \rightarrow \mathbb{R}^n \) such that (5.2) holds for every \( t \geq 0 \). The relation between the approximants \( \{z_\lambda\}_{\lambda > 0} \), and the solution of the inclusion (5.1) is described in Theorem 5.1 under the assumption that

\[ (A1) \quad \text{The mapping } S : [0, T] \Rightarrow \mathbb{R}^n \text{ is closed and convex-valued for each } t \geq 0, S(\cdot) \text{ varies in a Lipschitz continuous manner with time, that is, there exists a constant } L_S \geq 0 \text{ such that} \]

\[ d_{\text{Haus}}(S(t_1), S(t_2)) \leq L_S|t_1 - t_2|, \quad \forall t_1, t_2 \geq 0, \]

where \( d_{\text{Haus}} \) denotes the Hausdorff distance between sets.

**Theorem 5.1.** Consider the FOSwP described by (5.1) and the sequence of solutions \( \{z_\lambda\}_{\lambda > 0} \) obtained from (5.2) on an interval \([0, T]\), and assume that (A1) holds; then
• as \( \lambda \to 0 \), the sequence \( z_\lambda(\cdot) \) converges uniformly to a Lipschitz continuous function \( z(\cdot) \), and \( z(\cdot) \) is a unique solution to the FOSwP (5.1),

• as \( \lambda \to 0 \), \( \text{proj}(z_\lambda(t), S(t)) \) converges uniformly to \( z(t) \) on \([0,T]\).

As stated at the beginning of the section, several key steps are involved in proving this result. For pedagogical exposition, we carry out these steps for this simple case in the sequel. The presentation in Sections 5.1, 5.2 and 5.4.1 is adapted from the material given in [238] and [427].

5.1.1. Estimates on the sequence \( \{z_\lambda\}_{\lambda > 0} \). For getting estimates on the norm of \( z_\lambda(\cdot) \) and \( \dot{z}_\lambda(\cdot) \), let us introduce the function \( d_\lambda(t) \triangleq \inf_{y \in S(t)} |y - z_\lambda(t)| \), so that \( d_\lambda(t) = d_{S(t)}(z_\lambda(t)) \). It is seen that \( d_\lambda(t) = |z_\lambda(t) - \text{proj}(z_\lambda(t), S(t))| \). To obtain a bound on \( d_\lambda(t) \), we compute the derivative of \( d^2_\lambda(t) \):

\[
\frac{d}{dt} d^2_\lambda(t) = \lim_{\epsilon \to 0} \frac{d^2_{S(t+\epsilon)}(z_\lambda(t+\epsilon)) - d^2_{S(t)}(z_\lambda(t+\epsilon))}{\epsilon} + \frac{d^2_{S(t)}(z_\lambda(t)+\epsilon) - d^2_{S(t)}(z_\lambda(t))}{\epsilon}.
\]

For the first term, we use the fact that

\[
\begin{align*}
&d^2_{S(t+\epsilon)}(z_\lambda(t+\epsilon)) - d^2_{S(t)}(z_\lambda(t+\epsilon)) \\
&\leq d_{\text{Haus}}(S(t+\epsilon),S(t)) (d_{S(t+\epsilon)}(z_\lambda(t+\epsilon)) + d_{S(t)}(z_\lambda(t+\epsilon))) \\
&\leq |\epsilon| L_S \left( d_{S(t+\epsilon)}(z_\lambda(t+\epsilon)) + d_{S(t)}(z_\lambda(t+\epsilon)) \right).
\end{align*}
\]

For the second term, we first observe that

\[
\begin{align*}
&d^2_{S(t)}(z_\lambda(t)+\epsilon) - d^2_{S(t)}(z_\lambda(t)) \\
&+ (d_{S(t)}(z_\lambda(t)+\epsilon) - d_{S(t)}(z_\lambda(t)+\epsilon \dot{z}_\lambda(t)))(d_{S(t)}(z_\lambda(t)+\epsilon) + d_{S(t)}(z_\lambda(t)+\epsilon \dot{z}_\lambda(t)))
\end{align*}
\]

Since \( z_\lambda(\cdot) \) is differentiable, \( z_\lambda(t+\epsilon) = z_\lambda(t) + \epsilon \dot{z}_\lambda(t) + o(\epsilon) \) and hence \( d_{S(t)}(z_\lambda(t+\epsilon)) - d_{S(t)}(z_\lambda(t)+\epsilon \dot{z}_\lambda(t)) = o(\epsilon) \). This results in

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ d^2_{S(t)}(z_\lambda(t)+\epsilon \dot{z}_\lambda(t)) - d^2_{S(t)}(z_\lambda(t)) \right] = \left\langle \nabla d^2_{S(t)}(z_\lambda(t)), \dot{z}_\lambda(t) \right\rangle = \langle z_\lambda(t) - \text{proj}(z_\lambda(t), S(t)), \dot{z}_\lambda(t) \rangle.
\]

Substitution yields \( \frac{d}{dt} d^2_\lambda(t) = 2d_\lambda(t) \dot{d}_\lambda(t) \leq -\frac{1}{\lambda} d^2_\lambda(t) + 2L_s d_\lambda(t) \), or equivalently \( \frac{d}{dt} d_\lambda(t) \leq -\frac{1}{\lambda} d_\lambda(t) + L_S \). By integration, the foregoing inequality gives

\[
d_\lambda(t) \leq e^{-t/\lambda} d_\lambda(0) + L_S \int_0^t e^{-(t-s)/\lambda} ds = \lambda(1 - e^{-t/\lambda})L_S,
\]

where we used the fact that \( d_\lambda(0) = |z_0 - \text{proj}(z_0, S(0))| = 0 \) since \( z_0 \in S(0) \). It then follows that for each \( \lambda > 0 \), \( \dot{z}_\lambda(t) \leq (1 - e^{-t/\lambda})L_S \leq L_S \). Over a compact interval \([0,T]\), one readily gets the estimate: \( \int_0^T |\dot{z}_\lambda(s)| ds \leq T L_S \), and for each \( t \in [0,T] \), \( |z_\lambda(t)| \leq |z_0| + T L_S \).

5.1.2. Extracting a converging subsequence. In the light of estimates obtained in the previous section, there exists a subsequence such that \( z_\lambda(\cdot) \) converges to \( z(\cdot) \) over this subsequence. One can in fact show that the convergence is strong.

**Lemma 5.2.** There exists a Lipschitz continuous function \( z(\cdot) \), and a subsequence \( \{z_{\lambda_k}\}_{k \in \mathbb{N}} \) which converges uniformly to \( z(\cdot) \) on \([0,T]\). Moreover, for each \( t \geq 0 \), \( z(t) \in S(t) \).
The proof of Lemma 5.2 is a consequence of the Arzelà-Ascoli theorem since the sequence \( \{z_\lambda\} \) is uniformly bounded and \( \{\dot{z}_\lambda\} \) is uniformly bounded by the constant \( L_S \). The limit function \( z(\cdot) \) is also Lipschitz continuous with modulus \( L_S \). To see that \( z(t) \in S(t) \), we observe from (5.2) that a uniform bound on \( \dot{z}_\lambda(\cdot) \) ensures that \( |z_\lambda(t) - \text{proj}(z_\lambda(t), S(t))| \to 0 \) as \( \lambda \to 0 \). Consequently, \( z_\lambda(t) \) gets closer to \( S(t) \) as \( \lambda \) gets smaller, and since \( S(t) \) is closed, the limit \( z(t) \) belongs to the set \( S(t) \).

### 5.1.3. Limit is a solution

The final piece in the proof of Theorem 5.1 is the following lemma, which states that the limit \( z(\cdot) \) satisfies a VI.

**Lemma 5.3.** If \( \varphi : [0, T] \to \mathbb{R}^n \) is a continuous selection of \( S(\cdot) \), that is, \( \varphi(s) \in S(s) \), for each \( s \in [0, T] \), then

\[
\int_{[t_1, t_2]} \langle \varphi(s), \dot{z}(s) \rangle \ ds \geq \frac{1}{2} \left( \|z(t_2)\|^2 - \|z(t_1)\|^2 \right). 
\]

(5.3)

*Proof.* Let \( \overline{\varphi}_\lambda(s) = \text{proj}(z_\lambda(s), S(s)) \), then \( s \mapsto \overline{\varphi}_\lambda(s) \) is a continuous mapping.\(^9\)

Since \( \varphi(s) \in S(s) \) and \( \lambda \) is positive, it follows from the definition of the projections that

\[
\langle \varphi(s) - \overline{\varphi}_\lambda(s), \dot{z}_\lambda(s) \rangle = \frac{1}{\lambda} \langle \varphi(s) - \overline{\varphi}_\lambda(s), \overline{\varphi}_\lambda(s) - z_\lambda(s) \rangle \geq 0,
\]

and hence

\[
\int_{t_1}^{t_2} \langle \varphi(s), \dot{z}_\lambda(s) \rangle \ ds \geq \int_{t_1}^{t_2} \langle \overline{\varphi}_\lambda(s), \dot{z}_\lambda(s) \rangle \ ds.
\]

Since, at the points where \( z_\lambda(\cdot) \) is differentiable, we have

\[
\langle \overline{\varphi}_\lambda(s), \dot{z}_\lambda(s) \rangle = \langle \overline{\varphi}_\lambda(s) - z_\lambda(s), \dot{z}_\lambda(s) \rangle = \langle \overline{\varphi}_\lambda(s), \dot{z}_\lambda(s) \rangle - \langle z_\lambda(s), \dot{z}_\lambda(s) \rangle = \frac{1}{\lambda} \langle z_\lambda(s), \dot{z}_\lambda(s) \rangle = \frac{1}{\lambda} \left( \|z_\lambda(s)\|^2 + \|z_\lambda(s)\| \|\dot{z}_\lambda(s)\| \right),
\]

it follows that

\[
\int_{t_1}^{t_2} \langle \varphi(s), \dot{z}_\lambda(s) \rangle \ ds \geq \int_{t_1}^{t_2} \langle \dot{z}_\lambda(s) \rangle \ ds = \frac{1}{2} \left( \|z_\lambda(t_2)\|^2 - \|z_\lambda(t_1)\|^2 \right).
\]

We take limits with respect to \( \lambda \to 0 \). Since \( z_\lambda(\cdot) \) converges pointwise to \( z(\cdot) \), one has

\[
\langle \varphi(s), \dot{z}_\lambda(s) \rangle \to \langle \varphi(s), \dot{z}(s) \rangle, \quad \text{for each } s \in [t_1, t_2],
\]

which yields (5.3). \( \square \)

We can now complete the proof of Theorem 5.1 using the aforementioned steps, and show that the limiting function \( z(\cdot) \) is indeed a solution to (5.1). This is done by showing that for any \( \zeta \in S(t) \), it holds for almost every \( t \geq 0 \) that \( \langle \zeta - z(t), \dot{z}(t) \rangle \geq 0 \), which in turn implies \( \dot{z}(t) \in -N_{S(t)}(z(t)) \). This is indeed the case since for every \( \zeta \in S(t) \), we can choose a Lipschitz continuous function \( \varphi : [t, T] \) such that, due to Lemma 5.3, we get

\[
\int_{[t, t+\epsilon]} \langle \varphi(s), \dot{z}(s) \rangle \ ds \geq \frac{1}{2} \left( \|z(t+\epsilon)\|^2 - \|z(t)\|^2 \right)
\]

and by letting \( \varphi(s) = \zeta - (\zeta - \varphi(s)) \), we have

\[
\langle \zeta, z(t+\epsilon) - z(t) \rangle - \int_{t}^{t+\epsilon} \langle \zeta - \varphi(s), \dot{z}(s) \rangle \ ds \geq \frac{1}{2} \left( \|z(t+\epsilon)\|^2 - \|z(t)\|^2 \right).
\]

\(^9\)This is because, by construction, \( \dot{z}_\lambda(\cdot) \) is continuous, and for any \( x \in \mathbb{R}^n \) one can show that \( s \mapsto \text{proj}(x, S(s)) \) is continuous if \( S(\cdot) \) is continuous in the Hausdorff sense. To see the later, let \( s^*, s'' \in [0, T] \), then

\[
|\text{proj}(x, S(s^*)) - \text{proj}(x, S(s''))| \leq |x - \text{proj}(x, S(s^*)))| + |\text{proj}(x, S(s'')) - \text{proj}(x, S(s''))| \leq |x - \text{proj}(x, S(s''))| + d_{\text{Haus}}(S(s'), S(s'')).
\]

In particular, using [427, Chap. 0, Prop. 4.7], we obtain

\[
|\text{proj}(x, S(s')) - \text{proj}(x, S(s''))| \leq 4d_{\text{Haus}}(S(s'), S(s''))|x - \text{proj}(x, S(s'))| + 2d_{\text{Haus}}(S(s'), S(s'')).
\]
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obtained as a solution to the inclusion sequence of AC functions. We now make use of the estimate obtained in (5.6). Towards this end, consider a monotonicity of \( N_t \) indeed is a solution to (5.4). Next, we use the above result to obtain a bound on \( \tilde{z} \) where \( \varepsilon \) is Lipschitz continuous, \( \varepsilon > 0 \), and the set-valued mapping \( Z \). Applying the comparison lemma for solution of ODEs \([349, Lemma 3.4]\), we get

\[
\dot{z}(t) = -N_{S(t)}(z(t)) + \tilde{f}(t), \quad z(0) = z_0 \in S(0) \tag{5.4}
\]

where \( \tilde{f} : [0, T] \to \mathbb{R}^n \) is AC. This is a preliminary step in addressing more general state-dependent perturbations considered in (5.7). To define a solution for (5.4), we introduce the set-valued mapping \( \tilde{S}(t) = S(t) + \int_0^t \tilde{f}(s) \, ds \), and let \( z(t) = \tilde{z}(t) - \int_0^t \tilde{f}(s) \, ds \), where \( \tilde{z} \in -N_{\tilde{g}}(\tilde{z}) \) with \( \tilde{z}(0) = z_0 \). From the previous discussion, \( \tilde{z}(\cdot) \) indeed is a solution to (5.4). Next, we use the above result to obtain a bound on \(|z_1(t) - z_2(t)|\), for each \( t \geq 0 \), where \( z_i, i = 1, 2, \) satisfies

\[
\dot{z}_i(t) \in -N_{S(t)}(z_i) + \tilde{f}_i(t) \tag{5.5}
\]

for some AC functions \( \tilde{f}_i : [0, T] \to \mathbb{R}^n \). To compute this bound, it is seen that the monotonicity of \( N_{S(\cdot)} \) yields

\[
\frac{1}{2} \frac{d}{dt} |z_1(t) - z_2(t)|^2 = \langle \dot{z}_1(t) - \dot{z}_2(t), z_1(t) - z_2(t) \rangle \leq \langle \tilde{f}_1(t) - \tilde{f}_2(t), z_1(t) - z_2(t) \rangle
\]

\[
\leq |\tilde{f}_1(t) - \tilde{f}_2(t)| \cdot |z_1(t) - z_2(t)|,
\]

where the first inequality is due to the monotonicity of \( N_{S(t)}(\cdot) \), and the second inequality is due to Cauchy-Schwarz. Letting \( Z(t) \triangleq |z_1(t) - z_2(t)|^2 \), the above inequality is rewritten as: \( \dot{Z}(t) \leq 2|\tilde{f}_1(t) - \tilde{f}_2(t)| \sqrt{Z(t)} \). Applying the comparison lemma for solution of ODEs \([349, Lemma 3.4]\), we get

\[
|z_1(t) - z_2(t)| \leq |z_1(0) - z_2(0)| + \int_0^t |\tilde{f}_1(s) - \tilde{f}_2(s)| \, ds. \tag{5.6}
\]

We use this estimate to address the question of existence of solutions to

\[
\dot{z} \in -N_{S(t)}(z) + f(t, z), \quad z(0) = z_0 \in S(0). \tag{5.7}
\]

(A2) There exists \( \rho > 0 \) such that

\[
|f(t, x_1) - f(t, x_2)| \leq \rho|x_1 - x_2|, \quad \forall x_1, x_2 \in \mathbb{R}^n.
\]

We now make use of the estimate obtained in (5.6). Towards this end, consider a sequence of AC functions \( \{z_i\}_{i \in \mathbb{N}} \), with \( z_1(t) = z(0), t \in [0, T] \), and \( z_{i+1}(\cdot), \) for \( i \geq 1 \) obtained as a solution to the inclusion

\[
\dot{z}_{i+1}(t) \in -N_{S(t)}(z_{i+1}(t)) + f(t, z_i(t)),
\]
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with initial condition \( z_i(0) = z(0), \, i \in \mathbb{N} \). Under the Lipschitz continuity assumption, it follows that for each compact interval \([0, T]\), there exists a constant \( \rho \) such that

\[
| f(t, z_i(t)) - f(t, z_{i-1}(t)) | \leq \rho | z_i(s) - z_{i-1}(s) |.
\]

Then, from (5.6), we have, for each \( t \in [0, T] \):

\[
| z_{i+1}(t) - z_i(t) | \leq \int_0^t \rho | z_i(s) - z_{i-1}(s) | \, ds.
\]

By induction this leads to:

\[
| z_i(t) - z_0(t) | \leq \left( \int_0^t \rho \, ds \right)^i | z_0(s) - z_{-1}(s) |. \tag{5.7}
\]

Thus, the sequence \( \{ z_i \}_{i=1}^\infty \) converges uniformly on every compact interval \([0, T]\), and it can be shown that \( z(t) \triangleq \lim_{i \to \infty} z_i(t) \) is a solution to system (5.7). Uniqueness of solutions can be shown to hold easily for the inclusion (5.7) due to monotonicity of the operator \( N_{S(t)}(\cdot) \) for each \( t \), see also Section 5.2.4.

### 5.2. Discretization via Time-Stepping Algorithm.

Thus far, we have considered solutions which are AC. This is primarily because the variation in the set-valued mapping \( S(\cdot) \) is bounded by an AC function. If one relaxes \( S(\cdot) \) to evolve such that the Hausdorff distance between the values of \( S(\cdot) \) at any two time instants is bounded by the variation of a BV function, then the resulting solution will be a BV function. In what follows, please refer to Appendix E for definitions, as we study rigorously the existence of solutions where the regularity of \( S(\cdot) \) with respect to time is relaxed as follows:

**A3** there exists a nondecreasing RCBV function \( \mu_S : [0, T] \to [0, \infty) \), such that its differential measure, denoted by \( d\mu \), has the property that

\[
\text{d}_{\text{Haus}}(S(t_1), S(t_2)) \leq d\mu((t_1, t_2)) = \mu_S(t_2) - \mu_S(t_1), \quad \text{for every } t_2 \geq t_1 \geq 0.
\]

We also relax the regularity assumption on \( f(\cdot, x) \) as follows:

**A4** There exists a Lebesgue integrable function \( \beta : [0, T] \to [0, \infty) \) such that

\[
| f(t, x) | \leq \beta(t) (1 + |x|), \quad \text{for all } x \in \mathbb{R}^n, \text{ for all } t \geq 0.
\]

When working with BV functions, the FOSwP (5.7) has to be interpreted in the sense of measures associated with the BV functions, and care must be taken in defining the appropriate solution concept.

**Definition 5.4.** Consider the system (5.7) under the assumptions **A3** and **A4**. An RCBV function \( x : [0, T] \to \mathbb{R}^n \) is called a solution to system (5.7) if there exists a nonnegative Radon measure \( dv \), which is AC equivalent to \( dt + d\mu \) such that the differential measure \( dx \) is AC with respect to \( dv \), \( \frac{dx}{dv} \in \mathcal{L}^1([0, T], \mathbb{R}^n; dv) \), and the following relation holds:

\[
\frac{dx}{dv}(t) \in f(t, x) \frac{dt}{dv}(t) - N_{S(t)}(x(t^+)), \quad dv - a.e. \, t \in [0, T]. \tag{5.8}
\]

This concept of solution is borrowed from the literature on sweeping processes with BV solutions, see for example [238], and this solution concept is independent of the choice of the measure \( dv \) (because \( N_{S(t)}(x) \) is a cone for any \( x \in S(t) \)). An important observation that can be made from (5.8) is that, at time \( t_i \), if there is a jump in \( \mu_S \), so that the measure \( d\mu \) is supported on the singleton \( \{ t_i \} \), then a jump in the state trajectory \( x \) at \( t_i \) is also possible, and this jump is represented by:

\[
x(t_i^+) - x(t_i^-) \in -N_{S(t_i)}(x(t_i^+)),
\]

which is equivalent by (A.6), to solving the following quadratic optimization problem over a convex set: \( x(t_i^+) = \arg \min_{v \in S(t_i)} \| x(t_i^-) - v \|^2 \). With this solution concept we now have the following result:
Alternatively, by letting \( f \) a sequence of functions, we introduce the positive Radon measure \( d\nu \) on the interval \([0, T]\), and let
\[
x_k(t) \triangleq x_k(0) + \int_{[0,t]} \Pi_k(s) \, d\nu(s) + \int_{[0,t]} f_k(s) \, dt(s)
\]
where, we let $\Pi_k(t) \triangleq \sum_{j=0}^{N^k_t} \frac{x^k_{t_i} - x^k_{t_{i+1}}}{h^k_{t_{i+1}} - h^k_{t_i}} f^k_i(t_{i+1}) - f^k_i(t_i)$, in which $N^k_t \triangleq \max\{i \mid t_i \leq t\}$, for $t \in [0, T]$. In the remainder of this section, it will be shown that the sequence in (5.10) indeed converges, as $k \to \infty$, to an RCBV function, which is a solution of system (5.7) in the sense of Definition 5.4.

### 5.2.1. Estimates on the sequence.

The first step in establishing the existence of the limit is to obtain a uniform bound on the $\mathcal{L}^\infty$-norm of the sequence $\{x_k\}_{k \in \mathbb{N}}$.

**Lemma 5.6.** The sequence $\{x_k\}_{k \in \mathbb{N}}$ is uniformly bounded, and in particular, there is a constant $C_{x_0, T} > 0$ such that, for each $k \in \mathbb{N}$, and $t \in [0, T]$, the inequality $|x_k(t)| \leq C_{x_0, T}$ holds.

**Proof.** From the definition of $x^k_i$ in (5.9), it is seen that

$$
|x^k_{t_{i+1}} - x^k_i - h^k_{t_{i+1}} f^k_i| = d\sigma(t^k_{i+1})(x^k_i - h^k_{t_{i+1}} f^k_i) \leq d\mu([t^k_i, t^k_{i+1}]) + h^k_{t_{i+1}} |f^k_i|, \quad (5.11)
$$

and this inequality results in $|x^k_{t_{i+1}}| \leq |x^k_i| + d\mu([t^k_i, t^k_{i+1}]) + 2h^k_{t_{i+1}} |f^k_i|$. By using the bound on the vector field $f(\cdot)$ in (A4), we get

$$
|x^k_{t_{i+1}}| \leq |x^k_i| + d\mu([t^k_i, t^k_{i+1}]) + 2h^k_{t_{i+1}} \beta(t^k_i)(1 + |x^k_i|). \quad (5.12)
$$

A recursive application of the foregoing estimate leads to

$$
|x^k_{t_{i+1}}| \leq |x^k_0| + \sum_{j=0}^{i} d\mu([t^k_j, t^k_{j+1}]) + 2h^k_{t_{j+1}} \beta(t^k_j)(1 + |x^k_j|),
$$

which by choosing $x^k_0 = x_0$, and letting $C_\beta \triangleq \int_{[0, T]} \beta(s) \, ds$, results in

$$
|x^k_{t_{i+1}}| \leq |x_0| + d\mu([0, T]) + 2C_\beta + 2\sum_{j=0}^{i} h^k_{t_{j+1}} \beta(t^k_j)|x^k_j|.
$$

Using the discrete version of Gronwall-Bellman Lemma given in Appendix E.2, and the integrability of $\beta(\cdot)$, we obtain a bound on $x^k_{t_{i+1}}$ independent of $i$ and $k$, so that $|x^k_{t_{i+1}}| \leq C_{\text{max}}$, where $C_{\text{max}} \triangleq (|x_0| + d\mu([0, T]) + 2C_\beta)(1 + e^{C_\beta C_\beta})$. This bound can now be used to get a uniform bound on $\{x_k(\cdot)\}_{k \in \mathbb{N}}$. To do so, we first observe that

$$
h^k_{t_{i+1}} f^k_i \leq h^k_{t_{i+1}} \beta(t^k_i)(1 + |x^k_i|) \leq (1 + C_{\text{max}}) \int_{t_i}^{t_{i+1}} \beta(s) \, ds.
$$

Substituting this last expression in (5.10) and using (5.11), we can get a constant $C_{x_0, T}$ such that $|x_k(t)| \leq C_{x_0, T}$, for all $t \in [0, T]$. \(\Box\)

Next step in establishing the existence of a limit, is to compute a bound on the variation of each element of the sequence $\{x_k\}_{k \in \mathbb{N}}$.

**Lemma 5.7.** The total variation of each element of the sequence $\{x_k\}_{k \in \mathbb{N}}$ is uniformly bounded, that is, there exists $C_{\text{var}}$ such that for each $k \in \mathbb{N}$, we have

$$
\int_{[0, t]} \left\| \frac{dx_k}{dv} \right\| \, dv(s) \leq C_{\text{var}} \, dv([0, t]) \quad (5.12)
$$

for $dv$-almost every $t \in [0, t]$.}
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Proof. It is seen from (5.10) that $x_k(t) = x_k(0) + \int_{[0,t]} \left[ \Pi_k(s) - f_k(s) \frac{d}{d
u}(s) \right] d\nu(s)$, which results in
\[
\frac{dx_k}{d\nu}(t) + f_k(t) \frac{dt}{d\nu}(t) = \Pi_k(t) = \sum_{j=0}^{N^k_t} x_j^{k+1} - x_j^{k} - f_j^{k+1} f_j^{k},
\]
From there, it can be shown that
\[
\left\| \frac{dx_k}{d\nu}(t) \right\| \leq |f_k(t)| + \max_{0 \leq j \leq N^k_t} |x_j^{k+1} - x_j^{k} - f_j^{k+1} f_j^{k}|,
\]
Because of the uniform bounds on $\{x_k(\cdot)\}$ and $\{f_k(\cdot)\}$, for each $k$, the right-hand side can be bounded by a constant $C_{var}$, and hence the total variation of $x_k$ is uniformly bounded by $C_{var} d\nu([0,T])$ for each $k \in \mathbb{N}$. \qed

5.2.2. Extracting the converging subsequence. Because of Lemma 5.6 and Lemma 5.7, possibly by extracting a subsequence, it is seen that $\frac{dx_k}{d\nu}$ converges weakly in the functional space $\mathcal{L}^2([0,T], \mathbb{R}^n; d\nu)$ to some map $g(\cdot)$.

So, for any $t \in [0,T]$
\[
\int_{[0,t]} \frac{dx_k}{d\nu}(s) d\nu(s) \xrightarrow{\text{weakly in } \mathbb{R}^n} \int_{[0,t]} g(s) d\nu(s)
\]
Also, due to strong convergence of $x_k(t)$ to $x(t)$ in $\mathbb{R}^n$ for each $t \in [0,T]$, we have $x(t) = x_0 + \int_{[0,t]} g(s) d\nu(s)$, and hence $x(\cdot)$ is a right-continuous function of bounded variation, and the measure $dx$ has a density $g = \frac{dx}{d\nu} \in \mathcal{L}^2([0,T], \mathbb{R}^n; d\nu)$ relatively to $d\nu$. As a result, $\frac{dx_k}{d\nu} \xrightarrow{\text{weakly in } \mathcal{L}^2([0,T], \mathbb{R}^n; d\nu)} \frac{dx}{d\nu}$ and this leads to $\frac{dx_k}{d\nu}(\cdot) \xrightarrow{\text{weakly in } \mathcal{L}^1([0,T], \mathbb{R}^n; d\nu)} \frac{dx}{d\nu}(\cdot)$.

We now show that the sequence $f_k(\cdot)$ converges. It is seen that $f_k(\cdot)$ is weakly relatively compact in $\mathcal{L}^2([0,T], \mathbb{R}^n; d\nu)$. In particular, because of the bound on $f_k(\cdot)$, $f_k(s) = f(t_i, x_i^k), s \in [t_i, t_{i+1}],$ converges to $f(s, x_k(s))$ weakly $\mathcal{L}^1([0,T], \mathbb{R}^n; dt)$, and consequently
\[
f_k(\cdot) \frac{dt}{d\nu}(\cdot) \xrightarrow{\text{weakly in } \mathcal{L}^1([0,T], \mathbb{R}^n; d\nu)} f(\cdot, x(\cdot)) \frac{dt}{d\nu}(\cdot).
\]

5.2.3. Limit is a solution. The last part of the proof is to show that $x(\cdot)$ obtained as the limit of a converging subsequence, is a solution to the differential inclusion. Invoking Mazur’s Lemma in Section E.1, there exists a sequence $\zeta_n(\cdot)$, such that,
\[
\zeta_n(\cdot) \in \text{co} \left\{ \frac{dx_k}{d\nu}(\cdot) - f_k(\cdot) \frac{dt}{d\nu}(\cdot) : k \geq n \right\}
\]
and $\zeta_n$ converges strongly in $\mathcal{L}^1([0,T], \mathbb{R}^n; d\nu)$, i.e.,
\[
\zeta_n(t) \xrightarrow{} \frac{dx}{d\nu}(t) - f(t, x(t)) \frac{dt}{d\nu}(t), \ d\nu - \text{a.e. } t \in [0,T].
\]
Next, we recall from our construction that, for each $t \in [t_i, t_{i+1}]$,
\[
\frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t) = \Pi_k(t) \in -\mathcal{N}_c(\varepsilon_{i+1})(x(t_{i+1})),
\]
and in particular the left-hand side is uniformly bounded, for each \( k \in \mathbb{N} \), \( t \in [0, T] \).

Next, for each \( t \in [0, T] \), it is possible to construct a sequence, \( t_{ik+1}^k \to t \) such that \( t \in [t_{ik}^k, t_{ik+1}^k] \) and \( x_k(t_{ik+1}^k) \to x(t) \). For each \( \xi \in S(t) \), there also exists a sequence \( \xi_k \in S(t_{ik+1}^k) \) such that \( \xi_k \to \xi \in S(t) \), and we thus have

\[
\left\langle \frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t), x(t) - \xi \right\rangle = \left\langle \frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t), x_k(t_{ik+1}^k) - \xi_k \right\rangle + \left\langle \frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t), x(t) - x_k(t_{ik+1}^k) + \xi_k - \xi \right\rangle.
\]

The first term on the right-hand side is non-positive and from the bounds computed in Lemma 5.6 and Lemma 5.7, and using (A4), we thus get, for some \( C > 0 \),

\[
\left\langle \frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t), x(t) - \xi \right\rangle \leq C \left( |x(t) - x_k(t_{ik+1}^k)| + |\xi_k - \xi| \right).
\]

Hence, for every \( \xi \in S(t) \), \( \lim_{k \to \infty} \left\langle \frac{dx_k}{d\nu}(t) - f_k(t) \frac{dt}{d\nu}(t), x(t) - \xi \right\rangle \leq 0 \), and

\[
\left\langle \frac{dx}{d\nu}(t) - f(t, x(t)) \frac{dt}{d\nu}(t), x(t) - \xi \right\rangle \leq \limsup_{n \to \infty} \langle \zeta_n, x(t) - \xi \rangle \leq 0,
\]

which is equivalent to: \( \frac{dx}{d\nu}(t) - f(t, x(t)) \frac{dt}{d\nu}(t) \in -N_{S(t)}(x(t)) \), \( d\nu \)-a.e. \( t \in [0, T] \), and we have the desired inclusion.

### 5.2.4. Forward uniqueness and continuous dependence on initial data.

One of the nicest properties of the systems governed by FOSwP, is that one can invoke maximal monotonicity of the normal cone operator, to prove the forward uniqueness of solutions and continuous dependence of the solution on the initial condition and system data. This property does not carry over to SOSwP and HOSwP as we will see later. More precisely, if \( x_j : [0, T] \to \mathbb{R}^n \), \( j = 1, 2 \), are two solutions satisfying the DI (5.8) with initial conditions \( x_j(0) = x^0 \), then (using Assumption (A2) and the maximal monotonicity of the normal cone mapping)

\[
\frac{1}{2} \frac{d}{d\nu} |x_1(t) - x_2(t)|^2 = \left\langle \frac{dx_1}{d\nu}(t) - \frac{dx_2}{d\nu}(t), x_1(t) - x_2(t) \right\rangle \\
\leq \langle f(t, x_1(t)) - f(t, x_2(t)), x_1(t) - x_2(t) \rangle \frac{dt}{d\nu}(t) \\
\leq \rho |x_1(t) - x_2(t)|^2 \frac{dt}{d\nu}(t).
\]

Integrating both sides with respect to \( d\nu \), we get, for each \( t \in [0, T] \),

\[
|x_1(t) - x_2(t)|^2 \leq \exp (2\rho d\nu([0, t])) |x_1(0) - x_2(0)|^2.
\]

Uniqueness of solutions thus follows readily from the foregoing estimate, and moreover, one can obtain the bounds on the difference of the two solutions starting from two different initial conditions. One also observes that, if there is no perturbation, that is, \( f(t, x) \equiv 0 \), then the difference between the two trajectories at all times is bounded by the difference between their initial conditions. Uniqueness has been shown for the ZOSwP in [114] (prox-regular compact \( S(t) \)), for the FOSwP in [172] (convex \( S(t) \)), [241, 177, 237, 143] (prox-regular \( S(t) \)), [446, 375] (prox-regular \( S(t) \) with bounded
retraction), [487] (convex \( \mathcal{S}(t) \) with bounded retraction), [25] (degenerate FOSwP with prox-regular \( \mathcal{S}(t) \)), [203] (integral perturbation and prox-regular \( \mathcal{S}(t) \)), [535] (set-valued perturbation), [348] (maximal monotone DIs), [410] (subdifferential DIs), [278] (EVIs of second kind). Continuous dependence holds for DIs as in (3.8) (b) with \( K \) prox-regular and \( f(\cdot) \) Lipschitz continuous [33, Theorem 4.2].

It is important to note that the aforementioned discussions relate to forward uniqueness as, in general, the uniqueness does not hold backward in time for the systems under consideration. To see this we revisit Example 4.

**Example 8.** Consider the scalar FOSwP: 
\[
\dot{x} \in -N_{[t,t+1]}(x), \quad t \geq 0, \quad x(0) \in [0,1].
\]
Consider the initial condition \( x(0) = x_0 \in [0,1] \). Then the solution of this system is given by
\[
x(t) = \begin{cases} 
  x_0, & \text{if } 0 \leq t \leq x_0, \\
  t, & \text{if } t \geq x_0.
\end{cases}
\]
Clearly, for each \( \bar{t} \geq 0 \) and given \( x(\bar{t}) \), there is a unique value for \( x(t) \) for each \( t \geq \bar{t} \). However, there is no unique way to reconstruct the solution on the interval \([0,\bar{t})\) for a given \( x(\bar{t}) \).

**5.2.5. LCS with relative degree one.** An important application of the sweeping processes are the complementarity systems which have found applications in several applications. We will use these systems as a case study for results on existence of solutions. To see an application of FOSwP in the context of complementarity systems, consider the system (2.22) described by
\[
\dot{x} = f(t,x) + B\lambda
\]
\[
0 \leq \lambda \perp z = Cx + Gu + H \geq 0.
\]

Under the assumption that there exists a positive definite matrix \( P \in \mathbb{R}^{n \times n} \) satisfying \( PB = C^\top \), and by letting \( z = Rx \) where \( R \) is the positive square root of \( P \), it follows from basic convex analysis (see Section 3.4 or [143]) that (5.13) can be rewritten as
\[
\dot{z}(t) - Rf(t,R^{-1}z(t)) - REu(t) \in -N_{\mathcal{S}(t)}(z(t)), \quad \mathcal{S}(t) \triangleq \{ x \in \mathbb{R}^n \mid CRx + Gu(t) + H \geq 0 \}.
\]
This system is in the form of (5.7) and one can then impose assumptions on the mapping \( \mathcal{S}(\cdot) \), which can indeed be written in terms of system data [143], to guarantee existence of solutions.

**5.2.6. Other results on existence of solutions.** We demonstrated two principal techniques to study existence of solutions for FOSwP. In this section, we give an overview of some results which have been obtained for more general class of systems using these techniques, and also some of the other results which are obtained from using other proof techniques.

- **Extensions of Time-Stepping Algorithms:** After being initially proposed for unperturbed FOSwP with convex-valued time-varying set-valued mappings, Moreau’s catching-up algorithm has been used to prove existence results for several generalizations of FOSwP. We mentioned [439, 427] as classical references on this topic, but similar results can be found in [147, 209, 512, 531, 446, 445, 444, 559, 199, 116, 487]. Among extensions and similar studies, we also find discretization for different kinds of variational inequalities [27, 23, 43, 388, 462], set-valued perturbations [169, 237], state-dependent FOSwP [39, 46, 26, 170, 293, 296, 376], time-delay FOSwP and SOSwP [235, 236, 117, 450, 174, 177], time-dependent maximal monotone DIs [64, 153], proximal algorithms, i.e., implicit or backward Euler discretization of
for optimization problems [48, 57, 286, 412, 477] (it is known that an explicit Euler method has strong drawbacks [477, Sections 3.3, 6.3]). Systems with prox-regular set-valued mappings have also been studied using time-stepping algorithms [42, 186, 204, 238].

- **Fixed-Point Methods:** As it is done in the case of conventional dynamical systems described by ordinary differential equations, it is possible to describe the solutions of system (5.7) as the fixed point of an operator acting on the space of the solutions. Existence results based on fixed-point theory can be found in [24, 172, 241, 177].

- **General regularization techniques:** We presented one particular regularization technique based on Moreau-Yosida approximations which finds its origin in [434, 436], and has been used in [54, 367, 340]. Other instances of regularization methods that exist in the literature are in [29, 105, 203, 422, 535, 415, 504], some of which use the reduction of FOSwP to compact DIs (see Section 3.3). Regularization is also used to derive Pontryagin optimality conditions in the optimal control of FOSwP, see e.g., [54].

- **Particular methods for complementarity systems:** For LCS, we find proofs of well-posedness based on similar discretization schemes in [299, 510]. Apart from transforming the systems in the sweeping process, the particular structure of LCS can be studied using other techniques (following an “event-driven” analysis strategy) [307]. One can also rewrite the system in frequency domain using Laplace transform and recast the Cauchy problem as *rational complementarity problem* [151]. These methods, specifically designed for LCS, can also handle distributional solutions which result from higher relative degree between the complementarity variables.

- **Other methods:** Some other proof techniques different from the above ones, have been investigated in [486, 485, 363] for FOSwP with no perturbation, and BV solutions.

### 5.3. Maximal monotone DIs

The tools used in studying the solutions of FOSwP and its variants have also been useful in studying the solution concepts for DIs with maximal monotone mappings on the right-hand side. These are the inclusions modeled as

\[
\dot{x} \in -M(t,x), \quad x(0) \in \text{cl}(\text{dom} M(0, \cdot))
\]  

(5.14)

where \(M(t, \cdot) : \mathbb{R}^n \rightrightarrows \mathbb{R}^n\) is a maximal monotone operator. For autonomous maximal monotone DIs (which do not depend on time), one finds a rather comprehensive treatment in the books [62, 123]. These approaches can be generalized to some extent when there is a time-dependent function entering in the dynamics additively, but extending these results to the general case, where the domain of the set-valued operator is in particular time-varying, has proved rather challenging. In [560], we see one of the first attempts to study systems with time-varying domains, where a very strong regularity assumption was imposed with respect to the pseudo-distance between two maximal operators \(M_1, M_2\) defined as

\[
d_{\text{svn}}(M_1, M_2) \overset{\Delta}{=} \sup \left\{ \frac{\langle \eta_1 - \eta_2, z_2 - z_1 \rangle}{1 + |\eta_1| + |\eta_2|}, \eta_i \in M_i(z_i), z_i \in \text{dom}(M_i), i = 1, 2 \right\}.
\]  

(5.15)

It is noted that, when \(M(t, x) = N_{S(t)}(x)\) with \(S(t)\) closed convex, then we get

\[
d_{\text{svn}}(M(t_1, \cdot), M(t_2, \cdot)) = d_{\text{Haus}}(S(t_1), S(t_2))
\]

and hence imposing continuity on the mapping \(M(\cdot)\) in (5.14) was seen as a natural extension of the continuity assumption imposed on the domains in FOSwP. In particular, [560] requires the mapping
\( \mathcal{M}(t, \cdot) \) to be uniformly continuous, that is, there exists a sequence of piecewise constant operators \( \mathcal{M}_i : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) such that for each \( t \in [0, T] \) one has:

\[
\lim_{i \rightarrow \infty} d_{\text{svm}}(\mathcal{M}(t_{i+1}, \cdot), \mathcal{M}(t_i, \cdot)) = 0.
\]

In [368] this line of work is generalized to consider systems where the regularity with respect to time can be relaxed to a BV function, in order to cover some results developed in the context of FOSwP.

However, in a recent work [153], it has been shown that working with the notion of \( d_{\text{svm}} \) is restrictive for the systems of form (5.14). In particular, it is seen that continuity with respect to this particular notion of distance may not hold for LCS with time-varying terms in the complementarity relations as seen in the following example.

**Example 9.** Consider an LCS given by

\[
\begin{align*}
\dot{x}(t) &= B\lambda(t) \quad \text{(5.16a)} \\
0 &\leq \lambda(t) \perp z(t) = B^T x(t) + D\lambda(t) + v(t) \geq 0, \quad \text{(5.16b)}
\end{align*}
\]

where \( B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) and \( D = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \). Consider the set-valued mapping \( \mathcal{F} : \mathbb{R}^2 \Rightarrow \mathbb{R}^2 \) given by \( \mathcal{F}(\zeta) = \{ y | \eta \geq 0, \zeta \leq 0, \text{ and } \langle \eta, \zeta \rangle = 0 \} \). It can be verified that (5.16) can be written in the form (5.14), with \( \mathcal{M}(t, x) \triangleq B(\mathcal{F} + D)^{-1}(B^T x + v(t)) \), where \( \mathcal{M}(t, \cdot) \) is maximal monotone for each \( t \). Let \( v : [0, T] \rightarrow \mathbb{R}^2 \) be an AC function such that for some \( t_1, t_2 \in [0, T] \), we have

\( v(t_1) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) and \( v(t_2) = \begin{bmatrix} -1 \\ 0 \end{bmatrix} \).

Let \( \mathcal{M}_i \triangleq \mathcal{M}(t_i, \cdot) \) with \( i = 1, 2 \). It can be verified that \( 0 \in \mathcal{M}_1(\rho + 1) \) and \( 1 \in \mathcal{M}_2(0) \) for any \( \rho \geq 0 \). From Definition 5.15, we get

\[
d_{\text{svm}}(\mathcal{M}_1, \mathcal{M}_2) = \sup_{\begin{subarray}{c} x_1 \in \text{dom}(\mathcal{M}_1), y_1 \in \mathcal{M}_1(x_1) \\ x_2 \in \text{dom}(\mathcal{M}_2), y_2 \in \mathcal{M}_2(x_2) \end{subarray}} \frac{(y_2 - y_1, x_1 - x_2)}{1 + |y_1| + |y_2|} \geq \frac{\rho + 1}{2}.
\]

Since the righthand side is not bounded, we can conclude that the set-valued mapping \( \mathcal{M}(t, \cdot) \) is not AC with respect to \( d_{\text{svm}} \).

This example shows that the direct extensions of sweeping-process-based results to maximal monotone operators, such as the ones reported in [368], have their limitations. However, a result on existence and uniqueness of solutions for system (5.14), which overcomes these limitations, has appeared in [153]:

**Theorem 5.8.** Consider the system (5.14) and assume that the following assumptions hold:

1. For each \( t \in [0, T] \), the operator \( \mathcal{M}(t, \cdot) \) is maximal monotone.
2. There exists a nondecreasing function \( \varphi \in AC([0, T], \mathbb{R}) \) such that

\[
\sup_{z \in \text{dom} \mathcal{M}(t, \cdot)} d(z, \text{dom} \mathcal{M}(t, \cdot)) \leq \varphi(t) - \varphi(s), \quad \forall s, t \text{ with } 0 \leq s \leq t \leq T.
\]

3. For every positive number \( r \), there exists \( \sigma_r \in \mathcal{L}^1([0, T], \mathbb{R}_+) \) such that

\[
|\mathcal{M}^0(t, x)| \leq \sigma_r(t)(1 + |x|)
\]

for all \( x \in \mathcal{B}^n(r) \cap \text{dom} \mathcal{M}(t, \cdot) \) with \( t \in [0, T] \).
4. The set-valued mapping \( t \mapsto \text{graph} \mathcal{M}(t, \cdot) \) is outer semicontinuous on \([0, T]\).
Then, there exists a unique solution \( x \in AC([0, T], \mathbb{R}^n) \) of (5.14).

Proof. (sketch of) The proof of this result uses similar tools as we used in proving existence of solutions to FOSwP. Let us start by partitioning the interval \([0, T]\) by choosing the time instants \( t_{i}^{k}, t_{i+1}^{k}, \ldots, t_{N_{k}}^{k} \), and let \( h_{i+1}^{k} \triangleq t_{i+1}^{k} - t_{i}^{k} \), and \( h_{i}^{k} \triangleq \max_{i} h_{i}^{k} \).

In what follows, we provide the construction of an approximate solution \( x_{k} : [0, T] \rightarrow \mathbb{R}^{n} \) for a fixed \( k \). As we increase \( k \), so that \( h_{k} \rightarrow 0 \), the sequence \( \{x_{k}\}_{k \in \mathbb{N}} \) is seen to converge and the limit is a solution. More specifically, for the chosen discrete time instants, a sequence \( x_{i+1}^{k} = (I_{n} + h_{i+1}^{k} M(t_{i+1}^{k}, \cdot))^{-1}(x_{i}^{k}) \) is introduced. Recall that for each real \( h > 0 \), the operator \( (I_{n} + h M(t_{i+1}^{k}, \cdot))^{-1} \) is the so-called Yosida-approximation of \( M(t_{i+1}^{k}, \cdot) \). Next, we introduce the function \( \psi : [0, T] \rightarrow \mathbb{R}_{+} \) as

\[
\psi(t) \triangleq t + 2\varphi(t) + (1 + \gamma) \int_{0}^{t} \sigma_{r_{+}}(s) \, ds \quad \forall t \in [0, T], \tag{5.17}
\]

which is used in constructing the sequence of approximate solutions as follows:

\[
x_{k}(t) \triangleq \frac{\psi(t_{i}^{k}) - \psi(t)}{\psi(t_{i+1}^{k}) - \psi(t)} x_{i}^{k} + \frac{\psi(t) - \psi(t_{i}^{k})}{\psi(t_{i+1}^{k}) - \psi(t_{i}^{k})} x_{i+1}^{k} \tag{5.18}
\]

where \( t \in [t_{i}^{k}, t_{i+1}^{k}] \) and \( i \in \{0, 1, \ldots, N_{k} - 1\} \). By definition, \( x_{k}(\cdot) \) is a continuous function and \( x_{k}(t_{i}^{k}) = x_{i}^{k} \) for all \( i \in \{0, 1, \ldots, N_{k}\} \). It can be then shown, under the hypothesis of the theorem, that

\[
x(t) \triangleq \lim_{|h| \rightarrow 0} x_{k}(t)
\]

is the desired solution to the inclusion (5.14). The details appear in [153].

As alluded to in Section 5.2.6, the time-discretization of maximal monotone DIs is closely linked with proximal algorithms and convex optimization [48, 57, 286, 477], the first result on this topic can be found in [412] when \( \mathcal{M}(t, x) = N_{K}(x), K \subset \mathbb{R}^{n} \) is a closed convex compact.

### 5.3.1. Time-varying complementarity relations.

As a consequence of these general results on time-varying maximal monotone operators, we can treat the cone complementarity systems described by

\begin{align}
\dot{x}(t) &= f(t, x) + B\eta(t) \tag{5.19a} \\
v(t) &= Cx(t) + D\eta(t) + h(t), \tag{5.19b} \\
K \ni v(t) \perp \eta(t) &\in K^*, \tag{5.19c}
\end{align}

where the primary difference compared to (5.13) is due to the presence of a matrix \( D \succ 0 \), and the Lebesgue-measurable function \( h : [0, \infty) \rightarrow \mathbb{R}^{m} \) in (5.19b). As a generalization, we consider \( K \) to be a closed, convex polyhedral cone, while \( K^* \) is its dual cone (see Section A.1). We introduce the set-valued mapping

\[
\mathcal{S}(t) \triangleq \{ z \in \mathbb{R}^{m} \mid z + h(t) \in K \} \tag{5.20}
\]

and reformulate the dynamics of (5.19) as

\[
\eta(t) \in -\mathcal{N}_{\mathcal{S}(t)}(Cx(t) + D\eta(t)). \tag{5.21}
\]

Because of the added structure on the set \( K \), and the regularity assumption on \( h(\cdot) \), it is possible to rewrite the conditions for the well-posedness of (5.19).

**Corollary 5.9.** [524] Consider the system (5.19) with the vector field \( f(t, x) \) satisfying (A2), and suppose that
\begin{itemize}
  \item $D \geq 0$ and there exists $P = P^T > 0$ such that $\ker(D + D^T) \subseteq \ker(PG - C^T)$.
  \item It holds that $10 \text{ rint}(K - h(t)) \subseteq \text{rint}(\text{Im}(\partial\sigma_{K - h(t)} + D))$ and $DK^* \subseteq \text{Im}(C)$.
  \item The matrix $C$ is such that $11 \text{ Im}(C) - K = \mathbb{R}^m$.
  \item For each $x \in \mathbb{R}^n$ and $t \geq 0$, if the set $\Lambda_x(t) \triangleq \{ \eta \in K^* \mid v = Cx + D\eta + h(t) \in K, (\eta, v) = 0 \}$ has a nonzero element, then $\Lambda_x(t) \cap \text{Im}(D + D^T) \neq \emptyset$.
\end{itemize}

If $h(\cdot)$ is locally AC (respectively, RCBV), then there exists a unique weak solution to (5.19) which is continuous (resp. RCBV).

The basic idea in [524] is that these assumptions allow us to rewrite the system in the form: $\dot{z} \in f(t, z) - \mathcal{M}(t, z)$, with $\mathcal{M}(t, \cdot)$ maximal monotone for each $t$, and $f(t, \cdot)$ has some Lipschitz continuity. One can then combine the result of Theorem 5.8 and the development in Section 5.1.4 to prove this result.

\section*{5.4. Solutions of SOSwP}

The particularity of FOSwP is that the regularity of solutions is determined by the regularity of the set-valued mapping $S(\cdot)$, which is prespecified for the problem. However, in SOSwP and HOSwP, the jumps in the state trajectories occur when some components of the state hit the constraint surface. The discontinuity of certain state variables makes it difficult to obtain the estimates that allow us to construct converging sequences. To consider the question of existence of solutions to system subjected to the unilateral constraints described in (2.6) or (4.10), let us introduce the formal notion of solution.

**Definition 5.10.** A solution to the Cauchy problem (2.6) (or (4.10)) with an initial condition $(q_0, v_0) \in \Phi \times V(q_0)$, over an interval $I = [0, T]$, is a pair $(q, v)$ such that $v(\cdot)$ is RCBV on $I$; $q(t) = q_0 + \int_0^t v(s)ds$; $\dot{q}(t) \in \Phi$ and $v_e(t) \in V(q(t))$ for all $t \geq 0$; and furthermore, there exists a positive measure $dv$ such that both $dt$ and $dv$ possess densities with respect to $dv$, denoted by $dt/dv$ and $dv/dv$ respectively, and

\begin{equation}
M(q) \frac{dv}{dv}(t) + F(t, q, v) \frac{dt}{dv}(t) \in -N_{V(q(t))}(v_e), \ dv-\text{a.e. on } I.
\end{equation}

The choice of the measure $dv$ is not unique since the right-hand side of (2.6c) is a cone. However, by Lebesgue-Radon-Nikodym Theorem, the functions $dt/dv(\cdot) \in L_1(I, \mathbb{R}; dv)$ and $dv/dv(\cdot) \in L_1(I, \mathbb{R}^n; dv)$ are uniquely determined for a given $dv$.

\subsection*{5.4.1. Constructing Solutions via Discretization}

We here present a result which uses a time-stepping algorithm as the main tool for establishing the existence and uniqueness of the solution. For this result, the following regularity assumptions are required on the system data:

- **(H1)** The function $F(\cdot, \cdot, \cdot)$ is continuous and is continuously differentiable ($C^1$) with respect to its second and third arguments.
- **(H2)** The mapping $M(\cdot)$, from $\mathbb{R}^n$ to the set of symmetric positive definite matrices, belongs to class $C^1$.
- **(H3)** For each $i \in \{1, \ldots, m\}$, the function $h_i \in C^1(\mathbb{R}^n, \mathbb{R})$, its gradient $\nabla h_i(q)$ is locally Lipschitz continuous and does not vanish in a neighborhood of $\{q \in \mathbb{R}^n \mid h_i(q) = 0\}$.
- **(H4)** The active constraints are functionally independent, i.e., $\{\nabla h_i(q)\}_{i \in I(q)}$ is linearly independent for all $q \in \Phi$, where $I(q) = \{i \mid h_i(q) = 0\}$.

\footnote{We always have the inclusion $K - h(t) = \partial\sigma_{K - h(t)}(0) \subseteq \text{rint}(\partial\sigma_{K - h(t)} + D)$. However, the set inclusions are not preserved by the rint operator in general.}

\footnote{The equation $\text{Im}(C) - K = \mathbb{R}^m$ is to be interpreted in the sense that, for each $h \in \mathbb{R}^m$, there exists $x \in \mathbb{R}^n$, and $v \in K$, such that $h = Cx - v$.}
(H5) For each \( q \in \Phi \), for all \((i, j) \in \mathcal{I}(q) \times \mathcal{I}(q)\), \( i \neq j \),

\[
\begin{cases}
\langle \nabla h_i(q), M^{-1} \nabla h_j(q) \rangle \leq 0, & \text{if } e = 0, \\
\langle \nabla h_i(q), M^{-1} \nabla h_j(q) \rangle = 0, & \text{if } e \in [0, 1].
\end{cases}
\]

Under these conditions, we consider a sequence of solutions using the time discretization principle. Let \( h > 0 \) be a given time-step, set \( q_{i+1}^k = q_i^k + h^k v_i^k \), and the velocity \( v_k(t) \) is obtained via

\[
M(q_{i+1}^k) \left( \frac{v_{i+1}^k - v_i^k}{h^k} \right) + F(t_{i+1}^k, q_{i+1}^k, u_i^k) \in -\nabla V_{M(q_{i+1}^k)} \left( \frac{v_{i+1}^k + e v_i^k}{1 + e} \right),
\]

which is an extension of Moreau’s catching-up algorithm used for the FOSwp. The elements of the set in the right-hand side of (5.23), are approximations of the contact forces impulses, see [4, Chapter 10] [130, Section 5.7.3]. Hence they are bounded variables, even at impact times. Using (A.6) we can write \( v_{i+1}^k \) more explicitly as

\[
v_{i+1}^k = -e v_i^k + (1 + e) \text{proj}_{M(q_{i+1}^k)} \left( V_{M(q_{i+1}^k)}(v_i^k + \frac{h^k}{1 + e} M^{-1}(q_{i+1}^k) F(t_{i+1}^k, q_{i+1}^k, u_i^k)) \right).
\]

As a result, let us consider the sequence of approximate solutions \( \{q_k, u_k\}_{k \in \mathbb{N}} \) defined on the interval \([0, T]\) as follows:

\[
\begin{cases}
q_k(t) = q_i^k + (t - ih^k)v_i^k, & t \in [t_i^k, t_{i+1}^k), \\
u_k(t) = v_i^k, & t \in [t_i^k, t_{i+1}^k).
\end{cases}
\]  

(5.24)

The following result shows the existence of solutions, locally in time, on an interval \([0, \tau]\) which depends only on the data and does not depend on the approximate solutions. This local behavior is due to the fact that the nonlinearities \( M(\cdot) \) and \( F(t, \cdot, \cdot) \) are only assumed to be locally Lipschitz continuous, and thus the finite escape times may occur even if the solution trajectories do not hit the constraint boundary.

**Theorem 5.11.** Consider the initial value problem (2.6) under the hypotheses (H1)–(H5). Then there exist a maximal interval \([0, \tau]\), \( \tau \leq T \), and \((q, v) \in C^0([0, \tau], \mathbb{R}^n) \times RCBV([0, \tau], \mathbb{R}^n)\) such that a subsequence of \( \{q_k, u_k\}_{k \in \mathbb{N}} \) defined in (5.24) such that \( q_k \xrightarrow{\text{strongly in } C^0([0, \tau], \mathbb{R}^n)} q \) and \( u_k \rightarrow u \) except possibly on a countable set, and \((q, v)\) is the solution to (2.6).

### 5.4.2. Continuity of solutions with respect to system data.

The foregoing result shows that a sequence of approximate solutions converges to the actual solution of the system under the hypotheses (H1)–(H5), and hence continuity of solutions w.r.t. initial data also holds (in the single constraint one degree-of-freedom case, this property was shown in [499, Theorem 5.1]). However, this continuity comes at the price of restrictions imposed on the geometry of constraints in (H5), which requires the boundaries of the configuration space to intersect orthogonally, or to make an acute angle in the kinetic metric [130, Section 6.2.7]. Indeed, if such orthogonality is not imposed, we do not get continuity with respect to initial conditions. As an example, consider two types of geometrical configurations between two linear constraints in Figure 5.2, with restitution coefficient \( e = 1 \). The constraints in Figure 5.2a do not respect (H5). For some \( \varepsilon_1, \varepsilon_2 > 0 \), consider three sets of initial condition with same initial velocity, i) on the bisector, denoted by \((q_1, q_2)\), ii) left side of the bisector...
(\(q_1 - \varepsilon_1, q_2 + \varepsilon_2\)), and iii) right-side of the bisector \((q_1 + \varepsilon_1, q_2 - \varepsilon_2)\), which can be made arbitrarily close to each other by choosing \(\varepsilon_1\) and \(\varepsilon_2\) small enough. The resulting trajectories however diverge away from each other in different directions after the impact. The situation however does not occur when the constraints are orthogonal to each other in Figure 5.2b.

5.4.3. Other results for Lagrange systems and SOSwP. Well-posedness analysis for complementarity mechanical systems started in 1959 with Bressan’s counterexample to uniqueness [120], then again in 1978 [498] (in 1985 for the SOSwP [426]), and was still the object of investigations almost forty years later [465, 466]. The result presented in Theorem 5.11 is a strong result in the sense it shows continuity of solutions with respect to initial data. There are results on existence of solutions for SOSwP, based on other techniques, which establish existence and uniqueness of solutions without any claims about continuity with respect to initial data [73]; However, such works assume the analyticity of data to guarantee the uniqueness and avoid Bressan’s pathological counter-examples [130, Section 2.4.3] (analyticity is used also in [499, 473, Theorem 3.7] [474]). The earlier works on SOSwP were concentrated on single constraint (so that (H5) holds trivially). In these works, we see approaches based on Yosida-Moreau regularization [498, 467], and time-stepping schemes [426, 427, 403, 233, 234]. Extensions to systems with dry Coulomb friction have also been considered, see [519, 75] for earlier references, and more recently using time-stepping methods in [465, 466]. Painlevé paradoxes, which are some kind of singularity [130, 265, 182], are a source of major difficulty in the analysis of systems with set-valued friction. The results about maximal monotone DI’s do not apply directly, because of the mass matrix inverse that usually destroys the monotonicity of \(M(q)^{-1}\partial\phi(\dot{q})\).

5.5. Higher order sweeping processes. Following the template of Section 2.1, we now address the solutions of HOSwP. In moving from FOSwP to SOSwP, we saw that static constraints on the position variable translate into constraints on the velocity variable with possible discontinuities (depending on the state variable). In HOSwP, one basically describes constraints on the higher derivatives of a component of the state variable (which has static constraints). For such systems, we restrict our attention to the linear dynamics described in (2.9) and their solution has to be interpreted in the following sense: Find nonnegative real-valued Radon measures

\(\text{(a) Loss of continuity in non-orthogonal constraints.} \quad \text{(b) Continuity holds when the constraints are orthogonal.} \)

Fig. 5.2: Graphical illustration of continuity with respect to initial condition in systems with multiple constraints.
$\nu_i$ relative to which the Lebesgue measure $dt$ and the Stieltjes measure $dz_i$ possess densities $\frac{dt}{d\nu_i}$ and $\frac{dz_i}{d\nu_i}$ respectively such that, for $1 \leq i \leq r - 1$

$$\frac{dz_i}{d\nu_i} - z_{i+1}(t) \frac{dt}{d\nu_i} (t) \in -N_{T_{m-1}^{-1}(Z_{i-1}(t^{-}))}(z_{e,i}(t)), \ \text{for a.e. } t \in [0, T]$$

(5.25a)

and

$$\big( C A^{-1} B \big)^{-1} \left[ \frac{dz_r}{d\nu_r} - C A^{-1} W^{-1} z(t) \frac{dt}{d\nu_r} (t) \right] \in -N_{T_{n-1}^{-1}(Z_{r-1}(t^{-}))}(z_{e,r}(t^+))$$

(5.25b)

The following result is borrowed from [6] and uses the structure of the system combined with analysis over an appropriately chosen distributional solution space.

**Theorem 5.12.** Consider system (2.9) with $m = 1$. If $CA^{-1}B > 0$, then there exist locally RCBV functions $z_i$ and Radon measure $d\nu_i$, $1 \leq i \leq r$ that satisfy (5.25).

The function $\zeta(\cdot)$ satisfying (2.8c) is locally AC. These results extend to $m \geq 2$ with the sufficient condition that $CA^{-1}B$ be a Stieltjes matrix.

### 5.5.1. Constructing Discretized Solutions.

As done in the previous section, the discrete approximations of the solutions are constructed by a sequence of piecewise continuous functions. To define the $N$-th element of this sequence, we consider the points $t_0 = 0$, $t_j \in [0, T]$, $1 \leq j \leq N - 1$, $t_N = T$, so that the interval $[0, T]$ is split in $N$ intervals of the form $[t_j, t_{j+1}]$, $0 \leq j \leq N - 1$. For this fixed partition, the corresponding discrete solution is given by $x^n : [0, T] \to \mathbb{R}^n$, where $x^n(t) = (z^{N^n}(t), \zeta^{N^n}(t))^\top$. The functions $z^{N^n}(\cdot)$ and $\zeta^{N^n}(\cdot)$ are obtained by setting $z^n(t) = z^N_j$, and $\zeta^n(t) = \zeta^N_j$, for $t \in [t_j, t_{j+1}]$; the vectors $z^N_j$ and $\zeta^N_j$ are obtained by the following algorithm: $z^N_j = [z_{1,j}^N, \ldots, z_{r,j}^N]^\top$, with the points $z^N_{i,j} \in \mathbb{R}$, $1 \leq i \leq r$, $0 \leq j \leq N - 1$ obtained by

$$z^N_{i,j+1} - z_{i,j}^N = \nu_{i,j+1}^N \in -N_{T_{m}^{-1}(Z_{i-1,j}^N)}(z_{i,j+1}^N), \quad 1 \leq i \leq r - 1$$

while using the notation $Z_{i,j}^N = (z_{1,j}^N, z_{2,j}^N, \ldots, z_{i,j}^N)$, and

$$z^N_{r,j+1} - z_{r,j}^N = hCA^{-1}W^{-1}z_{j+1}^N = CA^{-1}B \nu_{r,j+1}^N,$$

$$\nu_{r,j+1}^N \in -N_{T_{m}^{-1}(Z_{r-1,j}^N)}(z_{r,j+1}^N).$$

For the zero dynamics, we use for the sake of simplicity a backward Euler scheme: $\zeta^{N^n}_{j+1} - \zeta^n_j = h(A_{0}^{N^n}_{j+1} + B_{0}^{N^n}_{j+1}, \zeta^{N^n}_{j})$, and the vector of discretized multipliers by $\nu^{N^n}_{j+1}$, that is, $\nu^{N^n}_{j+1} = [\nu^{N^n}_{1,j+1}, \ldots, \nu^{N^n}_{r,j+1}]^\top$. Then the discrete-time system can be rewritten compactly as

$$x_{j+1}^N - x_j^N = hW A^{-1} x^N_{j+1} + G\nu_{j+1}^N$$

where we recall that $G = \begin{bmatrix} I_{r-1} \times (r-1) & 0 \\ 0 & C A^{-1} B \end{bmatrix}$. Consider the step function $\nu_N : [0, T] \to \mathbb{R}^r$ such that $\nu_N(t) = \nu_t^N$, for $t \in [t_j, t_{j+1}]$ and $\nu_N(T) = \nu_T^N$.

**Proposition 5.13.** Assume that the triplet $(W A^{-1}, G, H)$ is observable, controllable and positive real. Then the following statements hold:

- $CA^{-1}B > 0$ and
- There exists a subsequence $\{x^{N_k}\}$ of $\{x^N\}$ which converges pointwise to an RCBV function $x : [0, T] \to \mathbb{R}^n$, and a subsequence $\{\nu^{N_k}\}$ of $\{\nu^N\}$ which converges pointwise to an RCBV function $\nu : [0, T] \to \mathbb{R}^r$.  

5.5.2. LCS with higher relative degree. So far, we have considered LCS under the passivity assumption, which have an underlying transfer matrix of index 1 (see Definition C.1 and Theorem D.2). Some results on solutions of complementarity systems with relative degree greater than 1 can be obtained by using the framework of HOSwP. To see this, consider the system (2.22). If this system has a relative degree \( r \), and \( CA^{r-1}B > 0 \), then by letting \( z_1 = Cx \), it is possible to rewrite the system in the form (2.8).

**Corollary 5.14.** Consider system (2.22) with the matrices \( D, E, F, G, H \) to be identically zero, and assume that the system has a relative degree \( r \), and \( CA^{r-1}B > 0 \). Then, the system has a unique solution in the class of piecewise smooth distributions.

Results in the multivariable case \( (m > 1) \) can be found in [6, 132] and in [307] with a narrower class of distribution solutions. They all rely on some kind of positivity of the leading Markov parameter (Stieltjes or P-matrix).

5.6. Extensions and Perspectives. To conclude this section, we highlight some elements of the ongoing research in the area of existence of solutions for the nonsmooth systems being studied in this article.

- **Extensions involving Complementarity Systems:** For LCS, the choice of functional space of solutions depends on the relative degree of the complementarity variables [6, Proposition 3, Corollary 2] [307, 151, 155]. Roughly speaking, solutions are Schwartz’ distributions with degree \( \leq r \). See [159, 136, 143] for LCS via FOSwP or unilateral DIs with maximal monotone operators (Section 2.2). Existence or non-existence of accumulation of events (Zeno states) is analysed in [298]. Extensions of LCS may be found in [135, 136, 154]. For NLCS (2.24), local analytic solutions are used in [549], global AC or right-continuous LBV (hence admitting state jumps) solutions in [143], see also [550] for a class of cone NLCS with solutions in \( W^{1,2}(a,b); \mathbb{R}^n \) and integrable \( \lambda \). Relaxing the assumptions of Corollary 5.9 should be tackled. MLCS and MLNCS as in (2.28) (2.25) and (2.27) deserve attention, both for the well-posedness and the numerical analyses.

- **Well-posedness results for control problems:** The recent trend in the research on the class of nonsmooth systems relates to addressing control problems, for example, feedback stabilizing control \([429, 524]\), state-estimators \([522, 523]\), or optimal control related problems \([54, 144, 200, 201, 202, 207, 316]\). In all these works, one sees novel type of interconnections of nonsmooth systems arise and generalizing the scope of current results to such systems is one possible direction for research. Also, for optimal control related problems, since we are essentially dealing with state-constrained systems, the application of Pontryagin’s maximum principle to get (necessary conditions) adjoint equations for optimal trajectories and control, seems to be in the form of HOSwP with two-point boundary values \([128]\), instead of the initial value problems discussed in this article. Addressing solutions to such systems definitely requires some novel tools and methodology.

- **Despite of the fact that the systems we deal with are basically nonsmooth, their solutions can be arbitrarily smooth in some cases, as shown in [497] for the PDS in (2.31), depending on the smoothness of \( \text{bd}(K) \) and of \( f(x) + g(t) \). Thus, it is of interest analyze the structures which contribute to regularity of the solution.**

**Remark 23 (Infinite-dimensional case).** Apart from time-independent maximal monotone DIs that were largely aimed at treating infinite dimensional problems \([123]\), several extensions of the foregoing finite-dimensional formalisms towards infinite dimensions have been published, mainly for the FOSwP and EVI in Hilbert spaces, see e.g., \([289, 290, 28, 395, 394, 37, 196, 235]\), where compactness assumption on \( S(t) \)
becomes crucial to guarantee the convergence of subsequences of bounded sequences of continuous maps. See also [195, 327, 197] for PDS.

6. Stability of equilibria. This section mainly deals with the extension of the absolute stability problem [139, Section 3.13] to the above set-valued systems. Here we do not deal with bifurcations and chaos analysis, see [384] and [224] for complete analyses of this topic. Before presenting some results, we highlight some peculiar features for the systems modeled by (1.1), which are not shared by smooth systems.

1. Nonsmooth systems as the above ones, may be unstable while the corresponding unconstrained system (obtained setting $w = 0$ in (1.1)) is asymptotically stable [584, 280]. In particular this occurs when the equilibria are on the admissible domain boundary. Therefore, stability analysis needs to be adapted accordingly.

2. Jump-times mismatch in systems with state jumps: two arbitrarily close trajectories outside jumps, become distant (in the usual metric) in the jump instant neighborhood [130, Section 1.3.2.3].

3. Accumulations of events, also known as Zeno behaviour (impacts, frictional stick/slip transitions, switches in some sliding-mode control systems [4, section 6.3.2], switches between complementarity modes in LCS) often occur. In some particular cases (LCS and DVI's with $D$ a P-matrix, or NLCP with strongly regular solutions [156, 509, 298, 461], mechanical systems with conservative impacts [74], some PWL systems [534, 532]), solutions can be shown to be Zeno-free.

4. Constrained state in closed, moving or fixed set, with changing vector field on the set boundary (due to the existence of the multiplier $w$ in (1.1)).

5. Changing dimension (with added or deactivated constraints) after possible accumulation of events (impacts, stick/slip), or creation of a sliding motion, occurring in finite-time: the underlying mechanism is the existence of a multiplier which takes care of the switch between the two dynamics (in Mechanics with frictionless contact this is a normal contact force, in case of friction this is a tangential contact force inside the Coulomb's cone, in circuits this is a combination of voltages and currents, in sliding-mode with attractive surface, this is a control action that is a selection of the set-valued controller).

6. Continuity of solutions w.r.t. initial data, does not always hold (like in mechanical systems with multiple constraints [130, 464], see Figure 5.2). This raises a difficulty in applying invariance results which often use such continuity as a key assumption to guarantee positive invariance of limit sets.

7. Reversibility, or uniqueness in backward time, may be lost (think of a ball bouncing on a ground, with zero restitution: an infinite number of trajectories leads in finite time to the static equilibrium). See also Example 8.

8. Forward uniqueness of solutions often holds (see Sections 5.2.4 and 5.9, Theorem 5.8, Corollary 5.9), in which case the notions of weak and strong stability are no longer relevant.

It is noteworthy also that several of these features as well as the basic characteristics of our systems, often preclude the use of stability criteria developed for other types of DIs, see e.g., [62, 70, 513] (compact, locally bounded right-hand sides), [274, 513] (closed strict convex processes, see Section 3.13).

6.1. Characterization of equilibria. General criteria exist for the existence of equilibria in DIs [62, Chapter 6, Section 2]. Concerning our systems, fixed points of (1.1) are solutions of the generalized equation (GE) (see Section A.2.2 for definition).
More precisely, we say that \((x^*, w^*)\) is an equilibrium if
\[
\begin{align*}
0 &= f(t, x^*) + G(t, x^*)w^*(t) \\
w^*(t) &= -F(t, Hx^*, Dw^*). 
\end{align*}
\] (6.1)

Such a GE may take various forms, depending on the considered subclass of systems. The analysis of (6.1) and the computation of its solutions, require more specific information about \(f(\cdot), G(\cdot)\) and \(F(\cdot)\) so that suitable equivalent formulations may be found. The relationships between the formalisms studied in Section 3, can be used to obtain different equivalent GEs. Thus the GE (6.1) may be a complementarity problem (LCP, LCCP, NLCP, MLCP, see Section B), a VI (of first kind, second kind, a QVI, see Section A.2.2), an inclusion into a normal cone or a projection (consider, e.g., PDS in (3.8) and (2.31)), and so on. In order to clarify the existence and uniqueness of solutions for such GEs, we consider few examples.

6.1.1. Projected Dynamical Systems. Let us start with a characterization of equilibrium points for PDS formalism given in (2.31) and (3.8).

**Corollary 6.1.** Let the hypotheses of Theorem 3.3 hold. The PDS formalisms in (2.31) and (3.8) give rise to equivalent GEs that characterize their fixed points \((x^*, \lambda^*)\):

\[
\begin{align*}
(a) \quad 0 &\in f(x^*) + g(t) + \mathcal{N}_{T_K(x^*)}(0) \iff (b) \quad 0 \in f(x^*) + g(t) + \mathcal{N}_K(x^*) \\
 &\iff (c) \quad x^* \in K \text{ and } (f(x^*) + g(t), y - x^*) \geq 0, \forall y \in K \\
 &\iff (d) \quad \begin{cases}
0 = f(x^*) + g(t) + \nabla h(x^*)\lambda^*(t) \\
0 \leq -h(x^*) \perp \lambda^*(t) \geq 0
\end{cases} \\
 &\iff (e) \quad 0 = \text{proj}[T_K(x^*)] - f(x^*) - g(t) \\
 &\iff (f) \quad 0 = -f(x^*) - g(t) - \text{proj}[\mathcal{N}_K(x^*); -f(x^*) - g(t)] \\
 &\iff x^* \in K \text{ and } (f(x^*) + g(t), y) \geq 0, \text{ for all } y \in T_K(x^*). 
\end{align*}
\] (6.2)

The proof follows from Proposition 3.2 and Theorem 3.3. Which one of these GEs is the most convenient for analysis? Existence of solutions can be stated directly using [240, Corollary 2.2.5]: if \(F_t : x \mapsto f(x) + g(t)\) is continuous for each \(t\) and \(K\) is compact convex, then (6.2) (b) has a non empty compact set of solutions for each \(t\). Uniqueness for each \(t\) is guaranteed by monotonicity conditions on \(F_t(\cdot)\) [240, Theorem 2.3.3], which is coherent with Theorem 3.3’s hypothesis. More generally maximal monotonicity is a quite convenient property to characterize zeroes of GEs, and proximal-point algorithms can compute them [97, Section 23.4]. In general, a stationary equilibrium will exist only if \(g(t) = 0\) for all \(t\), implying \(\lambda^t\) constant. However let us consider (6.2) (d), with \(h(x^*) = 0\). Then \(\mathcal{N}_K(x^*) = \nabla h(x^*)\lambda^*,\) hence \(f(x^*) + g(t) = -\nabla h(x^*)\lambda^*\). Let \(g(t) \in \text{Im}(\nabla h(x^*))\) for some \(x^*\), then there exists \(\lambda^t\) such that \(\nabla h(x^*)\lambda^t = -g(t)\). If \(f(x^*) = 0,\) \(x^*\) is an equilibrium point which satisfies (6.2) (d) for all \(t\).

6.1.2. Linear Complementarity Systems. Next, let us consider an MLCS as in (2.25). Equilibria have to satisfy the MLCP:

\[
\begin{align*}
Ax^* + B_1\lambda_1^* + B_2\lambda_2^* + E_1u(t) + E_2 &= 0 \\
A_1\lambda_1^* + A_2\lambda_2^* + E_5x^* + E_6 &= 0 \\
0 \leq \lambda^* \perp z^* &= Cx^* + D_1\lambda_1^* + D_2\lambda_2^* + E_3u(t) + E_4 \geq 0.
\end{align*}
\] (6.3a)

(6.3b)

(6.3c)
which is equivalently rewritten with obvious notation as:

\[
\begin{align*}
\dot{x}^* + \tilde{B}\lambda^* + \tilde{u}(t) + \tilde{E}_2 &= 0 \\
0 &\leq \lambda^* \perp Cx^* + \tilde{D}\lambda^* + E_3u(t) + E_4 \geq 0.
\end{align*}
\]  

(6.4)

The tools in [240, Exercise 1.8.10] (if \(C = 0\) and \(\tilde{D} = -\tilde{B}^T\)), or in [11] (if \(\tilde{D} = 0\) and \(PB = CT\) for some \(P = PT > 0\), which allows one to transform the MLCP into an inclusion as in (A.6)) can be used to analyse the existence and uniqueness of solutions to (6.4). The equilibria of the relay system in (2.35) are solutions of a similar, simpler inclusion (using inversion tools as in Section A.2.4: \(\text{sgn}^{-1}(\cdot) = (\partial\sigma_{[-1,1]}^{-1}(\cdot))\)).

6.1.3. Systems with Relative degree 2. As a third example, let us consider the SOSwP (4.10). Equilibria \((q, v) = (q^*, 0)\) satisfy the GE: \(g(q^*) - Eu(t) \in -N_{V(q^*)}(0)\), which is equivalent (using (B.1) and the fact that \(0 \in V(q)\) for all \(q \in \Phi\) since \(V(q)\) is a cone) to the GE: \(g(q^*) - Eu(t) \in -N_{\Phi}(q^*)\). The well-posedness of this GE can be analysed via [240, Corollary 2.2.5, Theorem 2.3.3]. The set \(-N_{\Phi}(q^*)\) contains generalized contact forces \(\nabla h(q^*)\lambda^*(t)\). Similarly to the PDS in (6.2) (d), the multipliers \(\lambda^*(t)\) may be time-varying while \(q^*\) is constant. Assume that \(\text{Im}(E) \subseteq \text{Im}(\nabla h(q^*))\) and \(g(q^*) \in \text{Im}(\nabla h(q^*))\) for some \(q^*\). The GE can be rewritten as: find \(q^*\) and \(\lambda^*(t)\) such that \(g(q^*) = \nabla h(q^*)(\eta(t) + \lambda^*(t)), Eu(t) = \nabla h(q^*)(\eta(t))\), which has a solution. This is a static equilibrium, which boils down in the simplest one degree of freedom case with \(\Phi = \{q \in \mathbb{R}|q \geq 0\}\), to \(\lambda^*(t) = -u(t) - mg, q^* = 0\), where \(m > 0\) is the mass and \(g > 0\) is the gravity acceleration. Equilibria of unilaterally constrained Lagrangian systems are studied in [501], splitting strongly active constraints \((\lambda^*_s > 0)\) and weakly active ones \((\lambda^*_w = 0)\). In the latter case, examination of the derivatives of the null multipliers and of the gap functions \(h_i(q)\) (in a way similar to what is exposed in Section 2.4.1, see Remarks 3 and 4), allows one to construct an MLCP, whose analysis allows to determine some kind of stability of the equilibrium (i.e., what happens in a right neighborhood of \(t\) if \(t\) is the time at which the equilibrium is analysed). The fixed points of the HOSwP are analysed in [132], under a passivity condition.

6.1.4. Further remarks. The settings of VIs [12, 277, 11, 278, 279] and GEs [21, 19, 18, 15], are used to characterize fixed points in circuits with set-valued components. The formalisms of PDS [178, 195, 196, 251, 291, 570, 584, 327, 285, 327] and DVI's [188] are used for games, Nash equilibria, and traffic models. Moreover, GEs are used in [218] for cellular neural networks equilibria, a mixed LCP is used in [579] for equilibria of instant model predictive control. The Aubin/Lipschitz property of GEs with parameters (which characterizes how solution sets of GEs vary with parameters) is studied in [18, 15] when \(\mathcal{F}(\cdot)\) in (6.1) is a subdifferential. Contact mechanics equilibria without Coulomb friction are studied in [131] [130, Section 7.5.2], and with Coulomb friction in [76, 83, 82, 330, 482], where the GEs for equilibria are analysed in great detail. In the latter setting, the equilibria usually are not unique (sets of equilibria exist) due to the set-valuedness of friction. Starting from (4.9a) and adding to the right-hand side the contribution of two-dimensional friction written as \(H_i(q)\lambda_i\), with \(\lambda_{t,i} \in -\mu_i\lambda_{n,i}\text{sgn}(v_{t,i}), v_{t,i} = H_{t,i}(q)^T\dot{q}\) [130, Section 5.5], one ends up with the
GE: Find $q^*$, $\lambda_n^*(t)$ and $\lambda_i^*(t)$ such that:

\[
\begin{cases}
0 \in g(q^*) - Eu(t) + \nabla h(q^*)N_{R^m_n}(h(q^*)) + H_i(q^*)\lambda_i^*(t) \\
\lambda_n^*(t) \in -N_{R^m_n}(h(q^*)) \\
\lambda_{u,n}^*(t) \in [-\mu, \mu], \quad 1 \leq i \leq m_u.
\end{cases}
\tag{6.5}
\]

One can use Proposition A.4 to rewrite $\nabla h(q^*)N_{R^m_n}(h(q^*)) = N_{\Phi}(q^*)$ with $\Phi = \{z \in \mathbb{R}_{\geq 0}^+ | h(z) \geq 0\}$ (see Remark 19). It is possible to extend (6.5) to more general set-valued, three-dimensional friction models. See [240, Section 1.4.6] for a formulation as an optimization problem and the “maximum dissipation principle”. Even when $\Phi$ is non convex (see [240, Corollary 2.2.5, Theorem 2.3.3] in the compact convex case, [345] in the non convex, finitely represented case).

**Remark 24** (Periodic solutions). *Existence of periodic trajectories has been studied for locally PDS (2.31) [195, 192] (for instance, the fixed point theorem [192, Theorem 3.4] relies on the monotonicity of $f(\cdot)$ in (2.31)), which by (3.8) (a) may be seen as an extension of [240, Corollary 2.2.5]), PWL systems with saturation functions (giving rise to MLCS similar to (2.25)) [508], LCS as in (2.22) [322], perturbed FOSwP with fixed $S$ [343] and time-varying convex or prox-regular $S(t)$ [172, 241, 344] (where the strong monotonicity of $f(t, \cdot)$ in (2.2) is the central assumption), maximal monotone DIs [22], upper semicontinuous DIs [62, p. 237]. Many studies have been dedicated to periodic trajectories in mechanical systems with few degrees of freedom, mainly focussing on their stability [380, 384, 224], see [68] for existence.

### 6.2. Sufficient Lyapunov Conditions

Let us now provide brief insights on Lyapunov stability for evolution VIs of first and second kind (with continuous solutions), and nonsmooth mechanical systems.

#### 6.2.1. First order case

For time-invariant first order systems, for which the solutions are AC, it is useful to write the system class abstractly as

\[
\dot{x} \in A(x), \quad x(0) \in \text{dom}(A),
\tag{6.6}
\]

so that $A(\cdot)$ in (6.6) denotes the right-hand side of the DI in (1.1). The following assumptions are assumed whenever (6.6) is referred in the remainder of the text:

1. The domain of $A(\cdot)$ is closed.
2. For each $x_0 \in \text{dom}(A)$, there exists an AC solution $x : [0, T] \to \text{dom}(A)$ for each $T > 0$, and its value at time $t \in [0, T]$ is denoted as $x(t; x_0)$.
3. The origin, $\{0\}$ is in $\text{dom}(A)$ and is an equilibrium, i.e., $x(t; 0) = 0$, for every $t \geq 0$.

In (6.1), we mentioned that the equilibria of (1.1) are of the form $(x^*, w^*)$. In what follows, we only consider time-invariant systems, and consider stability of the equilibrium point with $x^* = 0$, so that (6.6) represents the system obtained by substituting $w^*$ as a function of $x^* = 0$.

**Definition 6.2.** Consider that the equilibrium point $\{0\} \in \text{dom}(A)$ for (6.6).

The origin is Lyapunov stable if for every $\varepsilon > 0$ there exists $\delta > 0$ such that

\[
x_0 \in \text{dom}(A), |x_0| \leq \delta \Rightarrow |x(t; x_0)| \leq \varepsilon, \forall t \geq 0.
\]

The origin is attractive if there exists $\delta > 0$ such that

\[
x_0 \in \text{dom}(A), |x_0| \leq \delta \Rightarrow \lim_{t \to +\infty} |x(t; x_0)| = 0.
\]
The origin is globally attractive if the implication holds for arbitrary \( \delta > 0 \). The origin is (globally) asymptotically stable if it is stable and (globally) attractive. The origin is globally exponentially stable if there exists \( c_0 > 0 \) and \( \alpha > 0 \) such that 
\[
\| x(t; x_0) \| \leq c_0 e^{-\alpha t} x_0, \quad \text{for every } x_0 \in \text{dom}(A).
\]

We can now formulate a stability theorem in terms of a Lyapunov function.

**Theorem 6.3.** Consider system (6.6). Suppose that there exists a continuously differentiable \( V : \mathbb{R}^n \to \mathbb{R} \) such that \( V(\cdot) \) is positive definite on \( \text{dom}(A) \), and
\[
\max_{\xi \in \text{A}(x)} \langle \nabla V(x), \xi \rangle \leq -W(x), \quad \forall x \in \text{dom}(A),
\]
for some continuous function \( W : \mathbb{R}^n \to \mathbb{R} \). If \( W(x) \geq 0 \), for each \( x \in \text{dom}(A) \), then \( \{0\} \) is Lyapunov stable. Furthermore, if \( W(\cdot) \) is positive definite on \( \text{dom}(A) \), then \( \{0\} \) is asymptotically stable.

**Proof.** First we prove Lyapunov stability while working with \( W \equiv 0 \). For a given \( \varepsilon > 0 \), choose \( \varepsilon' \in (0, \varepsilon] \) such that \( \mathcal{B}_{\varepsilon'} \overset{\Delta}{=} \{ x \in \text{dom}(A) \mid |x| = \varepsilon' \} \) is nonempty. If there does not exist such \( \varepsilon' > 0 \), then \( \text{dom}(A) = \{0\} \), and nothing needs to be proven. Let \( \mathcal{D}_{\varepsilon'} \overset{\Delta}{=} \{ x \in \text{dom}(A) \mid |x| \leq \varepsilon' \} \). Let \( \alpha \overset{\Delta}{=} \min_{x \in \mathcal{B}_{\varepsilon'}} W(x) \), then \( \alpha > 0 \) due to positive definiteness of \( V(\cdot) \) on \( \text{dom}(A) \). Take \( \beta \in (0, \alpha) \) and let \( \mathcal{E}_{\beta} \overset{\Delta}{=} \{ x \in \mathcal{D}_{\varepsilon'} \mid V(x) \leq \beta \} \). The set \( \mathcal{E}_{\beta} \) is contained in \( \mathcal{D}_{\varepsilon'} \). For every \( x_0 \in \mathcal{E}_{\beta} \), the corresponding solution \( x(t; x_0) \) stays in \( \text{dom}(A) \) and for that solution \( \frac{\partial}{\partial t} V(x(t; x_0)) \leq 0 \). Hence, \( x_0 \in \mathcal{E}_{\beta} \) implies that 
\[
x(t; x_0) \in \mathcal{E}_{\beta} \quad \text{for every } t \geq 0.
\]
Thus \( \delta > 0 \) such that \( \mathcal{D}_{\delta} \subset \mathcal{E}_{\beta} \subset \mathcal{D}_{\varepsilon'} \), then we have shown that 
\[
x_0 \in \mathcal{D}_{\delta} \Rightarrow x_0 \in \mathcal{E}_{\beta} \Rightarrow x(t; x_0) \in \mathcal{E}_{\beta} \Rightarrow x(t; x_0) \in \mathcal{D}_{\varepsilon'},
\]
and hence \( \{0\} \) is stable.

To show attractivity, note that \( t \to V(x(t; x_0)) \) is monotonically decreasing and bounded from below, so there exists \( a > 0 \) such that \( V(x(t; x_0)) \downarrow a \) as \( t \to \infty \). We need to show that a = 0. Suppose not, then \( V(x(t; x_0)) > a \), for \( x_0 \in \mathcal{D}_{\delta} \).

Choose \( b > 0 \) such that \( \mathcal{D}_b \subset \mathcal{E}_a \), which means \( |x(t; x_0)| > b \) for all \( t \geq 0 \). Let \( c \overset{\Delta}{=} \min_{b \leq |x| \leq \varepsilon'} W(x) \), and because of assumptions on \( W(\cdot) \), we have \( c > 0 \). It follows from (6.7) that \( V(x(t; x_0)) \leq V(x_0) - ct \), and hence for some \( t \) large enough \( V(x(t; x_0)) < 0 \), which is a contradiction with \( a > 0 \). To conclude, \( V(x(t; x_0)) \downarrow 0 \) and the asymptotic stability of the origin is established.

Let us use the result of Theorem 6.3 to recover a stability result for EVIs of the form:
\[
\langle \dot{x} - f(x), v - x \rangle + \varphi(v) - \varphi(x) \geq 0, \quad \forall v \in \mathbb{R}^n, \forall x \in \text{dom}(\varphi)
\]
where \( \varphi : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) is convex proper LSC, and \( f : \mathbb{R}^n \to \mathbb{R}^n \) is continuous hypomonotone. Such an EVI admits a unique right-differentiable absolutely continuous solution for each initial condition in \( \text{dom}(\varphi) \). Using the definition of the subdifferential of \( \varphi(\cdot) \), the inequality (6.8) is equivalently written as an inclusion
\[
\dot{x} - f(x) \in -\partial \varphi(x), \quad \forall x \in \text{dom}(\varphi).
\]
By taking \( \varphi(\cdot) \) to be the indicator function of a closed set, we recover the formalism of the FOSwP (with static set) from (6.8). The following proposition is adapted from the results given in [278, Lemma 3, Theorems 14, 15, 16], inspired from [283] (see also [14, 280, 134] for similar results).
Proposition 6.4. Consider the EVI (6.8) with \(\text{dom}(\partial \varphi)\) closed, \(0 \in \text{dom}(\partial \varphi)\), and \(f(0) \in -\partial \varphi(0)\). Assume that there exists a continuously differentiable function \(V(\cdot)\) such that \(V(\cdot)\) is positive definite on \(\text{dom}(\partial \varphi)\), and

\[
(f(x), \nabla V(x)) + \varphi(x - \nabla V(x)) - \varphi(x) \leq -\lambda V(x), \quad \forall x \in \text{dom}(\varphi) .
\]  

(6.10)

If (6.10) holds with \(\lambda = 0\), then the origin \(x^* = 0\) is Lyapunov stable. Moreover, if \(V(x) \geq c\|x\|^r\) for \(x \in \text{dom}(\varphi)\) for some \(c, r > 0\) and (6.10) holds with \(\lambda > 0\), then \(x^*\) is globally exponentially stable.

The result is proved by showing that the condition (6.10) implies the inequality in (6.7). Indeed, for each \(w \in -\partial \varphi(x)\), and \(x \in \text{dom}(\partial \varphi)\) we have

\[
\langle w, v - x \rangle + \varphi(v) - \varphi(x) \geq 0, \quad \forall v \in \mathbb{R}^n .
\]

By choosing \(v = x - \nabla V(x)\), for each \(x \in \text{dom}(\partial \varphi)\), we get

\[
\max_{w \in -\partial \varphi(x)} \langle \nabla V(x), w \rangle \leq \varphi(x - \nabla V(x)) - \varphi(x) .
\]

Substituting this bound in \(\max_{w \in -\partial \varphi(x)} \langle \nabla V(x), f(x) + w \rangle\), leads to the inequality in (6.10), and the desired result follows from applying Theorem 6.3.

Finite-time stability. The condition (6.10) is slightly modified in [10, Theorems 3.5, 3.6] to guarantee finite-time stability, where \(\leq -\lambda V(x)\) is replaced by \(\leq -g(V(x))\) with \(\int_0^\infty \frac{dx}{V(x)} < +\infty\) for all \(\epsilon > 0\) (this kind of integral boundedness is classical to assure finite-time stability).

Constrained systems and copositive Lyapunov functions. When \(\varphi(\cdot) = \psi_\mathcal{S}(\cdot)\), the indicator function of closed convex \(\mathcal{S} \subset \mathbb{R}^n\), one obtains the DI: \(\dot{x} - f(x) \in -\mathcal{N}_{\mathcal{S}}(x)\).

The stability condition then boils down to \(\langle \nabla V(x), f(x) \rangle \leq 0\) for all \(x \in \mathcal{S}\), and \([\nabla V(x) \in -\mathcal{N}_{\mathcal{S}}(x)\) for all \(x \in \text{bd}(\mathcal{S})] \iff [x - \nabla V(x) \in \mathcal{S} \text{ for all } x \in \text{bd}(\mathcal{S})]\). In particular, when \(\mathcal{S} = \mathbb{R}^n_+\), the positive orthant, then we seek a Lyapunov functions \(V\) which is positive definite on \(\mathbb{R}^n_+\) and the inequality in (6.10) hold on \(\mathbb{R}^n_+\). These conditions naturally yield copositive Lyapunov functions for systems with constrained state (LCS with relative degree one, EVIs as in (3.3)) [280]; the Lyapunov equation and matrix are required to be copositive on a closed convex set (see Definition B.2), rather than positive (semi) definite. Copositivity is also used in [158, 157] for relative degree zero LCS (essentially, with \(D\) a P-matrix), using Lyapunov functions of both the state and the multiplier \(\lambda\) in (2.22). Later copositivity has been used for switched positive systems in [288], and for conewise linear systems in [324], for LCS in [321] (the conditions stated in [324, 323, 321], basing on a characterization of copositive matrices taken from [239, Corollary 2.21] and [514, Theorem 2.1], being essentially the same as those in [280]).

Time-varying systems. Still dealing with systems possessing continuous solutions, let us cite the so-called Lyapunov pairs \((V(t, x), W(x))\) (whose definition is very close to dissipation inequality in (D.2) with null input) [62, Chapter 6] [513, Chapter 8] [207, 300, 301, 21, 34, 35, 38, 32, 31, 30, 556, 341, 376], which are used to prove stability of equilibria, but also existence of solutions and invariance of sets in the FOSWP. The proximal normal cone and the proximal subdifferential (see Sections A.1.2 and A.2.1) play a particular role in the characterization and existence of Lyapunov pairs, where the Lyapunov functions are assumed to be LSC (hence possibly discontinuous). Their characterization is close in spirit to [70, Theorem 6.5] [69], however with non compact set-valued right-hand sides. Roughly speaking, the classical Lyapunov inequality \(\frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) \leq -W(x)\) is substituted with \(\theta + \xi^T f(t, x) \leq -W(x)\), where \(\theta\) and \(\xi\) are proximal subgradients (the inequality in (6.7) is an intermediate case).
Other results and extensions. The stability of periodic trajectories of FOSwP is studied in [344]. Nonsmooth Lyapunov functions (often dealing with DIs as in (2.16) and incorporating $F(\cdot)$ in the Lyapunov function, as a kind of pseudo-potential energy term), are used in [21, 253, 218]. The stability of PDS in (2.31) has been analysed in [584, 468, 327, 178, 196], and for PDS as in (2.32) or (2.33) this is made in [291, 571], while quasi-stability is analysed in [183], see also [258]. An interesting feature pointed out in [584, Theorem 3.2], when $K$ is convex polyhedral, is that equilibria which are extreme points of $K$ are finite-time attractive (this does not seem to have been noticed anywhere else). This leads naturally to the consideration of the preservation of useful properties like finite-time or fixed-time Lyapunov stability, numerical chattering suppression (some kind of instability, well-known in sliding-mode control, but also present in the explicit discretization of maximal monotone DIs [477]), of discrete-time proximal algorithms to solve convex optimization problems (or VIs of first or second kinds). In [481], consistent discretizations are defined which are very close to backward Euler discretization in sliding-mode control [5, 320]. Optimization problems could benefit from such studies, see [263] for first results in this direction. In all these works, the monotonicity of $f(\cdot)$ is shown to play a crucial role for Lyapunov stability. This is a feature that is shared with other stability results to be found in [126, 386, 547, 385], and which shows the proximity of our systems with the classical Lur’e systems (both blocks in Figure 1.1 should possess some kind of passivity property). The stability of fixed points in saddle-point dynamics (which belongs to maximal monotone DIs) is studied in [275], a converse Lyapunov theorem for LCS of relative degree zero can be found in [157, Theorem 5.2]. State observers design and stability analysis have been studied for passive DIs as (2.17) with AC solutions [135], LCS in (2.22) [306], DIs as (2.16) and FOSwP with AC and piecewise continuous solutions [138], impulsive observers [187]. Let us mention also time-delay in FOSwP [107] and in Lur’e systems [318, 245], using Lyapunov-Krasovskii functionals. Finally, necessary condition for Lyapunov stability in a class of maximal monotone DIs are studied in [281].

6.2.2. Second order case. Lyapunov functions of both the state and the multiplier (the contact forces in Contact Mechanics, $\lambda$ in LCS (2.22)), have been used also for the stability analysis of mechanical systems with set-valued Coulomb’s friction [76, 331, 330, 482]. This is related to so-called Hill’s stability [331, Lemmas 8, 9] [330], borrowing ideas from [184]. Basically, this means that one does not consider perturbations solely on the state, but also perturbations on the multipliers (the contact forces), in order to analyse the stability. Attractivity, stability of sets and stability of equilibria in systems with Coulomb’s friction (and known normal contact forces), have also been studied in [575, Lemma 1.6] [20, 13]. Notice that most of the above works use differentiable Lyapunov functions (an exception being the analysis of Lyapunov pairs for the FOSwP and the ZOSwP). Their extension towards LSC, right-Dini-differentiable functions [70, 513] could be interesting.

Let us summarize now contributions to the stability of nonsmooth mechanical systems:

- The Lejeune-Dirichlet (or Lagrange-Dirichlet) Theorem is extended to frictionless multicontact systems in [131, 126], and to the case with set-valued friction in [386, 385, 547].
- Stability through finite accumulation of impacts (the so-called Zeno equilibria) is analysed in [453, 352, 383, 147, 568], with Lyapunov function [453, 383]. Notice however that accumulation points (Zeno points) are not necessarily equilibria [383].
- Stability analysis via the Zhuravlev-Ivanov nonsmooth change of state variable
(see Section 3.14) and a Lipschitz continuous Lyapunov function, is tackled in [459, 458] (see also [130, Section 7.5.5]). It uses the twisting control algorithm [454].

- Synchronization of impacting systems is studied in [94, 95], using incremental stability and a specific distance function to cope with jump-time mismatch to design a Lyapunov function.

- The related topic of design and stability analysis of state observers has been analysed for MDIs like FOSwP with convex and prox-regular sets [522, 524] with AC or BV solutions (hence allowing for Zeno solutions), SOSwP in (4.10) [523], vibro-impact dynamics (i.e., no persistent contact phases) in [252, 262, 411, 417, 419, 418].

- Finite-time stability and convergence in continuous-time and in discrete-time systems [459, 458, 385, 547, 16, 146, 10, 255, 253, 423, 421, 422]: finite-time can be obtained by means of “plastic” impact (or accumulation of impact times), or using non-Lipschitz dynamics near the equilibrium (set-valued friction, sliding-mode control).

- Stability of equilibria or periodic trajectories in vibro-impact systems using impact Poincaré maps [68, 380, 567] [130, Section 7.3].

- Convergence and its relation with monotonicity in MDIs [386, 385].

- Stability criteria tailored for generic robotic tasks, based on non-monotonic Lyapunov functions, are proposed in [118, 141, 142, 429, 428, 383], see [130, Definition 8.3, Propositions 8.1, 8.5]. They take into account possible changing dimensions (increasing or decreasing) in systems with multiple unilateral constraints and Zeno solutions for trajectory tracking [118, 142, 429, 428, 386], or equilibrium Lyapunov stability [383, Theorem 1]. In other words, these articles deal with the SOSwP in (2.6) (4.10), thus incorporating persistent contact phases. Local stability usually holds with co-existence of stable equilibrium and periodic trajectories [383].

**Remark 25.** It is noteworthy that a complete stability analysis of the SOSwP (or of any system with BV solutions), is based on the use of the differential measure $dV(\cdot)$, equivalently the density $\frac{dV}{d\mu}$ (see (5.22)). In particular this allows one to cope with the singular part of the derivative (in the sense of measures) of BV velocities. See [522, Remark 4.9]. This was advocated first in [126], then used in [522, 523, 386, 385].

### 6.3. Krasovskii-LaSalle invariance principle

The invariance principle, that is widely used in the literature on systems and control theory for asymptotic stabilization purpose, has been analyzed for our set-valued (autonomous) systems. For a generic statement of the invariance principle, we introduce the notion of limit set $\Lambda(x_0)$ associated with an initial condition $x_0$, which is defined as,

$$\Lambda(x_0) = \{ z \in \mathbb{R}^n | \exists \{ \tau_i \} \subset [0, +\infty), \tau_i \to +\infty \text{ and } x(\tau_i; x_0) \to z \}. \quad (6.11)$$

We recall that a set $\Psi \subset \mathbb{R}^n$ is positively invariant if $x(0) = x_0 \in \Psi$ implies that the resulting solution $x(t; x_0) \in \Psi$ for all $t \geq t_0$. The forward invariance property of the limit set $\Lambda(x_0)$ is useful in establishing the following result:

**Theorem 6.5 (Invariance Principle).** Consider the system (6.6), and assume that the following two properties hold:

- (P1) There exists a positively invariant compact set $\Psi \subset \text{dom}(A)$.
- (P2) The limit set $\Lambda(x_0)$, for each $x_0 \in \Psi$, is positively invariant.
Suppose that there exists a continuously differentiable $V : \mathbb{R}^n \to \mathbb{R}$ satisfying

$$\max_{\xi \in A(x)} \langle \nabla V(x), \xi \rangle \leq -W(x), \quad \forall x \in \Psi,$$

for some continuous function $W : \mathbb{R}^n \to \mathbb{R}_+$. Consider the set $\mathcal{Z} \triangleq \{ x \in \Psi \mid W(x) = 0 \}$, and let $\mathcal{P}$ be the largest invariant set contained in $\mathcal{Z}$. Then, it holds that, for each $x_0 \in \Psi$,

$$\lim_{\tau \to +\infty} d_\mathcal{P}(x(\tau; x_0)) = 0.$$

**Proof.** For a fixed $x_0 \in \Psi$, let $x(t; x_0)$ be a corresponding solution which stays in $\Psi$, and let $\lim_{t \to +\infty} V(x(t; x_0)) = a$, which exists because $V(\cdot)$, being continuous, has a well-defined minimum value on the compact set $\Psi$. Boundedness of $\Psi$ implies that $\Lambda(x_0) \neq \emptyset$, and $\Psi$ being closed implies that $\Lambda(x_0) \subset \Psi$. Choose a point $z \in \Lambda(x_0)$, then by definition, there exists an unbounded increasing sequence $\{ \tau_j \}_{j \in \mathbb{N}}$ such that $\lim_{j \to +\infty} x(t_j; x_0) = z$, where $x(t_j) \in \Psi$, for each $j \in \mathbb{N}$. The continuity of $V(x)$ gives that $V(z) = \lim_{j \to +\infty} V(x(t_j; x_0)) = a$ for each $z \in \Lambda(x_0)$. Forward invariance of $\Lambda(x_0)$ implies that, for each $z \in \Lambda(x_0)$, we have $z \in \{ x \in \Psi \mid V(x) = 0 \} \subset \mathcal{Z}$. Since $\Lambda(x_0)$ is positively invariant, $\Lambda(x_0) \subset \mathcal{P} \subset \mathcal{Z}$. Also, with $\Psi$ being bounded, for every $x_0 \in \Psi$, we obtain $\lim_{t \to +\infty} x(t; x_0) \in \Lambda(x_0)$, which proves the desired assertion. \[ \square \]

**6.3.1. Specific Cases.** Note that Theorem 6.5 does not require $V(\cdot)$ to be positive definite on $\text{dom} (A)$. However, to establish the property (P1) in Theorem 6.5, one can work with a positive definite function $V(x)$ that satisfies $\max_{\xi \in A(x)} \langle \nabla V(x), \xi \rangle \leq -W(x)$ for some continuous $W : \mathbb{R} \to \mathbb{R}_+$. In this case, there exists some $c > 0$, $\{ x \in \text{dom}(A) \mid V(x) \leq c \}$ is compact and positively invariant.

The other key property in the invariance principle, i.e. (P2), is guaranteed by the continuity of solutions with respect to the initial conditions (other conditions exist like the pre-compactness of solutions [495, Proposition 2.8, Theorem 2.10]). In particular, we have the following result from [494], [385, Prop. 6.12]:

**Proposition 6.6.** Consider the system (6.6) and let $\Lambda(x_0)$ be defined as in (6.11). If, for every $x_0 \in \text{dom}(A)$ and every $t \geq t_0$, the mapping $x_0 \to x(\cdot; x_0)$ is uniformly continuous, then $\Lambda(x_0)$ is forward invariant.

In most first order nonsmooth systems, we have the continuity of solutions with respect to initial conditions under mild conditions on system’s data. However, SOSwP (with non orthogonal unilateral constraints) do not share this property, see Section 5.4.2. See also [385, p.146-147] for a simple case of a PWL system whose limit sets are not invariant. For the EVI (6.8), the aforementioned continuity indeed holds and this allows us to state the invariance principle for EVI (6.8) as a special case of Theorem 6.5.

**Theorem 6.7 (Invariance Theorem for EVIs).** Consider the EVI (6.8) with $\text{dom}(\partial \varphi)$ closed, $0 \in \text{dom}(\partial \varphi)$, and $f(0) \in -\partial \varphi(0)$. Let $\Psi \subset \text{dom}(\partial \varphi)$ be a compact set, and suppose that there exists $V : \mathbb{R}^n \to \mathbb{R}_+$ continuously differentiable, such that

$$\langle f(x), \nabla V(x) \rangle + \varphi(x - \nabla V(x)) - \varphi(x) \leq -W(x), \quad x \in \Psi,$$

for some continuous $W : \mathbb{R}^n \to \mathbb{R}_+$. Let $\mathcal{Z} \triangleq \{ x \in \text{dom}(\varphi) \mid \langle f(x), \nabla V(x) \rangle + \varphi(x - \nabla V(x)) - \varphi(x) = 0 \}$. Let $\mathcal{P}$ be the largest invariant subset of $\mathcal{Z} \cap \Psi$. Then, for each initial condition $x_0 = x(0) \in \text{dom}(\partial \varphi)$ such that $\{ x(\tau; x_0) \mid \tau \geq t_0 \} \subset \Psi$, it holds that $\lim_{\tau \to +\infty} d_\mathcal{P}(x(\tau; x_0)) = 0$. 
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This result somewhat similar to the results appearing in [134, 278]. An extension of Theorem 6.7 could consider set-valued mappings $f(\cdot)$.

6.3.2. Other Results. Some of the contributions in developing the invariance principle use the continuity in the initial data property [278, Section 5.4] [14, Sections 3.3, 3.5.3.2] [20, Theorem 2, Section 3] [13, Theorems 3.3.3.4] [28, Theorems 6.7] [281, Theorem 3] [50, 279, 303] [134, Theorems 2.4.5, Corollaries 1.2.3.4] [135, Section 5] [157, Theorem 3.1, Proposition 3.2]. Other articles do not, but directly use the positive invariance of limit sets [36, Theorems 6.7, Corollaries 2.3] [17, Lemma 6.5, Theorem 6.6] [385, Theorems 6.31, 7.6] [108, Proposition 1] (relying on [495]). This property holds generically for DIs with compact, convex valued and upper semicontinuous right-hand sides [249], and we note that the DIs considered in [495] satisfy these assumptions. The stability analysis in [131] uses the results in [385].

It is noteworthy that all these results use a single Lyapunov-like function, however not necessarily $C^1$ (it is Lipschitz continuous in [50, 455], discontinuous LSC in [108, 495]). Krasovskii-LaSalle's invariance principle has been applied to autonomous systems with: (i) continuous solutions: LCS with relative degree zero ($D$ is a P-matrix) [157], DIs as in (2.17) with passive $(A, B, C, D)$ (see Definition D.1) [135, 28], evolution VIs of the first kind [134], and of the second kind [278, 14, 13, 20, 281] (the dynamics in [108, equ. (10)] can be recast into these formalisms), PDS [303], Lagrangian systems with maximal monotone right-hand side in $\dot{q}$ [17, 20], FOSwP with prox-regular $S(t) = S$ and Lipschitz continuous perturbation (using for instance [33, Theorem 4.2, Corollary 4.1] which recasts such FOSwP into DIs with maximal monotone right-hand side), and (ii) to SOSwP with BV solutions [385]. Weakly invariant sets $A(x_0)$ can be used [36] (a crucial property is then that the DI right-hand side be upper semicontinuous [249, p. 129]). It is noteworthy that the criteria in Proposition 6.4 and Theorem 6.7 are not well suited to mechanical systems with Coulomb’s friction (which nevertheless fit within the considered class of EVI). The material in [20] applies to such systems, see also [108] where the authors use a discontinuous LSC Lyapunov function, and [547] for local attractivity of equilibria sets with $V(\cdot)$ the total mechanical energy.

Remark 26. Surprisingly enough, an issue which remains open decades after Krasovskii and LaSalle’s publications, is: given any dynamical system that enjoys positive invariance of its limit sets, what are the conditions on the solution set and on the Lyapunov function regularity, so that the invariance principle applies automatically? Preliminary answer is given in [455, Theorem 3.2] for a class of systems with discontinuous right-hand side, possessing solutions uniquely continuable to the right, and relying on earlier results in [312, Section 4.3] formulated for general dynamical systems defined on complete metric spaces. Let us note the application of the discrete-time invariance principle with Poincaré impact maps in [380, Proposition 8]. An open issue is to extend the LaSalle-Yoshizawa Theorem to our DIs with time-varying terms (including the FOSwP), which is known to apply to Filippov’s DIs [250].

6.4. Passivity and absolute stability. Omnis honor omni domino praestandum est (Pay honour to whom honour is due). This article began with the contribution of J.J. Moreau, the pioneer of nonsmooth mechanics and one of the founders of convex analysis. Let us start this last section with the very first contribution on absolute stability for set-valued systems, due to Vladimir Yakubovich, one of the primary contributors of the celebrated Kalman-Yakubovich-Popov Lemma [139, Chapter 3], a cornerstone of Automatic Control. In [573], he considered positive real systems with hysteresis feedback satisfying a sector nonlinearity, and derived various stability
results with frequency conditions; see also [139, Chapter 2] for recent exposition. Indeed, passivity is a major tool in systems and control theory [139]. It is closely related to the absolute stability problem, which consists of studying the Lyapunov stability of the negative feedback interconnection in Figure 1.1, with a passive upperblock and a feedback nonlinearity that satisfies a sector condition. Passivity is used to show the well-posedness and the stability of LCS (2.22) in [151, 157, 155], of LCS with time-delay [107], and of PWL systems which can under some conditions be interpreted in our framework (see Section 3.11) [533]. These results are based on the LMI in (D.1) and (D.3). The Lyapunov stability of DI
s as (2.16) with 
\[ f(t, x) = -\nabla V(x) \] and \[ F(t, x) = N_S(x), \] S prox-regular, and with continuously differentiable Lyapunov functions \( V(\cdot) \), is analysed in [374, Proposition 3.1] where a dissipation equality is shown. The complete dissipation equality for a class of subdifferential DIs with \( F(x) = \partial \varphi(x) \), \( \varphi(\cdot) \) convex LSC, and \( f(t, x) \) set-valued with compact convex values, is shown in [100, Theorem 2.7]. Passivity in DIs like (2.17) is used in [135, 159, 29]. Passivity of \((A, B, C, D)\) in (2.17) is used in [135, Theorem 5] to state a simplified version of Theorem 6.7 as follows.

**Theorem 6.8 (Invariance principle for passive systems [135]).** Consider the DI in (2.17) with \( M(z) = \partial \varphi(z), \varphi(\cdot) \) proper convex LSC, and \((A, B, C, D)\) passive with LMI solution \( P = P^T > 0 \). Assume that \( \varphi^*(z) > \varphi^*(0) \) for all \( z \neq 0 \). Let \( P \) be the largest invariant subset of \( Z = \{ z \in \mathbb{R}^n \mid z^T (A^T P + PA) z = 0 \} \). Then for each \( x_0 \in \text{dom}(M) \), one has \( \lim_{t \to \infty} \text{det}(P(x(t; x_0))) = 0 \).

Applying this result to the mechanical system in Example 3 requires a modification allowing for \( \varphi^*(z) \geq \varphi^*(0) \). The main difference between Theorem 6.8 and Theorem 6.7, is that passivity implies the existence of a quadratic positive definite Lyapunov function, so that trajectories and their orbits are bounded (the set \( \Psi \) of Theorem 6.7 need not be considered), and \( \Lambda(x_0) \neq \emptyset \). However, the condition \( \varphi^*(z) > \varphi^*(0) \) is somewhat restrictive: on one hand it allows to look for the attractive set in terms of matrices \( A \) and \( P \), but on the other hand it imposes a strong requirement on the nonsmooth term \( \lambda \in M(z) \), that is, \( \lambda = 0 \) for each \( z \neq 0 \). A more careful study is therefore required to derive a more generic invariance principle in the context of maximal monotone differential inclusions under passivity assumption. It is also likely that [385, Theorems 6.31, 7.6] and [130, Lemma 7.1] could be merged and generalized to extend Theorem 6.8 to Lagrangian systems with unilateral constraints, Coulomb friction and impacts (see [131, Proposition 2] for the case of frictionless multibody systems with joint clearance).

It is noteworthy that the input/output constraint \( PB = CT, P = P^T > 0 \) (see Section 3.4) which is implied by (D.1) when \( D + D^T = 0 \), and its generalization \( \ker(D + D^T) \subset \ker(PB - CT) \) used in Corollary 5.9 (see [139, Propositions 3.62, 3.63]) [151, 155] for structural properties of dissipative systems, are passivity-like conditions stemming from the celebrated Kalman-Yakubovich-Popov (KYP) Lemma [139, 155]. It follows that the results in [9, 11, 12, 20, 28, 36, 31, 39, 134, 135, 136, 138, 143, 280, 386, 522, 524], extended in [523, 159] and in [143, Section 4], rely on a sort of passivity condition on the continuous-time system, not only for stability but also for well-posedness purposes. One consequence is that state jumps (according to the jump mappings in Section 2.4.4) are easily incorporated in the stability analysis because the storage function of Definition 2.2 is a good Lyapunov function candidate.

Passivity conditions are also used for the semi-global stability of FOSwP with prox-regular sets \( \mathcal{S}(t) \) is analysed in [522, Theorem 3.2, Proposition 3.5], using \( r \) from Definition A.2 as a parameter to determine the size of the basin of attraction (the
stability of the convex case being recovered as $r \to +\infty$). This seems to be the first result of this type in the literature, a partial extension of [522, Theorem 3.2] is in [33, Theorem 6.1, Corollary 6.1]. The result in [522, Theorem 3.2] may be considered as the first version of absolute stability with a nonconvex set-valued feedback nonlinearity. See [562] for another analysis. KYP Lemma LMIs are used in [245] to show absolute stability of singular DI s as in (2.18). Passivity is used in [73] for the well-posedness analysis of (4.9), and in the HOSwP for stability purpose [6]. The extension of the dissipation inequality (D.2), to SOSwP, has been proposed in [147, 130] [139, Section 7.2.4.1], incorporating state jumps through a suitable definition of the supply rate and the use of differential measures of BV functions. The closed-loop systems in [421, Equ. (8) (9) (11)] [423, Equ. (3) (4)] also fit within (1.1) with a passive subsystem (the Lagrange dynamics, with a perturbation) in feedback with a maximal monotone static feedback law (a sliding-mode controller), and can be considered as nonlinear set-valued Lur’e systems, see also [523, Section VI.C] for state observer dynamics in Lagrangian systems.

The classical absolute stability problem, which has been widely studied in the control systems community, can be addressed via the circle and the Popov criteria. Generalisations of the circle criterion in the set-valued case are presented in [575], mainly focusing on signum feedback nonlinearities, and on piece-wise differentiable, maximal monotone nonlinearities $\mathbb{R} \to \mathbb{R}$ [575, Theorem 3.10], where maximality is obtained by filling-in the graphs (the class of linear invariant systems in [575, Theorem 3.10] is less restrictive than [126] [135, Theorem 3] [139, Lemmas 3.125, 3.129], but the considered class of static feedback nonlinearities is much less general). The circle criterion for Lur’e set-valued systems with $F(x)$ compact convex upper semicontinuous is presented in [334], the Popov criterion for maximal monotone DIs is analysed in [215], the absolute stability problem with positive real frequency conditions is studied in [387, 264]. Multipliers techniques to transform feedback systems is also a mature field of control systems, for regular ODEs. The use of O’Shea-Zames-Falb multipliers for set-valued Lur’e systems is advocated in [500] to reduce conservativeness of the results in [126]. Systems where the feedback loop $F(\cdot)$ is a hysteresis nonlinearity are tackled in [333, 573, 80, 359] within the framework of Lur’e set-valued systems.

7. Conclusions. Inspired by the structure of Lur’e systems and the tools used in their analysis, this article addressed a class of differential inclusions where the right-hand side is the sum of a single-valued mapping and a set-valued mapping with some monotone properties. The motivation for studying such dynamical systems arises from various physical systems, and optimization algorithms. Five main fields are covered: a brief description of the mathematical formalisms, the relationships between them, the various fields of application, well-posedness (existence, uniqueness, continuous dependence of solutions), and stability issues. Bifurcation and chaos analysis is not treated, since it is largely covered elsewhere [384, 224]. By citing several references on each of these topics, we have provided an overview of the progress that has been made in the analysis of such systems. It has been interesting to see that, while initially mainly used in mechanics or electronics, the models studied in this paper have made their way across several engineering disciplines. We have identified some directions of research that could contribute to advancement of this field, and here we summarize them with concluding remarks.

Formalisms: We considered several mathematical models which could be rewritten in the form of (1.1). A key component of these models is that the nonsmoothness entering in the dynamics is obtained from a solution to an optimization problem (such
as quadratic program with linear constraints for an LCS). Some works exist in the literature to draw connections between formalisms [133, 143, 229, 266, 308, 462] and here we have reviewed them with some additional insights. However, a better understanding is required for connecting different models and exploiting the structure of optimization problems. A formal treatment of such connections can also pave way for borrowing analysis techniques developed for one system class to another. In the process, one can better study the questions of existence of solutions.

**Numerics:** The time-discretization problem is addressed only for the existence of solutions, see [2, 4] for a complete presentation of numerical analysis issues and simulation algorithms. The numerical algorithms used for simulation of these systems typically use time-discretization schemes as well. However, there have been relatively very few works which rigorously analyze the performance of these numerical algorithms. Most notably, the order of convergence for several classes of numerical algorithms have not been analyzed. The accuracy of the solutions in case of numerical errors (in computing the projection on to a set for example) has not been much investigated.

**Stability and Control:** We investigated the stability for a certain class of nonsmooth systems, but mostly our investigation was limited to first order systems. Stability analysis for second order systems with impacts and friction is crucial for many applications (this is a field that may grow in importance in Robotics in the future years), but there are relatively fewer works in this direction. Feedback control and its many branches (optimal control, controllability, observability, state observer design and separation principle, stabilization, tracking control, classification of systems into subclasses depending on their controllability/observability properties, robust control) has not been treated in detail. While these problems have received some attention in the community [287, 309, 526, 555], there are many related questions which need to be investigated in depth, as they lead to some challenging questions at the intersection of functional analysis, optimization algorithms, numerical implementation, and control theory.

**Appendices**

**A. Some tools from convex analysis.** The material that follows is taken from diverse sources [240, 314, 97, 163, 191, 416, 143, 133, 62, 63, 41, 102, 279, 431, 282]. Since tangent and normal cones are central tools, we start with a brief exposition on their definitions, relationships and properties. Let \( f : \mathbb{R}^n \to \mathbb{R}^m \) be differentiable, then its gradient at \( x \) is denoted as \( \nabla f(x) \in \mathbb{R}^{n \times m} \) and is the transpose of its Jacobian \( \partial f \big/ \partial x(x) \in \mathbb{R}^{m \times n} \).

**A.1. Tangent and normal cones.** Let \( K \subseteq \mathbb{R}^n \) be a closed nonempty set, not necessarily convex. The polar cone of \( K \) is \( K^\circ = \{ x \in \mathbb{R}^n | \langle x, y \rangle \leq 0 \text{ for all } y \in K \} \). The dual cone of \( K \) is \( K^* = -K^\circ \). If \( K \) is a nonempty convex cone, then \((K^\circ)^\circ = K \). If \( K \) is a linear subspace then \( K^\circ = K^\perp = \{ x \in \mathbb{R}^n | \langle x, y \rangle = 0 \text{ for all } y \in K \} \). Let us now make a brief review of normal and tangent cones, which are central tools for the dynamical systems dealt with in this work, and generalize the notions of tangent and normal subspaces. It happens that there are many different types of normal and tangent cones, which are not equal in general [63, Fig. 4.4]. Our aim in this appendix is to introduce few of them, which are most often met in the literature and are useful
in practice (see [63] for a complete exposition).

A.1.1. Tangent cones. Let us start with tangent cones. For each \( x \in K \) let us define [62, 416]:
1. Radial cone: \( \mathcal{R}_K(x) = \{ z \in \mathbb{R}^n | \exists t_0 > 0 \text{ such that } x + t_2 z \in K, \forall t \in (0, t_0) \} \).
2. Bouligand or Bouligand-Peano or contingent cone: \( \mathcal{T}_K(x) = \{ z \in \mathbb{R}^n | \exists \{ t_n \} \subset \mathbb{R}_+, \exists \{ z_n \} \subset \mathbb{R}^n, \text{ such that } t_n \rightarrow 0, z_n \rightarrow z, x + t_n z_n \in K, \forall n \in \mathbb{N} \} \).
3. Adjacent tangent cone: \( \mathcal{T}_K^+(x) = \{ z \in \mathbb{R}^n | \forall \{ t_n \} \subset \mathbb{R}_+, \exists \{ t_n \} \subset \mathbb{R}_+, \exists \{ z_n \} \subset \mathbb{R}^n, \lambda_n \rightarrow 0, \text{ such that } x_n \rightarrow x \text{ and } \frac{x_n - x}{\lambda_n} \rightarrow z \} \).

Some properties of these tangent cones are as follows [62, 191, 416]: \( \mathcal{N}_K(x) \) is equivalent to \( \mathcal{N}_K(x) \) in infinite dimension, and \( \mathcal{N}_K(x) \) is closed when \( x \in \text{int}(K) \) (hence if \( x \in \text{bd}(K) \), then the three cones are equal to \( \mathbb{R}^n \)). Let \( \mathcal{N}_K(x) \) be the cone spanned by \( \mathcal{N}_K(x) \). Then \( \mathcal{T}_K(x) \) is closed and \( \mathcal{T}_K(x) \) can also be defined. However in case the space is finite dimensional (which is our case in general in this article) then \( \mathcal{T}_K^0(x) = \mathcal{T}_K(x) \).

A.1.2. Normal cones. Let us now introduce normal cones:
1. Clarke: \( \mathcal{N}_K^C(x) = (\mathcal{T}_K(x))^0 = \{ z \in \mathbb{R}^n | \langle z, y \rangle \leq 0 \text{ for all } y \in \mathcal{T}_K(x) \} \).
2. Fréchet: \( \mathcal{N}_K^F(x) = (\mathcal{T}_K(x))^0 = \{ z \in \mathbb{R}^n | \limsup_{y 
rightarrow x, y \in K} \frac{\langle z, y-x \rangle}{||y-x||} \leq 0 \} \).
3. Strong or norm limiting (or limiting or basic or Mordukhovich): \( \mathcal{N}_K^S(x) = \{ z \in \mathbb{R}^n | \exists \{ x_n \} \subset K, \exists \{ z_n \} \subset \mathbb{R}^n, \text{ with } x_n \rightarrow x, z_n \rightarrow z, z_n \in \mathcal{N}_K(x_n), \forall n \in \mathbb{N} \} \).
4. Proximal: \( \mathcal{N}_K^P(x) = \{ z \in \mathbb{R}^n | \langle z, y-x \rangle \leq \sigma ||y-x||^2 \text{ for some } \sigma \in \mathbb{R}_+, \forall y \in K \} \).

Some properties of these normal cones are as follows [191, 416, 431]: \( \mathcal{N}_K^P(x) \subset \mathcal{N}_K^S(x) \subset \mathcal{N}_K^F(x) \subset \mathcal{N}_K^C(x) \), and \( \mathcal{N}_K^C(x) = \{ 0 \} \text{ if } x \in \text{int}(K) \). The Mordukhovich normal cone \( \mathcal{N}_K^S(x) \) never reduces to \{0\} when \( x \in \text{bd}(K) \), contrary to \( \mathcal{N}_K(x) \). In our finite-dimensional case \( \mathcal{N}_K(x) = (\mathcal{T}_K(x))^0 \), and \( \mathcal{T}_K(x) \subset (\mathcal{N}_K(x))^0 \). Note that in infinite dimension, limiting -or basic, Mordukhovich- normal cones \( \mathcal{N}_K(x) \), and strong limiting normal cones differ, with \( \mathcal{N}_K^S(x) \subset \mathcal{N}_K^F(x) \subset \mathcal{N}_K^C(x) \). Also \( \mathcal{N}_K^C(x) = \text{conv}(\mathcal{N}_K(x)) \), thus it is closed convex even if \( K \) is not convex, and \( \mathcal{T}_K^0(x) = (\mathcal{N}_K^C(x))^0 \).

However \( \mathcal{N}_K^C(x) \) is not necessarily convex, see [431, Example 1.5] and the set \( K_6 \) in Example 10 below. When \( \mathcal{N}_K(x) = \mathcal{N}_K^S(x) \), \( K \) is called normally regular (then \( \mathcal{N}_K^S(x) = \mathcal{N}_K^C(x) \) as well), and Fréchet normally regular when \( \mathcal{N}_K(x) = \mathcal{N}_K^F(x) \) (see [301, Proposition 1] [143, Equation (38)] for characterizations of normal regularity). Hence in finite dimension, normally regular, Fréchet normally regular, and tangentially regular are equivalent properties. When \( K \) is r-prox regular (see Definition A.2), then \( \mathcal{N}_K^C(x) = \mathcal{N}_K(x) = \mathcal{N}_K^S(x) = \mathcal{N}_K^F(x) = \mathcal{N}_K^C(x) \) [143] but normal regularity and r-prox...
regularity are different notions), and \( T_K(x) = T_K^C(x) \). In case \( K \) is closed nonempty convex, then all the above cones are equal, and for all \( x \in K \):

\[
N_K(x) = \{ z \in \mathbb{R}^n | \langle z, y - x \rangle \leq 0, \ \forall y \in K \}. \tag{A.2}
\]

It is noteworthy that the normal cone is sometimes defined like (A.2), for closed non convex sets [240, Equation (1.1.2)], though it is noticed in [240, Remark 1.3.3] that (A.2) is tailored to convex sets. It follows from (A.2) that \( N_{\{a\}}(x) = N_{\{a\}}(a) = \mathbb{R}^n \) for any \( a \in \mathbb{R}^n \), and \( N_{\emptyset}(x) = \{0\} \). Another characterization for closed convex cones is \( N_K(x) = K^0 \cap x^\perp \) where \( x^\perp \) is the subspace orthogonal to \( x \).

**Remark 27.** When \( x \notin K \), one usually sets all cones equal to 0. There may be exceptions when one needs to work outside \( K \) like in discrete-time approximations.

**Example 10.** Some illustrating examples in finite dimension:

1. \( K_1 = \mathbb{R}^n \): \( T_{K_1}(x) = \mathbb{R}^n, N_{K_1}(x) = \{0\} \).
2. \( K_2 = \{x_0\} \) for some \( x_0 \in \mathbb{R}^n \): \( T_{K_2}(x_0) = \{0\}, N_{K_2}(x_0) = \mathbb{R}^n \).
3. \( K_3 = \{(x,y) \in \mathbb{R}^2 | y = 0 \ \text{and} \ \langle x, y \rangle \geq 0 \} \cup \{(x,y) \in \mathbb{R}^2 | y \geq 0 \} = \text{Graph}(N_{\mathbb{R}_+}) \):
   - at the origin we have \( T_{K_3}^C(0,0) = \{0\}, N_{K_3}^C(0,0) = \mathbb{R}^n, N_{K_3}(0,0) = \{ (x,y) \in \mathbb{R}^2 | x \leq 0, y \leq 0 \}, T_{K_3}(0,0) = K_3, N_{K_3}(0,0) = N_{K_3}(0,0) \cup K_3 \).
4. \( K_4 = \{(x,y) \in \mathbb{R}^2 | |x| = |y|\} \): at the origin we have \( T_{K_4}(0) = T_{K_4}(0) = K_4 \), \( N_{K_4}(0) = \mathbb{R}^2, K_{K_4}(0) = K_4 \).
5. \( K_5 = \{(x,y) \in \mathbb{R}^2 | x+y = 1, x \geq 0, y \geq 0 \} \): at the two edges of the segment we have \( T_{K_5}((1,0)) = \{(z_1,z_2) | z_1 = -z_2, z_2 \geq 0 \}, T_{K_5}((0,1)) = \{(z_1,z_2) | z_2 = -z_1, z_1 \geq 0 \} \).
6. \( K_6 \) as depicted in Figure A.1 (b) has a reentrant corner (notice that we depict the sets \( x + N_K(x) \) for convenience). This set is neither normally nor tangentially regular at \( x \). One has \( N_{K_6}^C(x) = S_1 \cup S_2 \), where \( S_i, i = 1, 2 \), is the half-line generated by \( n_i \) from \( x \), and is thus non convex. And \( N_{K_6}(x) = N_{K_6}^C(x) = \{0\} \).
7. \( K_7 = \{ x \in \mathbb{R}^n | k_i(x) = 0, 0 \leq i \leq m \} \), where each \( k_i : \mathbb{R}^n \to \mathbb{R} \) is C^2:
   - If the gradients \( \nabla k_i(x) \) are linearly independent, then \( N_{K_7}(x) = \{ v \in \mathbb{R}^n | \nabla k_i^T(x)v = 0, 0 \leq i \leq m \} \).
8. \( K_8 \) is depicted in Figure A.2 (a), it has an infinitely sharp symmetric reentrant corner at \( x \). One has \( N_{K_8}(x) = S_1 \cup S_2 \), \( T_{K_8}(x) = \mathbb{R}^2 \).
9. \( K_9 \) is depicted in Figure A.2 (b), it has an infinitely sharp “peak” at \( x \), it is non convex and non prox-regular. One has \( N_{K_9}(x) = S_1 \cup S_2 \).

It is a fact that in general, normal cones may not be easy to compute, see, e.g., [267, Examples 2, 3].

**A.1.3. Linearization cones.** There are two other cones which are of high interest: the linearization cones when \( K \) is finitely represented, which make a very important class of sets in practice (the above definitions being stated for general and abstract sets \( K \), including infinite dimensional cases). Let \( K = \{ x \in \mathbb{R}^n | k(x) \geq 0 \} \), where \( k : \mathbb{R}^n \to \mathbb{R}^m \) is continuously differentiable, \( K \) is not necessarily convex, and \( I(x) = \{ i \in \{1, m \} | k_i(x) = 0 \} \) is the index set of active constraints. The linearized cones are defined as follows [133]:

1. Tangent cone linearization cone:
   \[
   T_K(x) = \{ z \in \mathbb{R}^n | z^T \nabla k_i(x) \geq 0, \textrm{for all } i \in I(x) \}. \tag{A.3}
   \]
2. Normal cone linearization cone:
Both cones are convex closed polyhedral sets. Let $K$ be closed convex, then it is always true that $\mathcal{N}_K^b(x) \subseteq \mathcal{N}_K(x)$ and $\mathcal{T}_K(x) \subseteq \mathcal{T}_K^b(x)$. Suppose that there exists a vector $v \in \mathbb{R}^n$ such that $\nabla k_i(x)^T v > 0$ for all $i \in \mathcal{I}(x)$ (this is the so-called Mangasarian-Fromovitz constraint qualification (MFCQ); other CQs exist but the MFCQ is widely used). If the MFCQ holds, then $\mathcal{T}_K(x) = \mathcal{T}_K^b(x)$. If in addition convexity of $K$ holds, then $\mathcal{N}_K^b(x) = \mathcal{N}_K(x)$ (thus in the convex case both equalities are equivalent [133]).

An important property of convex polyhedral sets defined as $\{x \in \mathbb{R}^n | Cx + D \geq 0\}$, is that one can define the normal and tangent cones directly from their linearization cones [314, Examples 5.2.6, p.67] (but this is not true for all convex sets: Let $K = \{x \in \mathbb{R}^n | x^T x \leq 0\}$, then $K = \{0\}$, $\mathcal{T}_K^b(0) = \mathbb{R}^n$ but from (A.1) $\mathcal{T}_K(0) = (\mathcal{N}_K(0))^\circ = \{0\}$). For such convex polyhedral sets one has $\mathcal{N}_K(x) = \{w \in \mathbb{R}^n | w = -C^T\lambda, \lambda \geq 0\}$,
where $I \in \{1, \ldots, m\}$ is the index set of active constraints, i.e., $C_{i*}x + D_i = 0$ for all $i \in I$. Then $T_K(x) = \{z \in \mathbb{R}^n | C_{i*}z \geq 0\} = (N_K(x))^\circ$. In fact the Clarke tangent and normal cones can also be expressed in a linearization form under a regularity assumption and the MFCQ [191, p.131 and p.172]. Let $K = \{x \in \mathbb{R}^n | k(x) \geq 0, h(x) = 0\}$, $h : \mathbb{R}^m \to \mathbb{R}^p$, with $k(\cdot)$ and $h(\cdot)$ continuously differentiable (extension exists with just Lipschitz continuity). Then $T_K(x) \subseteq T^h_K(x)$. Assume that $[\gamma \geq 0$ and $\gamma^T k(x) = 0$ and $\lambda^T h(x) = 0$ imply $\gamma = 0$ and $\lambda = 0]$. Then if $k(x) = 0$, one has $T^C_K(x) = T_K(x) = \{z \in \mathbb{R}^n | \nabla h_i(x)^T z \geq 0 (1 \leq i \leq m), \nabla h_i(x)^T z = 0 (1 \leq i \leq p)\}$, and $N^C_K(x) = \text{cone}\{z = -\nabla k(x) \gamma + \nabla h(x) \lambda, \gamma \in \mathbb{R}^m, \lambda \in \mathbb{R}^p, \gamma \geq 0\}$. Under the MFCQ: the gradients $\nabla h_i(x), 1 \leq i \leq p$ are independent, and there exists a vector $v$ such that $\nabla h_i(x)^T v = 0, 1 \leq i \leq p, \nabla h_i(x)^T v > 0$ for all $i \in I(x)$, one has also $T^C_K(x) = T^h_K(x)$ and $N^C_K(x) = \widehat{N}_K(x)$ [41, Theorem 3.4]. This means that for prox-regular sets (see Definition A.2) which are finitely represented and satisfy the MFCQ, $N^C_K(x), \widehat{N}_K(x), N_K(x)$ and $N^C_K(x)$ (which are identical), as well as $T^C_K(x)$, can all be expressed in a linearized form, which is quite interesting to build complementarity problems.

**Remark 28.** The normal cone can be defined with a metric defined by $M = M^T > 0$, replacing $(z, y) \leq 0$ by $(z, y)_M = z^T My \leq 0$ in the polarity definition. This gives $N^C_M(x) = M^{-1}N_K(x)$. In case the MFCQ holds, $z = \sum_{i=1}^m \lambda_i M^{-1} \nabla k_i(x)$ in (A.4).

**A.2. Other definitions and results.**

**A.2.1. Maximal monotonicity, subdifferentials, prox-regular sets.** Let us start with the classical maximal monotone operator definition.

**Definition A.1** (Maximal monotone operator [97]). An operator $A : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is monotone if for all $x_1 \in \text{dom}(A), x_2 \in \text{dom}(A), y_1 \in A(x_1), y_2 \in A(x_2)$, one has $\langle x_1 - x_2, y_1 - y_2 \rangle \geq 0$. It is strongly monotone if there exists $c > 0$ such that $\langle x_1 - x_2, y_1 - y_2 \rangle \geq c \|x_1 - x_2\|^2$. It is maximal if it cannot be extended without destroying the monotonicity. It is $c$-hypomonotone if there exists $c > 0$ such that $\langle x_1 - x_2, y_1 - y_2 \rangle \geq -c \|x_1 - x_2\|^2$.

Let $\varphi : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be a proper LSC convex function. Then its subdifferential $\partial \varphi : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is the set of its subgradients $\eta \in \mathbb{R}^n$, defined as: $\eta \in \partial \varphi(x)$ if $\langle \eta, y - x \rangle + \varphi(x) - \varphi(y) \leq 0$ for all $y \in \mathbb{R}^n$. It defines a maximal monotone operator [97, 492]. The indicator function of $K$ is defined as $\psi_K(x) = 0$ if $x \in K$, $\psi_K(x) = +\infty$ if $x \notin K$. It is convex proper and LSC when $K$ is closed convex non empty. One has

$$\partial \psi_K(x) = N_K(x) \tag{A.5}$$

whenever $K$ is closed nonempty convex. There are extensions of subdifferentials for non convex functions. One way of defining them is as follows. Let $\varphi : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be an extended real valued function. Then its proximal (resp. Fréchet, Mordukhovich limiting, Clarke) subdifferential at $x$ with $f(x) < +\infty$ is defined by stating that subgradients $\eta \in \partial_p f(x)$ (resp. $\partial_F f(x), \partial_L f(x), \partial_C f(x)$) when $\eta, -1$ belongs to the corresponding normal cone (proximal, Fréchet, Mordukhovich, Clarke) to $\text{epi}(f, f(x)) = \{(x, y) \in \mathbb{R}^n \times \mathbb{R} | y \geq f(x)\}$ [191, Theorem 5.7] [431]. Thus the rationale behind proximal subdifferentiation is to approximate (locally) a function by a reversed parabola, instead of a straight line as in convex analysis. Similarly to normal cones, one has $\partial_p f(x) \subset \partial_F f(x) \subset \partial_L f(x) \subset \partial_C f(x)$. See Figures A.1 and A.3 and Example 11 for illustrating examples. Given a closed subset $K \subseteq \mathbb{R}^n$, the Fréchet (resp. basic) subdifferential of its indicator function $\psi_K(\cdot)$ at $x \in K$ is the Fréchet
and (0)

We note that \( y \) do not exist at (0). These equalities generalize (A.5) to closed non-convex sets. A function is normally regular at \( x \) if its epigraph is normally regular at \( (x, f(x)) \) [143, 431, 492].

**Definition A.2 (Prox-regular set [102]).** A set \( K \subset \mathbb{R}^n \) is called uniformly prox-regular with constant \( \frac{1}{r} \), or simply r-prox-regular, if one of the following equivalent properties is satisfied:

(i) For each \( x \in K \) and each \( w \in \hat{N}_K(x) \) with \( ||w|| < 1 \), it holds that \( \text{proj}(K; x + rw) = \{x\} \), that is, \( x \) is the unique nearest vector to \( x + rw \) in \( K \).

(ii) For each \( x, y \in K \) and each \( w \in \hat{N}_K(x) \) with \( ||w|| < 1 \), one has \( ||rw||^2 < ||x - y||^2 + 2\langle rw, x - y \rangle + ||y||^2 \). (iii) For all \( x_1 \in K, x_2 \in K \), for each \( z_1 \in \hat{N}_K(x_1) \cap \mathbb{B}_{\mathbb{R}^n}, z_2 \in \hat{N}_K(x_2) \cap \mathbb{B}_{\mathbb{R}^n}, \langle z_1 - z_2, x_1 - x_2 \rangle \geq -\frac{r}{2}||x_1 - x_2||^2 \). (iv) For each \( x \in K \) and each \( w \in \hat{N}_K(x) \): \( \langle \frac{w}{||w||}, x - y \rangle \geq -\frac{1}{2}||x - y||^2 \) for all \( y \in K \).

Property (iii) means that the operator \( \hat{N}_K(x) \cap \mathbb{B}_{\mathbb{R}^n} \) is \( \frac{1}{r} \)-hypomonotone. In view of the equality of normal cones for prox-regular sets (see Section A.1), all results about prox-regular sets can be formulated with any of the normal cones \( N_R^r(x), \hat{N}_K(x), N_K(x), \hat{N}_R^r(x) \). When \( r \rightarrow +\infty \) one recovers the convex case with maximal monotonicity of the normal cone operator, thus \( r \) may be seen as a sort of measure of non-convexity (this is very useful in stability analysis [522]). However prox-regular sets are far from being convex since, for instance, intersection of prox-regular sets may fail to be prox-regular. An interesting property of r-prox regular sets is as follows: for any \( x \in \{z \in \mathbb{R}^n | \inf_{y \in K} ||s - z|| < r \} \), the orthogonal projection proj(\( K; x \)) is uniquely defined. In other words, the projection onto an r-prox regular set is unique for all points “close enough” (in a “tube” of radius \( r \)) to the set. The sets \( K_3, K_4 \), and \( K_6 \) in Section A.1 are non convex, non prox-regular cones. Prox-regular sets may have smooth or non-differentiable boundary. It is of interest to characterize finitely represented sets which are r-prox regular, in terms of the functions \( k_i(\cdot) \), see [41] for several results (the hypomonotonicity of the gradients \( \nabla k_i(x) \) is a core property), see also [143, Section 4.3]. Finally we recall that one can also define prox-regular functions [102, Definition 2.1]. Then a set \( K \subset \mathbb{R}^n \) is r-prox-regular if its indicator function \( \psi_K(\cdot) \) is prox-regular [102, Definition 2.2], and then \( \partial \psi_K(x) = N_K(x) \) (the set of Fréchet subgradients of \( \psi_K(\cdot) \)), generalizing (A.5).

**Remark 29.** The above material shows that provided some basic assumptions are made on the relevant sets and functions, it is possible to express tangent, normal cones and subdifferentials of the indicators functions in rather simple and practical ways, involving the gradients of the active constraints and complementarity conditions with non negative multipliers. However in a more general setting, calculations may not be straightforward. See [81, 350] who developed automatic differentiation tools for evaluating generalized derivatives.

**Example 11.** In order to illustrate the importance of differentiability of the “gap” functions \( k_i(\cdot) \) defining finitely represented sets, let us consider the set \( K = \{(x, y) \in [0, 1) \} \) [338, 295]. The function \( k(x, y) \) is Lipschitz continuous, non differentiable at \( x = 0 \). \( K \) is the union of two convex sets \( K^+ = \{(x, y)| y \geq -x, x \geq 0 \} \) and \( K^- = \{(x, y)| y \geq x, x \leq 0 \} \), and has a reentrant corner as \( K_6 \) in Figure A.1. The MFCQ is satisfied at \((0, 0)\) and thus \( N^R_K(0, 0) \) can be expressed in a linearized form.

We note that \( K \) is the epigraph of the non convex function \( \varphi : \mathbb{R} \rightarrow \mathbb{R} \), such that \( y = \varphi(x), x \mapsto -x \) if \( x \geq 0 \) and \( x \mapsto x \) if \( x \leq 0 \), i.e., \( \varphi(x) = -|x| \). This is depicted in Figure A.3 (a). We see that the Fréchet and proximal subdifferentials of \( \varphi(\cdot) \) do not exist at \((0, 0)\) (since both normal cones are reduced to \( \{0\} \)). The Mordukhovich
normal cone is \( N_{\text{epi}}(0,0) = S_1 \cup S_2 \), where \( S_i \), \( i = 1, 2 \), is the half-line emerging from the origin as indicated in Figure A.3 (a). Thus \( \partial_L \varphi(0,0) = \{-1,1\} \) (two elements). One has \( \partial_C \varphi(0) = [-1,1] \) and the Clarke normal cone to the epigraph as depicted is such that for all \( \eta \in [-1,1] \), the vector \( (\eta,-1) \) belongs to it. If instead we consider a function \( \varphi(\cdot) \) such that the corner is rounded with positive radius \( r \) (dashed curve in Figure A.3 (a)), then its epigraph is \( r \)-prox-regular and so is \( \varphi(\cdot) \). A slightly more complex case is \( \varphi : \mathbb{R}^2 \to \mathbb{R} \), with \( f(x,y) = |x| - |y| \). Then \( \partial_F \varphi(0,0) = \emptyset \) (Fréchet subdifferential does not exist), \( \partial_L \varphi(0,0) = \{-1,1\} \), and \( \partial_C \varphi(0,0) = [-1,1] \).

**Example 12.** Let us consider the function \( \varphi : \mathbb{R} \to \mathbb{R} \) such that \( \varphi(x) = -x - 1 \) if \( x \leq 0 \), \( \varphi(x) = ax + 1 \) if \( x > 0 \), \( a \geq 0 \). It is discontinuous at \( x = 0 \) but is LSC, equivalently \( \text{epi} \varphi \) is closed, see Figure A.3 (b). We have \( \partial_C \varphi(0,1) = [a, +\infty) \), \( \partial_C \varphi(0,-1) = [-1, +\infty) \). We see that \( \text{epi} \varphi \) has a reentrant corner at \((0,1)\). If we compute the derivative of \( \varphi(\cdot) \) in the sense of distributions [503], then we obtain \( d\varphi = 2\delta_0 + g(x)dx \) for some function \( g(x) = \dot{\varphi}(x) \). In this article we encounter both types of generalized derivatives: subdifferentials and distributions (or measures).

Other types of sets are used (for instance for FOSwP), like uniformly subsmooth and \( \alpha \)-far sets [339, 338], which are extensions of prox-regular sets, with the hypomonotonicity replaced by \( \langle z_1 - z_2, x_1 - x_2 \rangle \geq -||x_1 - x_2|| \). We may nevertheless conclude from Sections A.1.1, A.1.2 and A.2.1 that there are four main types of sets which deserve close attention due to their practical usefulness and their mathematical properties: convex, prox-regular, polyhedral and finitely represented closed sets.

**A.2.2. Generalized equations, variational inequalities.** According to [489] a generalized equation is a nonlinear problem \( 0 \in G(x,y) + F(x,y) \) where \( F : \mathbb{R}^{n \times n} \rightrightarrows \mathbb{R}^m \) is a set-valued mapping, \( G : \mathbb{R}^{n \times n} \to \mathbb{R}^n \) is a continuously differentiable mapping. Let us now present some classical generalized equations. Let \( M = M^T \succ 0 \), \( K \subseteq \mathbb{R}^n \).
a closed non empty convex set, $x \in \mathbb{R}^n$, $y \in \mathbb{R}^n$, then:

$$M(x - y) \in -
 N_K(x) \iff x = \text{proj}_M[K;y] \iff x = \text{arg min}_{x \in K} \frac{1}{2}(z - y)^T M(z - y)$$

$$\iff \text{Find } x \in \mathbb{R}^n \text{ such that: } (M(x - y), y - x) \geq 0 \text{ for all } y \in K$$

$$\iff x = (M + N_K)^{-1}(My), \quad (A.6)$$

where \( \text{proj}_M[K;\cdot] \) denotes the orthogonal projection on \( K \) in the metric defined by \( M \) (in case \( M \) is the identity we omit to write it), see Section A.2.4 for inverse mappings. The fourth formulation in (A.6), is a variational inequality (VI) of the first kind. The proof of (A.6) can be found in [240, 279]. An extension uses VI of the second kind. Let \( P > 0, f(\cdot) \) be proper convex LSC, \( r \in \mathbb{R}^n \). The \textit{VI of second kind} is: Find \( x \in \mathbb{R}^n \) such that \( \langle Px - r, \eta - x \rangle + f(\eta) - f(x) \geq 0 \) for all \( \eta \in \mathbb{R}^n \). This is equivalent to the inclusion \( Px - r \in -\partial f(x) \), from which we easily recover from the problem in (A.6) if \( f(\cdot) = \psi_K(\cdot) \) and \( r = My \). Its unique solution is given by \( x = \text{Prox}_{\mu f}[(I - \mu P)x + \mu r] \) for some \( \mu > 0 \), where \( \text{Prox}_{\mu f}(\cdot) \) is the so-called proximal map of \( f(\cdot) \) at \( x \) [97, 279]. For instance if \( f(x) = ||x||_1 \) then \( \text{Prox}_{\mu f}(x) = x - \text{proj}[-\mu,\mu]^n; x] \). If \( f(x) = \psi_K(x) \) with \( K \) closed nonempty convex, \( \text{Prox}_f(x) = \text{proj}[K; x] \). See [208, Table 10.1] for more examples. Also \( p = \text{Prox}_f(x) \Leftrightarrow x - p \in \partial f(p) \Leftrightarrow p \in (I + \partial f)^{-1}(x) \) (which is similar to the last equality in (A.6)).

**Example 13.** Consider the scalar DI: \( \dot{x} \in -\text{sgn}(x) \) and its implicit Euler discretization \( x_{k+1} - x_k = -h \text{sgn} (x_{k+1}) = -h \partial (h|x_{k+1}|) \). We have \( x_{k+1} = \text{Prox}_{h|\cdot|}[x_k] = x_k - \text{proj}[-h, h]; x_k] = -\text{Prox}_{h|\cdot|}[(\mu - 1)x_k + \mu x_k] \) for \( \mu > 0 \). Consider now the scalar first-order Moreau’s sweeping process: \( \dot{x} \in -N_K(\dot{x}) = -\partial \psi_K(\dot{x}) \). Its implicit Euler discretization reads \( x_{k+1} = x_k - N_K(t_{k+1})(x_{k+1}) \) (the time step plays no role because the right-hand side is a cone). Then \( x_{k+1} = \text{Prox}_{\psi_K(t_{k+1}); x_k} = \text{proj}[K(t_{k+1}); x_k] \). Such schemes are used in digital sliding-mode control [422, 421, 424] and contact mechanics [4].

Another type of VIs are the quasi VI (QVI) defined as follows. Let \( K : \mathbb{R}^n \rightharpoonup \mathbb{R}^n \) be a set-valued mapping, and \( f : C \rightharpoonup \mathbb{R}^n, C \subseteq \mathbb{R}^n \) a closed convex non empty set. The QVI \((K, f)\) is: Find \( x \in K(x) \) such that

$$\langle f(x), y - x \rangle \geq 0 \text{ for all } y \in K(x). \quad (A.7)$$

Again, different variants of QVIs exist [240]. The so-called hemi VI (HVI) are defined as [282]: find \( x \in F(x), y \in G(x) \), such that \( (y, v - x) + J^0(x, v - x) \geq \langle f, v - x \rangle \) for all \( v \in F(x) \), where \( F(\cdot) \) and \( G(\cdot) \) are set-valued mappings, \( J(\cdot) \) is a locally Lipschitz mapping, \( J^0(x, \cdot) \) is its Clarke’s directional differential, \( f \) is arbitrary (a vector in finite dimensions). Other HVI are of the form: find \( x \in \mathbb{R}^n \) such that \( \langle A(x) - f, v - x \rangle + J^0(x, v - x) \geq 0 \) for all \( v \in \mathbb{R}^n \), \( A(\cdot) \) a monotone operator. This HVI is equivalently formulated as the GE: \( A(x) + \partial J(x) \ni f \), where \( \partial J(\cdot) \) is the Clarke’s subdifferential [282]. Thus, HVIs extend VIs of the second kind, which are closely linked with the subdifferential of convex analysis, to Clarke’s differentiation, see [163] for a complete exposition.

**A.2.3. Chain rules.** Chain rules for the differentiation of composed nonsmooth functions are commonly used in some parts of the article. We recall that a polyhedral function, is a function whose epigraph is a closed convex polyhedral set. The indicator function \( \psi_K(\cdot) \) is polyhedral if \( K \) is closed convex polyhedral.
Proposition A.3. \cite{97, 314, 492} Let $f : \mathbb{R}^m \to \mathbb{R} \cup \{ +\infty \}$ be a proper convex LSC function, and $A : \mathbb{R}^n \to \mathbb{R}^m$ be a linear operator. Assume that either the function $f(\cdot)$ is polyhedral or for some $x_0$ with $Ax_0 \in \text{dom}(f)$

$$\text{Im}(A) - \mathbb{R}_+ (\text{dom}(f) - Ax_0) \text{ is a vector subspace of } \mathbb{R}^m,$$ \hspace{1cm} (A.8)

where $\text{dom}(f) \triangleq \{ y \in \mathbb{R}^m| f(y) < +\infty \}$. Then the subdifferential in the sense of convex analysis of the composite functional $f \circ A : \mathbb{R}^n \to \mathbb{R} \cup \{ +\infty \}$ is given by

$$\partial(f \circ A)(x) = A^T \partial f(Ax), \hspace{1cm} \forall x \in \mathbb{R}^n.$$ \hspace{1cm} (A.9)

Example 14. \cite[Proposition 10]{62} Let $\tilde{K} = \{ x \in \mathbb{R}^n| H^{-1}x \in K \} = HK$, $H \in \mathbb{R}^{n \times m}$ full rank, $K \subset \mathbb{R}^n$ closed convex. Then $N_{\tilde{K}}(x) = H^{-T}N_K(x)$. Indeed $\psi_K(x) = \psi_{\tilde{K}}(Hx) = (\psi_{\tilde{K}} \circ H)(x)$. By Proposition A.3, $\partial \psi_{\tilde{K}}(Hx) = H^T \partial \psi_K(Hx) = H^T N_{\tilde{K}}(Hx) = \partial \psi_K(x) = N_K(x)$, where (A.5) has been used.

Part (a) of the next proposition is extracted from \cite[Theorem 3.41]{430} or \cite[Theorem 10.6]{492} and (b) is a consequence of (a). Before this, we need two definitions. A function $f(\cdot)$ is said subdifferentially regular if its epigraph $\text{epi} f$ is normally regular, that is $N_{\text{epi} f}(x, f(x)) = N_{\text{epi} f}(x, f(x))$ for all $x \in \text{dom}(f)$ (see Section A.1). Thus convex functions are subdifferentially regular, and so are all functions such that their epigraph is prox-regular. The singular subdifferential of $f(\cdot)$ at $x$ is defined as $\partial^\infty f(x) = \{ v \in \mathbb{R}^n|(v, 0) \in N_{\text{epi} f}(x, f(x))\}$.\n
Example 15. Let $f(x) = |x|$, then $\partial^\infty f(x) = \{ (0, 0) \}$ for all $x$. Let $f(\cdot) = \varphi(\cdot)$ in Figure A.3 (a), then $\text{epi} f$ is not normally regular so $f(\cdot)$ is not subdifferentially regular, and $\partial^\infty f(x) = \{ (v, 0) \in \mathbb{R} \times \mathbb{R}|v = 0 \}$.\n
Proposition A.4. Suppose $g = f \circ F$ for a proper LSC function $f : \mathbb{R}^m \to \mathbb{R} \cup \{ +\infty \}$, and a mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ which is continuously differentiable at a point $x$ where $g(\cdot)$ is finite.

(a) If $f(\cdot)$ is subdifferentially regular at $F(x)$ and if

$$\partial^\infty f(F(x)) \cap \text{Ker} \nabla F(x) = \{ 0 \},$$ \hspace{1cm} (A.10)

then $g(\cdot)$ is subdifferentially regular at $x$, and

$$\partial g(x) = \nabla F(x) \partial f(F(x)).$$ \hspace{1cm} (A.11)

(b) In particular, the conclusions of (a) hold whenever $f(\cdot)$ is convex and

$$\text{Im}(\nabla F(x)^T) + \mathbb{R}_-(\text{dom } f - F(x)) = \mathbb{R}^m.$$ \hspace{1cm} (A.12)

In (A.11) the subdifferential is that of Mordukhovich (see Section A.2.1). See \cite[Proposition 1]{301} for another variation of the chain rule. From \cite[Theorem 10.6]{492} condition (A.10) holds true for convex $f(\cdot)$ if dom$(f)$ cannot be separated from the range of the affine function $w \mapsto F(x) + \nabla F(x)^T w$.

Example 16. Let us show one application of Proposition A.4, which is useful to show relationships between complementarity systems and the FOSwP, amongst other applications. Let $K \subset \mathbb{R}^m$ be a prox-regular set, \( S(t) = \{ z \in \mathbb{R}^n| k(z) + h(u(t)) \in \)
Then \( (\partial f)(z) = \nabla \phi_t(z) \partial \psi(\phi_t(z)) \). In addition \( g(z) = \psi_{S(t)}(z) \), so that \( \partial g(z) = N_{S(t)}(z) \), where the normal cone may be Clarke, proximal, or Fréchet normal cone (all equal in this case since the set is prox-regular).

**A.2.4. Conjugate functions, inverse set-valued mappings.** Let \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) be convex, proper and LSC. Its conjugate (or Legendre, or Legendre-Fenchel transform, or Fenchel conjugate) function \( g : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) is defined as
\[
g(y) = \sup_{x \in \mathbb{R}^n} \langle x, y \rangle - f(x),
\]
and is usually denoted as \( g(y) = f^*(y) \). It is proper, convex LSC. One has \( g^*(\cdot) = f(\cdot) \) (as a corollary of the Fenchel-Moreau’s Theorem [97, Theorem 13.32, Corollary 13.33]). One typical example encountered throughout the article, is the indicator function \( f(1) = \psi_K(x), K \subseteq \mathbb{R}^n \) a closed convex non empty set, and the support function of \( K \): \( \sigma_K(y) = \psi_K^*(y) \). See [97, chapter 13] for a complete presentation of conjugacy. This is quite related to inverse (set-valued) mappings: if \( f(\cdot) \) is proper convex LSC, then \( (\partial f)^{-1} = \partial f^* \) [97, Corollary 16.24]. In other words, \( y \in \partial f(x) \iff x \in \partial f^*(y) \). Therefore, \( (\partial \psi_{K})^{-1} = (N_K)^{-1} = \partial \psi_K^* = \partial \sigma_K \), where we used (A.5).

**B. Some tools from complementarity theory.** The reference book for this topic is [210], see also [240, 278].

**Definition B.1 (Complementarity Problem).** Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) and \( \lambda \in \mathbb{R}^n \). The problem \( \lambda \geq 0, F(\lambda) \geq 0, x^T F(\lambda) = 0 \) is a complementarity problem (CP) with unknown \( \lambda \), written compactly as \( 0 \leq \lambda \perp F(\lambda) \geq 0 \). When \( F(\lambda) = \lambda A + q \) for a matrix \( A \) and a vector \( q \), this is a linear CP (LCP), denoted LCP\((q,M)\). The set of solutions (possibly empty) of LCP\((q,M)\) is denoted SOL(LCP\((q,M)\)).

**Definition B.2.** A matrix \( M \in \mathbb{R}^{n \times n} \) is positive (semi) definite if for all \( x \in \mathbb{R}^n \) one has \( x^T M x > 0 \) (\( \geq 0 \)) for all \( x \neq 0 \). It is denoted \( M \succ 0 \) (\( \succeq 0 \)). It is not necessarily symmetric. A matrix \( M \in \mathbb{R}^{n \times n} \) is a P-matrix if all its principal subdeterminants (or principal minors) are positive. It is a P_0-matrix if its principal minors are non negative. It is a copositive matrix on the set \( K \) if \( x^T M x \geq 0 \) for all \( x \in K \).

We have \( M \succ 0 \Rightarrow M \) is a P-matrix, \( M \succeq 0 \Rightarrow M \) is a P_0-matrix and a copositive matrix on \( \mathbb{R}^n_+ \). One usually considers copositivity over convex sets [315], even in this case copositivity is hard to characterize. Many more matrix classes which are useful in complementarity theory exist [210]. The following result is central in complementarity theory.

**Theorem B.3.** The LCP\((q,M)\) has a unique solution for any \( q \), if and only if \( M \) is a P-matrix.

Copositive matrices can guarantee the solvability under some conditions on the homogeneous LCP\((0,M)\):

**Theorem B.4.** (i) Suppose \( M \) is copositive on \( \mathbb{R}^n_+ \). If the implication \( 0 \leq \nu \perp M \nu \geq 0 \Rightarrow q^T \nu \geq 0 \) holds, the LCP\((q,M)\) has a solution. (ii) The LCP\((q,M)\) has a unique solution for all non-negative vectors \( q \), if and only if \( M \) is strictly semicopositive (i.e., \( \max_{1 \leq i \leq n} z_i (M z_i) ; \geq \sigma ||z||^2 \) for all \( z \) and some \( \sigma > 0 \)).

Positive semi definite matrices also possess interesting properties:

**Theorem B.5.** Suppose that \( M = M^T \succ 0 \). If \( \lambda_1 \) and \( \lambda_2 \) are two solutions of LCP\((q,M)\), then \( M(\lambda_1 - \lambda_2) = 0 \).
There are several other types of complementarity problems like horizontal, mixed (MLCP), vertical, geometric, generalized, cone (LCCP), nonlinear (NLCP) complementarity problems, see for instance [4, Chapter 12]. An interesting fact is: let $K \subseteq \mathbb{R}^n$ be a closed convex cone, then [278, p.18]

$$K^* \ni x \perp y \in K \iff x \in -N_K(y) \iff y \in -N_{K^*}(x),$$

(B.1)

for any two vectors $x$ and $y$. This can be used in (A.6) to derive another equivalent formulation. If $y = Mx + q$, the left-hand side of (B.1) is a linear cone complementarity problem (LCCP), whose set of solutions is denoted $\text{SOL}(K, q, M)$. Let $M = M^T > 0$, using (A.6) the LCCP is equivalent to an optimization problem with $x = \arg \min_{z \in \mathbb{R}^n} \frac{1}{2}(z^TMz + q^Tz)$. Solvability and uniqueness of solutions for LCCP with $M$ copositive on $K$, are analysed in [11]. For instance, the next result follows from [11, Corollary 5] [279, Corollary 9 p.105]. Let $B(M, K^*) = \{ \exists z \in \mathbb{R}^n | Mz \in K, z^TMz = 0 \}$, and assume that $x^TMx \geq 0$ for all $x \in K^*$. Then (i) if $B(M, K^*) = \{0\}$, or (ii) if $B(M, K^*) \neq \{0\}$, and there exists $x_0$ such that $v^T(q - Mt_{x_0}) > 0$ for all $v \in B(M, K^*)$, $v \neq 0$, the LCCP has at least one solution. Other results may be found in [11, 279] for $P_0$ and $P$-matrices. This allows one to extend partially (A.6) to classes of matrices larger than symmetric positive definite matrices (in case of non-unique, one may define the projection operator as $x \in (M + N_K)^{-1}(My)$). The results in [11, 279] allow to analyse also the well-posedness of some MLCPs [137]. This could be useful for the study of equilibria sets (Section 6.1) and well-posedness of MLCS (Section 2.4.3).

Let us now provide the expression of the solutions of the LCP: $0 \leq \lambda \perp z = Cx + D\lambda + E_3u + E_4 \geq 0$ in (2.22) when $D$ is a $P$-matrix. To this aim we introduce the index sets $\alpha(x, u) = \{i | \lambda_i > 0, z_i = 0\}$, $\beta(x, u) = \{i | \lambda_i = z_i = 0\}$, $\gamma(x, u) = \{i | \lambda_i = 0, z_i > 0\}$ of the LCP modes, and $\tilde{\alpha}(x, u) = \gamma(x, u) \cup \beta(x, u)$. Then $\lambda_\alpha(x, u) = -(D_\alpha)^{-1}(C_\alpha x + E_3u + E_4\alpha)\iota$, and $\lambda_\alpha(x, u) = 0$ [157].

C. Relative degree. Roughly speaking, the relative degree of a system with inputs and outputs, is the number of times one has to differentiate the output, in order to recover the input. This is a notion very close to the index of semi-explicit DAES. Consider the quadruple $(A, B, C, D)$ with constant matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{m \times n}$, and $D \in \mathbb{R}^{m \times m}$. The $(m \times v)$-vector relative degree $\bar{r} \in \mathbb{N}^m$ between the output $y = Cx + Du$ and the input $u$, is equal to $(0, 0, \ldots, 0)^T$ if and only if $D$ has full rank. When $D = 0$, $CA^{-1}B = 0$ for all $1 \leq i < r$, and the leading Markov parameter or decoupling matrix $CA^{-1}B$ is full rank, then $\bar{r} = (r, r, \ldots, r)^T$ with $r \leq n$. This extends to nonlinear systems $:\dot{x} = f(x) + g(x)u$, $y = b(x)$ [553]. The relative degree is fundamental in Automatic Control to derive the so-called normal form and the zero dynamics. The existence of a relative degree implies the existence of a diffeomorphic change of state space which transforms the controlled dynamics with output into the canonical form: $\dot{z}_1 = z_2$, $\dot{z}_2 = z_3$, $\ldots$, $\dot{z}_{r-1} = z_r$, $\dot{z}_r = a(z) + b(z)u$.

The relative degree is the zero dynamics, which represents the system’s dynamics on the submanifold $z_1 = 0$. In the linear invariant case $b(z) = CA^{-1}B$ and $a(z) = CAx = CAW^{-1}z$, and the zero-dynamics is linear as in (2.8c).

The notion of index of a transfer matrix $H(s) \in \mathbb{C}^{m \times m}$ is close to the relative degree and is defined as follows [306, Definition 3.5].

**Definition C.1.** A rational matrix $H(s) \in \mathbb{R}^{l \times l}(s)$ is said to be of index $r$, if it is invertible as a rational matrix and $s^{-r}H^{-1}(s)$ is proper. It is said to be totally of index $r$, if all its principal submatrices $H_{J,J}(s)$ for $J \subseteq \{1, \ldots, l\}$ are of index $r$. 99
Consequently, in case \( l = 1 \) the index is the usual relative degree of a rational transfer function. Principal submatrices are obtained by deleting rows and columns of equal index [104, p.41]. It is noteworthy that Definition C.1 does not necessarily define a unique \( r \).

**D. Dissipative systems.** A complete exposition of dissipative systems can be found in [139].

**Definition D.1.** Let \( A, B, C, D \) be constant matrices with appropriate dimensions. The quadruple \((A,B,C,D)\) is said to be passive if there exist matrices \( L \in \mathbb{R}^{n \times m}, W \in \mathbb{R}^{m \times m} \), and a \( n \times n \) matrix \( P = P^\top \succeq 0 \), such that:

\[
\begin{align*}
A^\top P + PA &= -LL^\top \\
B^\top P - C &= -W^\top L^\top \\
D + D^\top &= W^\top W.
\end{align*}
\]  

(D.1)

In this case, let \( V(x) = \frac{1}{2}x^\top Px \) denote the corresponding energy storage function. The dissipation equality

\[
V(x(t_1)) - V(x(0)) = \int_0^{t_1} \lambda(t)^\top z(t)dt - \frac{1}{2} \int_0^{t_1} (x^\top(t), \lambda^\top(t))Q \begin{pmatrix} x(t) \\ \lambda(t) \end{pmatrix} dt, \quad \forall \ t_1 \geq 0
\]  

(D.2)

in terms of the matrix

\[
Q \triangleq \begin{pmatrix} LL^\top & LW \\ W^\top L^\top & W^\top W \end{pmatrix} \succeq 0,
\]  

(D.3)

then implies that

\[
V(x(t_1)) - V(x(0)) \leq \int_0^{t_1} \lambda(t)^\top z(t)dt.
\]  

(D.4)

For an LCS (2.22) one has \( \lambda(t)^\top z(t) = 0 \) for all times outside state jumps. The system is said to be strictly passive when \( Q \) is positive definite, and lossless when \( Q = 0 \). The system is said to be state lossless when \( L = 0 \) and input lossless when \( W = 0 \). The system is dissipative, state dissipative, and input dissipative when \( Q \neq 0 \), \( L \neq 0 \), or \( W \neq 0 \), respectively. Passivity is a particular case of dissipativity, and is closely related to positive real transfer functions through the Kalman-Yakubovich-Popov Lemma [139, Chapter 3]. We have the following [306, Theorem 3.14]:

**Theorem D.2.** Consider that \((A,B,C,D)\) is passive with a positive definite storage function and \( \begin{pmatrix} B \\ D + D^\top \end{pmatrix} \) has full column rank. Then \( H(s) = C(sI - A)^{-1}B + D \) is totally of index 1 (in the sense of Definition C.1).

We see using (D.1) that a passive system with \( D + D^\top = 0 \Rightarrow W = 0 \) satisfies \( PB = C^\top \Rightarrow CB = B^\top PB \succeq 0 \). If \( P > 0 \) and \( B \) has rank \( m \), then \( CB > 0 \).

**Remark 30.** The notion of monotonicity of a set-valued operator is ubiquitous in this article. In Systems and Control, an input/output operator \( T : L^2(\mathbb{R}^m) \to L^2(\mathbb{R}^m) \) is said incrementally passive if for any \( u_1 \) and \( u_2 \) one has \( \langle u_1 - u_2, T(u_1) - T(u_2) \rangle \geq 0 \). Thus both notions are the same: one applies to static operators (like feedback set-valued nonlinearities in Lur’ë systems), the other one is for dynamical systems with inputs and outputs.
E. Basic definitions, notation, and results. For a vector $x \in \mathbb{R}^n$, the lexigraphical inequality $x > 0$ means that the first non-zero entry of $x$ is $> 0$, $x \geq 0$ means that the first non-zero entry of $x$ is $\geq 0$. Let $M \in \mathbb{R}^{n \times n}$, and $\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_p\} \subseteq \{1, 2, \ldots, n\}$. Then $M_{\alpha} \in \mathbb{R}^{p \times p}$ is the principal submatrix of $M$ obtained by deleting rows and columns indexed in $\alpha = \{1, 2, \ldots, n\} \setminus \alpha$, $x_{\alpha} = (x_{\alpha_1}, \ldots, x_{\alpha_p})^T$, $M_{\bullet \alpha} \in \mathbb{R}^{p \times n}$ is the submatrix obtained by deleting all rows in $\alpha$. The principal subdeterminants or principal minors of $M$ are the determinants $\det(M_{\alpha})$ of its principal submatrices.

Let an interval $I \subseteq \mathbb{R}$, and a function $f : I \to \mathbb{R}^n$ be given. The variation of $f(\cdot)$ over the interval $I$ is the supremum of $\sum_{i=1}^k |f(s_i) - f(s_{i-1})|$ over the set of all finite sets of points $s_0 < s_1 < \cdots < s_k$ (called partitions) of $I$. When this supremum is finite, the mapping $f(\cdot)$ is said to be of bounded variation (BV) on $I$. We say that $f(\cdot)$ is of locally bounded variation (LBV), if it is of bounded variation on each compact subinterval of $I$. For a BV function $f(\cdot)$, it holds that the right and left limits of $f(\cdot)$ are defined everywhere, and we use the notation $f(t^+) \overset{\Delta}{=} \lim_{s \to t^+} f(s)$ and $f(t^-) \overset{\Delta}{=} \lim_{s \to t^-} f(s)$. RCLBV denotes right-continuous LBV functions. One associates with a BV function $f(\cdot)$ its differential measure $df$ [427], which satisfies for any $a \leq b$: $df([a, b]) = f(b^+) - f(a^-)$, $df((a, b]) = f(b^+) - f(a^-)$, $df([a, b)) = f(b^-) - f(a^-)$, and $df((a, b)) = f(a^+) - f(a^-)$ (the jump of $f(\cdot)$ at $a$).

We denote by $L^1(I, \mathbb{R}^n; dv)$ the space of integrable functions from the interval $I$ to $\mathbb{R}^n$ with respect to the measure $dv$. If the measure is not specified then the integration is with respect to the Lebesgue measure. An absolutely continuous (AC) function $f : I \to \mathbb{R}^n$ is a function that can be written as $f(t) - f(t_0) = \int_{t_0}^t \dot{f}(s)ds$ for any $t_0, t \in I$, $t_0 \leq t$, and some $\dot{f} \in L^1(I, \mathbb{R}^n)$, which is considered as its derivative. The definition of an AC set is given in (A1), Section 5.1. A possibly discontinuous function is lower semicontinuous (LSC) if its epigraph is closed. A set-valued map $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is upper semicontinuous (another denomination is outer semicontinuous when local boundedness holds) at $x_0 \in \mathbb{R}^n$, if for any open neighborhood $N$ containing $F(x_0)$, there exists an open neighborhood $M$ of $x_0$ such that $F(M) \subset N$. The subdifferential of a convex proper function $\varphi : \text{dom}(\varphi) = \mathbb{R}^n \to \mathbb{R}$ is locally bounded and takes values in a compact set, and it defines an outer semicontinuous mapping [314, Theorem 6.2.4].

A measure $dm$ is absolutely continuous (AC) with respect to another measure $dv$ if $dv(I) = 0$ implies $dm(I) = 0$. The measures $dv$ and $dm$ are absolutely equivalent if they are AC with respect to each other. By the Radon-Nikodym theorem, the density of Lebesgue measure $dt$ relative to $dv$, defined as $\frac{dt}{dv}(s) = \lim_{\varepsilon \to 0} \frac{dt((s-\varepsilon, s+\varepsilon))}{dv((s-\varepsilon, s+\varepsilon))}$, is then well-defined.

For a set-valued mapping $S : [t_0, \infty) \rightrightarrows \mathbb{R}^l$, for some fixed $t_0 \in \mathbb{R}$, the variation of $S(\cdot)$ over an interval $[t_0, t]$ denoted by $v_S(t)$, is defined as,

$$v_S(t) \overset{\Delta}{=} \sup_{t_0 < s_1 < \cdots < s_k = t} \sum_{i=1}^k d_{\text{Haus}}(S(s_i), S(s_{i-1}))$$

where the supremum is taken over the set of all partitions of $[t_0, t]$.

E.1. Mazur’s Lemma. Let $(X, \| \cdot \|)$ be a Banach space and let $\{x_n\}_{n \in \mathbb{N}}$ be a sequence in $X$ that converges weakly to some $x_0 \in X$. There exists a function $N : \mathbb{N} \to \mathbb{N}$ and a sequence of sets of positive numbers $\{\alpha_n, \ldots, \alpha_{N(n)}\}_{n \in \mathbb{N}}$, with $\sum_{k=1}^{N(n)} \alpha_k = 1$, such that the sequence $\{y_n\}_{n \in \mathbb{N}}$ defined by the convex combination $y_n = \sum_{k=n}^{N(n)} \alpha_n x_k$, converges strongly to $x \in X$, i.e., $\|y_n - x_0\| \to 0$ as $n \to \infty$.
E.2. Discrete-time Gronwall-Bellman lemma. If \( \{y_k\}_{k \in \mathbb{N}}, \{f_k\}_{k \in \mathbb{N}}, \) and \( \{g_k\}_{k \in \mathbb{N}} \) are nonnegative sequences and \( y_k \leq f_k + \sum_{1 \leq j < k} g_j y_j, \quad k \in \mathbb{N} \). Then

\[
y_k \leq f_k + \sum_{1 \leq j < k} f_j g_j \exp \left( \sum_{j \leq i < k} g_i \right), \quad k \in \mathbb{N}.
\]

If \( f_k = f_0 \) is constant for each \( k \in \mathbb{N} \), it can be shown that \( y_k \leq f_0 \exp \left( \sum_{1 \leq i < k} g_i \right), \quad k \in \mathbb{N} \).
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