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STRONG DIFFERENTIAL OBSERVABILITY FOR SAMPLED
SYSTEMS

SABEUR AMMAR?*, JEAN-CLAUDE VIVALDAf, AND BASMA ZITOUNI*

Abstract. In this paper we prove that, generically, a sampled data system is strongly differ-
entially observable provided that the number of outputs is greater than the number of inputs plus
one.
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1. Introduction. In this paper we consider a controlled continuous time system
written as

(1.1) {x = f(z,u)

y = h(x).

Given a time T, to system (1.1), we relate the following continuous-discrete-time
system

(12) {a':os) — f(@(t), ), t € [KT, (k + 1)T)

yr = h(z(kT))

where the control u is maintained constant on the intervals [T, (k + 1)T) and the
measurements of the state are made only at each of the times 0,7, 2T, ... System (1.2)
is called the sampled data system related to (1.1).

This paper is the continuation of [2] (see also https://hal.inria.fr /hal-01630461),
in the cited paper, we dealt with the problem of the observability after sampling.
To be more precise, we proved that the set of pairs (f,h) which make the sampled
system (1.2) strongly observable, is everywhere dense for the Whitney topology; in
the present paper, we intend to prove that the strong differential observability is also
generic.

The reason for this work has been developed in the introduction of our above-
mentioned paper; the reader will also find therein some useful references on this
subject.

The paper is organized as follows: in the next section, we state the precise for-
mulation of the problem we deal with; then we recall some useful facts from the
transversality theory. Finally, our main theorem is proved throughout three proposi-
tions.

1.1. Notations and problem formulation . In system (1.1), the sate = be-
longs to a compact manifold X with dimension n, the control v belongs to another
compact manifold U whose dimension is denoted by d,, and the mapping h takes its
values in R%. As usual we denote by T, X the tangent space to X at z, by TX the
tangent bundle, and by T?(X) the double tangent bundle. A parametrized vector
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field will be a C*° mapping defined from X x U into TX such that, for every u € U,
f(,u) is a vector field defined on X. The set of parametrized vector fields defined
on X will be denoted by T'yy(X). If f belongs to I'y(X), we denote by ¢} the flow
generated by the vector field f(-,u) (the parameter u being fixed); so for every z € X,
every u € U, and every t > 0, we have

dei ()
@ =c amd P )0,
Let ug, u1,... be a sequence of controls (i.e. a sequence of elements of U), for k > 1,
we denote by uy the finite sequence uy = (uo, ..., up—1).

Let ¢p : M — N be a differentiable mapping between two manifolds M and N,
the notation di(z) will stand for the differential of ¢ at x; let £ € T, M be a tangent
vector, di(x) - € will denote the image of £ under d¢(z).

Hereafter, together with the parametrized vector field, and the observation map-
ping h, given a sampling time 7' > 0, we consider the mapping @{F’h defined as

ofh . X xum — (RW)"T xym

(13) (x,ugn) +— (h(mo)7 h(z1),..., h(acgn),uﬂ)

where the sequence (zg,x1,...,T2,) is defined recursively by zp = z and zp41 =
7" (x1). Also, we denote by y; the values taken by h at x; i.e. y; = h(z;).

DEFINITION 1.1. We will say that the sampled data system (1.2) is strongly dif-
ferentially observable if the mapping @f}’h defined above is a one-to-one embedding.

The space I'yy(X) x C®°(X,R%) is endowed with the Whitney topology (which
amounts to the C* topology, since the spaces X and U are compact). As mentioned in
the introduction, in [2], we showed that, generically, system (1.2) is strongly observable
(i.e. G%h is one-to-one); in this paper, we will show that, in addition, mapping @g’h
is generically an embedding. To be more precise, we will prove that the set of pairs
(f,h) € Ty(X) x C>®(X,R%) such that the mapping @é’h is an injective embedding
is open and dense provided that d,, > d,, + 2 (case d,, > 0) or d, > 1 (case d,, = 0).

1.2. Reminders and some facts from transversality theory. The tools
used in this paper come from the transversality theory, hereafter, we recall the no-
tion of transversality as well as the Abraham’s theorem of density [1] which will be
intensively in the proof of our main result.

DEFINITION 1.2 (Transversality). Let f be a smooth mapping between two smooth
manifolds X and Y, W a submanifold of Y and x a point in X. We will say that f
is transversal to W at x if either

o f(x)g W, or

o f(x) €W and Tj)Y = TyyW +dfe(TeX).
We will say that f is transversal to W if it is transversal to W at every x € X. We
will use the symbol M to denote the transversality.

We recall also the notion of representation: let A, X and Y be C” manifolds
and p a map from A to C"(X,Y). For a € A, p, : X — Y is the map defined as
pa(x) = p(a)(x). We say that p is a C" representation if the evaluation map:

evy,t AxX — Y
(a,z) +— pa(x) = pla)(z)

is a C" map from A x X to Y.



THEOREM 1.3 (Transversal density theorem). Let A, X,Y be C" manifolds, p :
A — C"(X,Y) a C" representation, W C Y a submanifold (not necessarily closed),
and ev, : A x X =Y the evaluation map. Define Ay C A by:

Aw ={a €A | poth W}

Assume that:
1. X has a finite dimension n and W has a finite codimension q in Y ;
2. A and X are second countable;
3. r > max(0,n — q);
4. ev, M W.
Then Aw is residual in A.

In this theorem, it is important to notice that manifold A is not necessarily finite
dimensional; it may be a Banach space or an open subset of a Banach space.

1.2.1. Periodic trajectories. Let f € T'y(X), u € Y, z € X, we assume that
2 belongs to a periodic trajectory of the vector field f(-,u). Let us denote by 7y the
prime period of this trajectory, i.e., my is the smallest positive number 7 such that
ou (x) = x. As we have dpy (v) - f(z,u) = f(¢hy, (x),u) = f(r,u), the number 1 is
an eigenvalue of A := dpy (z). In the sequel we will have to consider expressions like
Id4+A+ ...+ AF and we will need that this sum of linear mappings be invertible; this
is certainly true if, apart from 1, the other eigenvalues have modulus different from
1. The theorem of Kupka-Smale [4, 5] asserts that this is generically the case for a
vector field. Let a > 0, hereafter, we denote by G2(a) the subset of I'(X) of these
vector fields f such that

e if z is a singular point of f, then for every t # 0, dp(z) : T, X — T, X has no
complex eigenvalue of modulus 1;

e if x belongs to a periodic trajectory of f with period 0 < my < a, then
denoting by 1, Ag,..., A, the eigenvalues of dy,(x), we have |A;| # 1 for
1=2,...,n.

Recall that the manifolds X and U are assumed to be compact. We have

THEOREM 1.4 (Kupka-Smale). Let a > 0, the set Ga(a) is residual; moreover for
the C" topology (r < +00), Sa(a) is open and dense.

This theorem has been generalized for parametrized vector fields when dimU =1
(see [6]) but actually it is still true whatever the dimension of U, to be more precise
we have:

THEOREM 1.5. Let a > 0, the set GY(a) of parametrized vector fields such that
f(,u) € Ga(a) for every u € U is a residual; moreover G5 (a) is open and dense for
the C™ topology (r < +00).

2. Main result.

THEOREM 2.1. Let T' > 0 be a given sampling time. The set of couples (f,h) €
Iy (X) x C=(X,RP) such that system ((1.2)) is strongly differentially observable is
an open and dense subset of 'y (X) x C=(X,R%) for the Whitney topology.

The proof of this theorem result from three propositions. In these propositions, we
have to deal with the periodic trajectories related to the vector field f(.,u), for u € U.

3. Proof of the main result.

LFor a proof see https://hal.inria.fr/hal-01630461
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3.1. Strategy of the proof. Given an initial condition =y and a sequence of
controls us,, we consider the list

L= ((xo, uo), (x1,u1),. .., (l‘zn,ugn)) € (X x U)2n+1 -

In this list the elements can be all distinct or there may be some equalities between
the pairs (z;, u;) or between the points x;. Our strategy will be the following: we will
consider some submanifold W together with some representation p, and we will prove
the following results:

e By applying the Transversal density theorem [1], we will see that the set of
couples (f,h) € T'y(X) x C(X,R%) which are transversal to W is dense;
e the codimension of the chosen submanifold W being greater than the dimen-
sion of the domain of py 5, this implies that the range of p¢,j, does not intersect
W;
e the non belonging to the submanifold W gives us that @%h must be an
immersion.
The choice of the submanifold W and of the representation p depends on the number
of equalities occurring in the above list L; hereafter, we will examine the different
possibilities that can occur.

3.2. Different configurations. There may be some equalities between the el-
ements (x;,u;) of list L; in each equality class we retain the element with least index
and we denote by L’ the new list obtained by this method. This list can be written
as

L' = Sl US27 = ((xO;UO)a (mlaul)a RN (xj—lauj—l)7 (xp7up)7 ceeyee )

81 S2

where the S;’s are sequences of consecutive terms, the consecutive terms between S;
and S;11 having been cancelled. Roughly speaking L’ is obtained from L by making
some “gaps” in L; moreover, whereas the pairs in L’ are all distinct, there can exist
some equalities between the points x; of some pairs.

Besides lists L, L', 81,...we will also consider the lists L, L/, 81 , constituted
by the first projections of the elements of L, L', 81,...respectively; namely, we write

Lz = (.%‘0,. . .,xgn)7 le = (:L‘(),Z,Cl, P ,l’jfl,l‘p,. . .),

In the sequel, we will say that an equality z; = z; (i < j) between two elements of L,
is a “suitable” equality if (x;,u;) € L’ and (xj_1,uj_1) € L' (so, the element (x;, u;)
may belong to L . L). Hereafter, we make a discussion according to the number of
gaps in L and the number of equalities between the elements of L.

No gap. Assume first that there exist no gap in L, in other words, with our
notations, we have L = L'.

e If there exists at most one equality between the elements of L, this configu-
ration will be denoted by Cy.

e If there exists at least two equalities between the elements of L., this config-
uration will be denoted by Cs.

Exactly one gap. In this case we have L' = & U Sy with 8 possibly empty.
Denoting the elements of Sy by (zo,u0); - - -, (€j—1,uj_1), the element (x;, u;) is not in
L’ and, from the definition of L', it yields an equality that we write (z;, u;) = (x;, u;)
with ¢ < j; notice that the equality x; = x; is a suitable equality, notice also that
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if 85 # o, the first element (z4,u,) of 82 is equal to an element (z,,u,) € 81 but
Zq = Z, is not a suitable equality.
e If there does not exist any suitable equality (other than z; = x;) between two
elements of L, this configuration will be denoted by Cj.
o If there exists at least one other suitable equality between two elements of
L, this configuration will be denoted by Cs.
At least two gaps. In the case where there exists at least two gaps (so L' =
S1USUSsU. .. ) (with 83 possibly empty), we can find at least two suitable equalities
among the elements of L,. Let us write

81 :{1'0,...,13]‘_1}, SQZ{ZE,I,...,.TP_1}

then there exists ¢ < j such that z; = z; (and also u; = u;) and k < p such that

xp = xp (and also uy = u,), from the definition of L’ it follows that the elements

(zi,u;) and (zg,u) can be chosen in L' (they belong to Sy U Sy). Moreover, the

equalities x; = x; and x = x,, are suitable equalities. This configuration will also be

denoted by Cs.
Hereafter we summarize the discussion made above.

Configuration Cy We are in the case where L = L' and there exists at most one
equality among the points z; in L.

Configuration C; There exists exactly one gap in L, i.e. L' = & USy (with S
possibly empty) and there does not exist any suitable equality between two
elements of L/ .

Configuration C5 There exists two suitable equalities between the elements of L.
We will be more specific and describe more completely the situations where
these configurations arise.

o First, these two suitable equalities can occur between some terms of 81 ;,
we will write them z; = x; and x, = 2, with i < j < p and k < p; these
two equalities could involve only three elements : x; = z; = x, with
1 < j < p. Moreover, we will assume that p is the smallest index with
this property: that is to say, we assume that there is no other equalities
among the elements of the list (zg,...,zp).

e Then, there can exist exactly one suitable equality, written z; = x;,
among the elements of 8; ;. ; in this case, there exists at least one gap,
writing 81 = ((mo,uo), vy (mpoa, up,l)), there exists (zy,ur) € 81 such
that (zg,ux) = (zp,u,), which gives rise to a second suitable equality
(notice than k could be equal to ¢ or j).

e In the third sub-configuration, we have L' = §;U8,U. .. with 83 # & and
there is no equality among the elements of 8; , but at least one suitable
equality among an element z, of 83, and an element of 8§; ;, U 83 ;; as
before, in this case we get another suitable equality by considering the
first element in the gap after 8. Here also, we assume, that p is minimal
for this property: there does not exist any other suitable equality among
the elements of (zo,...,xp).

e Finally the fourth and last sub-configuration occurs when there exist at
least two gaps in L': L' = 81 U85 U 83 (with 83 possibly empty), and
when there exist no suitable equality among the terms of §; , U 82 ,,
in this case the consideration of the first elements in the two first gaps
gives rise to two suitable equalities.
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3.3. Perturbation lemmas. Before going further, we recall a result which will
be used in the subsequent proofs of the propositions, related to the different considered
configurations. Take two vector fields f and ¢ defined on X and denote by ¢; and ¢}
(A € R) the flows related to f and f+ A¢ respectively ( ¢ will be called a perturbation
of f). In [1, Perturbation theorem, p. 107], the following formula is proved: for every
r € X, we have

(31) Soda)

t
= / ds@o. O¢Ogﬁt70($)d0.
A=0 0

Obviously, this formula can be extended to the case of parametrized vector fields.
Consider f and ¢ in T'yy(X) and denote by gal“‘ the flow generated by the vector field
fG,u) + Ap(-,u) (with u fixed). Starting from an initial condition zg, consider now
the sequence z(), 27, ... defined recursively as 23 = zo and z,, = (p%’i’)‘(xf‘), then
applying formula (3.1), we deduce easily that

d

DTt =Ji+0i(Ji1) +-- -+ 01(Jo)

A=0

where -
Jp = / dp™ (o (2x)) - Sp%, (), ug)do
0

the integral Ji belongs to the tangent space of X at 7" (x) = xx41. Moreover the
0r’s are the mappings defined as

0k = d(py' 0+~ 0 pr")(w) -

Another lemma that we will use is the Tangent perturbation lemma, stated in
the same work [1, Tangent perturbation lemma, p.110]; it is concerned with the per-
turbation of the tangent map der(x) of the flow related to a vector field f. Denote
by w the canonical involution defined on T?(X), given that w o df is a vector field
defined on T(X) whose flow is dy;, we derive the following formula [1, p. 110], which
is similar to (3.1):

d

(3.2) =

de ()

¢
:/ d?ps owodepodps_q(x)do.
A=0 0

Denote by 7T the trajectory passing through x and let us restrict ourselves to pertur-
bation ¢ that are zero along 7. We will then have ¢} (z) = ¢.(x) for every t € R, so
dp () is a linear mapping from T, X to T, (z)X and we can compute the derivative
of dp)(z) with respect to A at A = 0. Let A be a linear mapping from T, X to
T, ()X such that A - f(x) = 0, the tangent perturbation lemma [1, p. 110] asserts
that ¢ can be chosen such that this derivative is equal to A. If we look at the proof
of this lemma, it is noteworthy that ¢ can be chosen equal to zero outside of an
arbitrarily small neighborhood of 7T .

In the sequel, we will have to consider two kind of perturbations of vector field f,
one of them will serve to set the derivative of w%s”\ with respect to A at A = 0 at some
predetermined value, the other one will be useful to adjust the value of the derivative
of dw%*”\(xg‘) at A\ = 0. Denote respectively by ¢; and ¢» these two perturbations, as
¢4 restricted to the trajectories of the vector fields f(-, us) passing through the points
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x5 is zero, it does not affect the value of the derivative of 4,01}5’A (ef (3.1)). Moreover,

the derivative of dw%“"”\(x;\) can be written as

d t
(3.3) adgp;‘%A(jS\) = / d2<p1;s owodpyodpls (xy)do
=0 Jo
t d
+ /‘deﬁsou10d¢1odwgiﬁ(mgda.4-d¢;ﬁo —z)
0 dA A=0

Notice, that in this sum, the first integral depends only on ¢ while the two last terms
depend only on ¢;.

Hereafter, the proof of Theorem Theorem 1.5 is achieved thanks to three propo-
sitions related to each configuration Cg, Cq, C2; we begin by dealing with the case
of Cg configuration.

3.4. The pair (x, u2n+1) is under configuration Cy..

PRrROPOSITION 3.1. Assume that the number of observations is greater than the
number of controls (i.e dy > d,). Denote by Of the set of pairs (f,h) € I'y(X) x
C>(X,R%) such that @gih is an immersion at (xg, uz,) whenever the pair (xo, Uzy)
is in configuration Cqo. Then O} contains a residual set Ry for the C" topology.

Proof. First, we choose a finite atlas A of X; given a parametrized vector field
f, a point 2 € X and a sequence of controls uy, € U?", there exists some charts
(Uo, 60),. - -, (Uan, 02,) in A such that zg € Uy, ..., 2z, € Usy,. The number of 2n + 1-
tuples of charts belonging to A is finite; for each such 2n 4+ 1-tuple, we will prove
the existence of a residual subset of G¥(a) x C*>(X,R%) satisfying some property
(explained below); obviously the intersection of all of theses residual sets is still a
residual set. We consider the following representation defined through the evaluation
map ev, whose domain is I'y(X) x C°(X,R%) x X x U x P"~1, codomain is
X2 x GL(n,R)* x L(R",R%)?" x P~ and which is defined as

ev, : (f, h,x,ugn, 1) —
((.130, e 7{ja e ,Jfgn), (d(ﬁo, e 7d§52n—1)a (dﬁo,. . ,’C\i/}:l/z, e ,dilgn),l)

where
e P! denotes the n — 1 dimensional real projective space;
e d@, (resp. dh,) denotes the local expression of dp’y? (z,.) in the charts (U, 0,)
and (Uy41,0,41) (resp. dh(z,));
e the wavy underline indicates that the underlined terms have been canceled
(in order to take into account the possibly equality z; = z;).
Below, we will denote by A, the product A, := Ay_1 0 Ag_50---0 A (with
Ay = Id). Together with representation p, we consider the submanifold W C X?2" x
GL(n,R)?" x L(R™,R%)?" x P"~! defined as the set of those elements

((ao,... s - Sy aon), (Ao, ...y Aan—1), (Co, .. "gi"" ,C’zn),f)
such that
e the elements ag,...,q;,..., a2, are all distinct;
e we have the followingwequalities
Codg-£=0, ..., CiA-L=0, ..., Cj14; ,-4=0,
Cip1Aj-£=0, ..., s s ConAgy -1 =0.



First, we will compute the codimension of W. Clearly the mapping
(Co,...,,\c/z7...,02n7140,...,Aanl,g) —
(Co-ly...,CiA;j-t,....Cj_1 Aj_1 - £,Ci1Aj41 -0, .. CopAa, - L)

is a submersion, so the codimension of W is equal to 2nd, , which is greater than
2n — 14 2nd,, the dimension of the domain of ev, because d, > d,.
Now, we will show that the evaluation map ev, is transversal to W at every point

X = (f, h,x,ugny1,]) €Ty (X) x CT(X,R¥) x X x U™ x P"~ L,

(X) ¢ W, there is nothing to prove, so we will assume that ev,(X) € W . Take
,9,L) a vector tangent to the codomain of ev, at ev,(X) with X, € T, X
..,2n, 5 # j), ® € GL(m,R), (s = 0,...,2n — 1), H, € L(R",R%)
(s =0,...,2n, s # j) and L € P!, We have to prove that the transversality
equation has (at least) one solution, that is to say, we have to prove that there exist
¢ eTy(X),neC"(X,R¥), £ €T, X, v, €T,,U (s=0,...,2n—1) and | € P"!
as well as a vector ¢, which is tangent to W at ev,(X) such that

(34) (%7 (1)755,,6) = devp(x) : (¢7na£vval) + C

We will prove this relation with ¢ =0, { =0, v, =0 (s =0,...,2n—1) and [ = 0.
We denote by

If ev, (X
(X, @, 9
(s =0,

ao,...,O{j,...,C%Qn,.Ao,...,.Agn_heo,...,ej,...762»,“[:

the components of (; the term ( being tangent to submanifold W, notice that the
components of ¢ have to satisfy the following relations

(3.5a) Col =0
s—1

(3.5b) Codol+Cy Y T (Ay, Ap)l =0, s=1,...,2n,s#j
o=0

where HU(AS,AU) is equal to the product A, with the term A, replaced with A, .

Now, in ¢, the components as (s = 0,...,2n, s # j) can be chosen so that the 2n
first equations in (3.4) be satisfied. We chose next the terms A, (s =0,...,2n — 1)
in order to satisfy the following 2n equations in (3.4). The As being so chosen, it is
possible to find 2n homomorphisms G, (s = 0,...,2n, s # j) in order to satisfy the
relations (3.5). The €, being so chosen, as ev,(X) € W, the z, (s =0,...,2n, s # j)
are all distinct, hence we can find € C"(X, R%) such that the 2n equations bearing
on the £ in (3.4) are satisfied. Finally, as £ can be chosen freely, the last equation
in (3.4) can also be satisfied.

Thus, we can invoke the Abraham density theorem Theorem 1.3: the set Rj of
pairs (f,h) such that py is transverse to W is a residual but, here, transversality
means non set membership because the codimension of W' is greater than the dimen-
sion of the domain of pyj, . Thus, if we take a pair (f, h) in this residual set; if point =z,
the sequence of controls ug, and I € P"~! are such that the points z; (s =0,...,2n,
s # j) are all distinct, one must have

dh(z,) o dgi ™ (we—1) 0 dp (o) - £ # 0
8



for at least one index s. The point £ € P"~! being arbitrary, this proves that @{F’h
is an immersion at (z,u2,). Now the intersection R := (),-; Ry is a subset of
Iy (X) x C"(X,R%) that is a residual for the C> topology. Moreover for every pair
(f,h) € R, if (x,u2s) is under Cq configuration relatively to (f,h), then 6§’h is an
immersion at (x, ugn). |

3.5. The pair (x,uzn,+1) is under configuration C;.. The proof of the
following proposition needs some lemmas which has been postponed in appendix.

PROPOSITION 3.2. Assume that the number of observations is greater than the
number of controls (i.e dy > d,). Denote by O7 the set of pairs (f,h) € I'y(X) x
C>(X,R%) such that @gih is an immersion at (xg, uz,) whenever the pair (xg, Uzn)
is in configuration C1. Then Of contains a residual for the C" topology.

Proof of the proposition. In this configuration, there exists exactly one gap in
list L so L' = 81 U 8y (with 83 possibly empty), let (z;,u;) be the first term in this
gap (so 81 = (zo,u0), ..., (xj—1,uj_1)) then there exist (z;,u;) € 81 which is equal
to (xj,u;) (with i < j). Now if 83 is empty, the terms (z;,u; ), ..., (@2, u2y) are in
L~ L' and there does not exists any equality between the terms in L. If 83 is not
empty, we write in this case 82 = (p,Up),- .., (T2n, U2y,), S0 there exists r < j — 1
such that (zp—1,up—1) = (@, u,), which implies that x, = z,41; if r = j — 1, this
equality implies that x, = x;. Notice that, in both cases, this equality is not suitable.

To prove this proposition, we have to distinguish between the cases j > n and
j < n; as the proofs in theses two cases are quite similar we focus on the case j < n
and we will only give some indication for the other case.

Hereafter, we will consider n representations p',...,p" together with n sub-
manifolds Wy,...,W,,. First, take an index k such that 1 < k£ < j and con-
sider the representation p* defined through the evaluation map ev,r , whose do-
main is GY(a)(X) x C®(X,R%) x X x U/ x P"! (with a > T), codomain is
X7+ 5 GL(n,R)? x L(R",R%)” x P*~! x P"~! and which is defined as

€Vyk (f, h,l‘,ﬁ,l) = ((1‘0, L. ,Jij), (d(ﬁo, L. ,d(ﬁj_l), (dﬁo, .. ,di?,j_1), fk—l, l)

here the notations are the same as in the proof of the previous proposition and,
moreover, fy_1 represents in P"~! the local expressions of f(xp_1,ux_1)-

Together with this representation, we consider the submanifold W}, defined as the
set of those elements

((G,O7 e ,aj), (Ao, . 7Aj—1)7 (Co, .. -aCj—1)7fk—1;€)

such that
e we have the equality a; = a; and this equality is the only one between the
a’s (r=0,...,7);
e the family (¢, AL, ... ,flk,lﬂ) is linearly independent,
e whereas the family (¢, Al ... ,flkZ) is linearly dependent
e we have the equalities

(36) Col=0, C1Al=0, ..., Cj_1A; 1£=0, CiAjl=0.
e and the vector Aj,_1¢ is not proportional to fx—1. R
Here, as in the proof of Prop. Proposition 3.1, Ay := Ag, Az 1= A14o, ..., Ay =
Ap_1Ap—1.



First we compute the codimension of Wy, from Lemma Proposition A.1, this
codimension is equal to n +n — k + jdy, as dy > d,, and k < 7, this codimension is
greater than 2n — 1+ jd,, the dimension of the domain of ev,«. So, saying that p?h
is transversal to W}, at (z,u;) means that p’}yh(aﬁ, u;) does not belong to Wj,. We will
now show that the evaluation map ev,k is transversal to Wy at every point

X = (f, by, u,0) € Tu(X) x C(X,R™) x X x U7 x P71,

If ev,s (X) ¢ Wi, there is nothing to prove, so we will assume that ev,:(X) € Wy.

Take (X, ®,9,8x—1,£) a vector tangent to the codomain of ev,r at ev,r(X) with
X € To.X (s =0,...,7), &, € GL(n,R), (s = 0,...,5 — 1), H; € L(R",R%)
(s =0,...,5—1) and Fr_1,£ € P 1. We have to prove that the transversality
equation has (at least) one solution, that is to say, we have to prove that there exist
$eTy(X),ne C"(X,R¥W), £ €T, X,vs €T,,U (5=0,...,5—1) and | € P! as

well as a vector ¢, which is tangent to Wy at ev,s(X) such that
(3.7) (X, @, 9,8k-1,L) = dev,(X) - (&,1,8,0,1) + €.
We will prove this relation with ¢ =0 and vs =0 (s =0,...,j5 — 1). We denote by

aOa"'vaja'AOa'"a‘Aj—17GO7"'7ej—179~k—17£’

the components of ( and we will work with £ = 0; the term ( being tangent to
submanifold W, notice that we have the equalities o; = o; as well as the following
relations

~ s—1 B
(3.8b) GSAS£+CSZHU(AS,AU)£:O, s=1,...,5—1,
o=0
k=1 n B B
(38C) ZZHU’S(M’ Alga"'aAkak‘Fl) =0.
o=0s=1

where 11, (AS7AU) is equal to the prgduct fls with the term A, replaced with A, and
e the expression |€, Al .. .,Akf‘kﬂ denotes a (k+ 1) x (k + 1) determinant

extracted from the n x (k 4 1) matrix whose columns are /, ..., A, and
I, s (|4, fllﬂ, el Ak‘g‘k+1) denotes this determinant where the term A, in col-
umn s has been substituted for A, (the result being zero if A, does not appear
in this column);

e relation (3.8¢) is intended for all the (k + 1) x (k + 1) determinants that we
can extract from the matrix (¢, A1/, ..., Agl).

Before addressing the problem of the existence of a solution to the transversality
equation (3.7), we will discuss the constraints induced by the relations (3.8). Firstly,
the tangent vectors Ay, . .., A_2 having been chosen, it is possible to find Co, ..., C;_1
in order to satisfy the equations (3.8a) and (3.8b). Then, we will rewrite relation (3.8¢)
in a more convenient form. First there exist scalars Ag,...,Ax_1 such that Aké =
le:é A AL, replacing Aif by this sum in the left-hand member of (3.8¢), we get

k—2 k—1k—2
6 A A 1 Al A Y TT(Ag1, Ag) = D0 ATI(Ay, Ao, = 0.
o=0 s=1o0=1
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The tangent vectors Ao, ..., Ar_2 being fixed, in order to satisfy this equality for any
(k4 1) x (k+ 1) determinant, it suffices to take

k—2 k—1k—2
(3.9) Apal==Ar 1 Y To(Ax1,40) + > Al (A, A,).
o=0 s=1o0=1

We turn now to equation (3.7); the j+1 first equalities in this system of equations
write

A

axs +as =X, §=0,...,7

A=0

the first term in the left-hand member of this equality depends on the chosen pertur-
bation ¢ of vector field f. Consider first the equations corresponding to the indices
s = 14,7, as the tangent vector o; = «; can be freely chosen, this system of two
equations is equivalent to following equation

(3.10) —zx

From lemma Lemma B.2 (see in the appendices), one can find a perturbation ¢; of
vector field f such that this equality is satisfied, concerning the equalities correspond-
ing to the indices s # 14, j, they can be satisfied thanks to a judicious choice of the
a’s, this is possible because these tangent vectors can be chosen independently from
each other.

This perturbation ¢; being chosen we chose Ao, ... Ax_o in order to satisfy the
j — 1 following equations in (3.7) (equations numbered from j + 2 to 2j). Concerning
the equation number 25 + 1, it writes

d

(3.11) o

dgp_q|  +Ar1 =B,
A=0

where @) _, denotes the local expression of dgit " (24_1), the derivative of the flow
related to the perturbed vector field f+A¢ in the charts (Ug_2,0;_2) and (Ug—1,0k—1).
The derivative is the left-hand member of (3.11) is equal to the sum of two contribution
Py, and Py, (cf relation (3.3)): P, is due to perturbation ¢; and its value is fixed
by the choice of ¢1 made to satisfy equation (3.10), and Py, is due to perturbation
¢2 . From the tangent perturbation lemma [1, p. 110], we know that P,, may be
chosen to be equal to any linear map B such that Bfr_; = 0; on the other hand,
the value taken by Ag_1 at dgg_2 o --- o d@ol is set by relation (3.9) (the roles of
the A, being played by the dg,’) but as the vectors dgg_2 0 -+ o dggl and fr_1 are
not, proportional, it is possible to choose ¥ and Aj_; in such a way that B + Ap_1
is equal to any linear mapping. To summarize, the left-hand member of (3.11) writes
Py, +B+ Ap—1 where B+ Ai_1 can be made equal to an arbitrary endomorphism of
R", which means that equation (3.11) may be satisfied thanks to a judicious choice
of ¢o and Ag_1.

Concerning the dh part of the transversality equation (equations numbered 2j + 2
to 37+ 1 in (3.7)), the C4 having been chosen, we can choose a mapping 7 such that

dn .
— (s .= s =0,...,7—1
dil'(xé) + eb ‘ﬁba S 07 7.7

11



this is possible because the points xg,...,x;_1 are all distinct.

Finally, the two last equations in (3.7) can be trivially satisfied thanks to a good
choice of F,_1 and L.

In the following part of the proof, we have to consider the case where dgy_s o
---od@el and f,_; are proportional. In this case, the representation p* is the same
as in the previous case but the submanifold W, is different; namely we consider the
submanifold W) defined as the set of those elements

((a’Ov oo 7aj)7 (AOa v 7Aj—1)7 (COa .. 'aCj—l)vfk—laE)

such that
e we have the equality a; = a; and this equality is the only one between the
ar’s (r=0,...,7);
e the vectors Ay_1¢ and fi_1 are proportional ;
e and

(312) Col=0, C1A£=0, ..., Cj1A;_1£=0, CiAd;jl=0.

Notice first that the codimension of W}, is equal to 2n — 1+ j d, , which is greater
than the dimension of the domain of ev,.

The transversality equation in this case is almost the same than in the previous
case. Here, we do not have to take care of equation (3.11) because, the component
Ap_1 of the vector tangent to W, can be chosen arbitrarily. But, due to second
condition in the definition of W}, we have now some constraint about the component
Fr_1 of this tangent vector. That is why we consider a perturbation ¢ of vector field
f such that ¢g(zr_1,ur—1) solves the penultimate equation in (3.7) that is to say, the
equation

(3.13) Sr—1 = do(@p—1,uk—1) + O1(Tp—1,Uk—1) + Fr—1.

Recall that perturbation ¢;, is zero outside an arbitrary small neighborhood of the
trajectory of f(-,u;_1) passing through z;_; and can be made equal to zero at any
point of P; (see proof of Lemma Lemma B.2 and the final remark). Therefore, in
equation (3.13), we can assume that ¢1(2xg_1,ur—1) = 0 and we can then choose the
value of ¢g at (x—1,ur—1) in order to satisfy this equality. Perturbation ¢y being so
chosen, we can then choose ¢; in order to satisfy equation (3.10). If j > n, we are
finished because a family of more than n vectors in R” is linearly dependent.

If j > n, we consider the following representation p* and submanifold Wy; re-
garding the indices k < j, they are defined as above. When k > j, representation p*
defined through ev,x as

evr (fo hym,uy,1) =
((‘TO, oo 71']‘), (d¢07 .. '7%0j—15d¢pa s 7d<)5k—1)7 (d}_l07 oo 7di_lj—1ad}_Lp7 o 7d}_1’k)7f_k—1al)

Here this definition of ev,x is given for the case where 83 # &, in this case the terms
d@s and dhg corresponding to indices s = j,...,p — 1 are omitted. In the case where
82 = @, all of these terms are omitted after the index j.

The definition of the submanifold W}, is almost the same: the first three points of
the definition are identical, the two last points have to be slightly modified as follows.
Let d = j — i — 1; first, the equalities bearing on the C, Al have to be satisfied for
s =0,...,k where the equalities corresponding to the indices s between j and p (case
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89 # &) or 2n (case 83 = &) are to be understood as follows: if j < s < p then in the
expression Csflsﬂ, the term C has to be replaced by C;4, where r is the remainder
in the euclidean division of s — ¢ by d + 1 and, in the same way, each occurence of A
has to be replaced by A;,,~where r’ is the remainder in the euclidean division of s — i
by s+ 1.

Moreover, writing the euclidean division of k—1—1i by d+1 as k—i = g(d+1) 47y,
the last condition “the vector flk_lf is not proportional to f;_1” has to be modified
as follows : the vector fx_; does not belong to the subspace generated by the vectors
Aigri by ooy Ag—1L.

We can conclude this part by applying the Transversal density theorem (see
Th. Theorem 1.3): there exists a residual subset R} C G¥(a) x C"(X,R%) of C"
pairs (f,h) € I'y(X) x C"(X,R%) such that if (f,h) € R} and the element (z,us,,)
is in Cy configuration (relatively to (f,h)), then the related mapping 9§’h is an im-
mersion at (z,uz,). Every set ¥ (a) is open and dense for the C" topology, so set
R} is dense in Ty (X) x C™(X,R%) and is even a residual set. Now, applying this
result for every positive integer 7, we obtain a set R C I'y(X) x O™ (X, R%) that is
residual for the C'*° topology.

3.6. The pair (z, u2n+1) is under configuration Cs,..

PROPOSITION 3.3. Assume that the number of observations is greater than the
number of controls (i.e dy > d,) and d,, < 2n. Denote by O% the set of pairs (f,h) €
Iy (X) x C=(X,R%) such that GQh is an immersion at (zo, Uon) whenever the pair
(20, u2n) is in configuration Co. Then OF contains a residual for the C” topology.

In the Cg configuration, there exist two equalities between the elements of L/,
these two equalities can involve 3 or 4 points of the list; except in the sub-configuration
considered in Lemma Lemma B.4, the proofs in these two subcases are very similar
but, hereafter, we present only the case where these two equalities occur between 3
elements, because, this case is a little bit more complicated. Furthermore, we assume
that, at least the first equality x; = x; occurs in 81; at the end of the proof, we
will explain briefly how to handle the other cases. Finally, we will deal with the
sub-configuration corresponding to the assumptions of Lemma Lemma B.4.

3.7. Proof of Proposition Proposition 3.3. As in the case of configuration
C1, we choose a finite atlas A of X; given a parametrized vector field f, a point
x € X and a sequence of controls u, € UP (with p < 2n), there exists some charts
(Uo,60),. .., (Up—1,0p_1) in A such that z¢ € Uy, . .. ,&p € Up. The number of p-tuples
of charts belonging to A is finite, for each such p-tuple, we will prove the existence of
a residual subset of T'r(X) x C>°(X,R%); obviously the intersection of all of theses
residual sets is still a residual set.

The proof is subdivided into five subcases, we will deal with the more general
sub-case first.

General case. The charts (Uy,0),...(Up—1,60p—1) in A being given, we con-
sider the following representation defined through the evaluation map ev, whose do-
main is §¥(a) x C®(X,R%) x X x U? x P!, codomain is XP*! x GL(n, R)P x
L(R", R%)P~1 x P! and which is defined as

evy : (f, hﬂl’,%,l) — ((xo,xl,...,mp),(d¢07...,d¢p,1),(dﬁo,...,iiﬁl—,...7dﬁp,1),l) I

where
e P! denotes the n — 1 dimensional real projective space;
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e dg, (resp. dh,) denotes the local expression of dp}” (z,.) in the charts (U, 6,.)
and (Uyy1,60r41) (resp. dh(z,)); moreover, the wavy underline indicates that
the underlined term has been canceled.

Below, we will denote by fls the product fls = Ag_10As 90---0A4 (with
Ag = Id). Together with representation p, we consider the submanifold W C XP*1 x
GL(n,R)? x L(R™,R%)P~1 x P"~1 defined as the set of those elements

((ao, ey ap), (Ao, N 7Ap,1), (Co, ey %7 PN Cpfl),f)
such that
® a; = a; = a, and these two equalities are the only ones in the sequence
(@o,...,ap);

e the vectors A;-¢ and /ij -¢ are linearly independent and we have the equalities

Codg-£=0, ..., CiAi-L=0, ..., Cj1A; 1-£=0, CiA;-£=0
Cis1dj1 - £=0, ..., veey CpAp - £=0. i

Obviously, due to the assumption on A; - £ and flj - ¢, the mapping
(Co,...7€£,...,cp,A0,...,Apfl,g) —
(Co-tly...,CiA;-£,....C; 1 Aj_1 - £,CiAj - £,C51A541 - 4,...,Cp 1A, 1 -¥)

is a submersion, so the codimension of W is equal to pd, + 2n, which is greater than
2n — 14 pd,, the dimension of the domain of ev,,.
We will show now that the evaluation map ev, is transversal to W at every point

X = (f, h,x,up,1) € G5 (a)(X) x C"(X,R%) x X x UP x P""1.

If ev, (X) ¢ W, there is nothing to prove, so we will assume that ev,(X) € W. Take
(X,®,9,L) a vector tangent to the codomain of ev, at ev,(X) with X, € T, X
(s=0,...,p), &, € GL(n,R), (s=0,...,p—1), H, € LR, RY) (s =0,...,p— 1,
s # j) and £L € P!, We have to prove that the transversality equation has (at
least) one solution, that is to say, we have to prove that there exist ¢ € I'y(X),
neC(X,R), &€ T,X,vs €T, U (s=0,....,p—1)and | € P"! as well as a
vector ¢, which is tangent to W at ev, (X) such that

(3.14) (X,®,9,L) =dev,(X) - (¢,1,&,v,1) + .

We will prove this relation with ¢ =0 and vs =0 (s =0,...,p — 1). We denote by

ao,...,ap,flo,...,Ap_l,(i’o,...,Gj,...,ep_l,L

the components of ( and we will work with £ = 0; the term ( being tangent to
submanifold W, notice that we have the equalities o; = o; = «;, as well as the
following relations

(3.15a) Col =0
s—1

(3.15D) Codyl + C > Ty (Ay, Al =0, s=1,....p—1,s#
o=0
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where Hg(fls,flg) is equal to the product A, with the term A, replaced with A, .
The p + 1 first equations in (3.7) write

+ as =X, s=0,...,p
A=0

the first term in the left-hand member of this equality depends on the chosen pertur-
bation ¢ of vector field f. Consider first the equations corresponding to the indices
s = 1,7,p, as the tangent vector a; = o; = o, can be freely chosen, this system of
three equations is equivalent to the two following one

d

d A
X"

— —x

d
: =X, - X, ’
o dA J

(3.16) —z
A0 dx'?

a0 AT

From lemma Lemma B.3, one can find a perturbation ¢ of vector field f such that
these two equalities are satisfied, concerning the equalities corresponding to the indices
s # 1, j,p, they can be satisfied thanks to a judicious choice of the ay’s, this is possible
because these tangent vectors can be chosen independently of each other.

Notice that if we set the A,’s to some predetermined values, one can choose the
Cs in order to satisfy equations (3.15). Thus, once the a,’s and perturbation ¢ have
been chosen, we can choose the A,’s in order to satisfy the equations numbered from
p+2to2p+1in (3.14).

At this step, the ay’s, the Ag’s, the C4’s and the perturbation ¢ have been set.
Now, as the points in the set {zs | s =0,...,p — 1,5 # j } are all distinct, we can
choose 7 as well as [ in order to satisfy the last p equations in (3.14).

At this step, we can conclude as at the end of the proof of Prop. Proposition 3.2:
the set Ry 1 of pairs (f, h) such that py is transverse to W is a residual but, here,
transversality means non set membership because the codimension of W is greater
than the dimension of the domain of py,j, . Thus, if we take a pair (f, k) in this residual
set, if =, the sequence of controls us, and [ € P! are such that

e I, = I‘j = Ip N
o dpgi ' (w_1)0---0odph®(x0) 1 and dp? ' (zj-1)0- - -odph?®(x0) -l are linearly
independent ;
then one must have d(hopy’ " o- - -0pr®)(x)-¢ # 0 for at least one index s = 0,...,p—1.
However, that does not allow us to conclude that @%h is an immersion at (z, u2n),
because of the second assumption above, so we have to take into account the case
where A; - ¢ and flj - £ are proportional, this case, which subdivides into three sub-
cases, is handled below. _ _ _

Case where rank(A;£, Aj€) = 1 and rank(A;€, Ay€) = 2. The method of the
proof is similar to the previous one: we will consider the same representation p as
above but we will work with a slightly different submanifold W, here W is defined as
the set of those elements

((O’Oa . .,(Zp), (A07 s 7Ap—1)’ (CQ, o '7€15 . '7Op—1)a€)

in XP*1 x GL(n,R)? x L(R™,R%)P~1 x P"~! such that
® a; = a; = a, and these two equalities are the only ones in the sequence
(CL(], e ,ap) ;
e the vectors A, - £ and flp - £ are linearly independent;
15



e and we have the equalities

Codog-£=0, ..., Cjq1Aj_1-£=0, Cj1dj41-£=0
Ciy2Ajro - L=0, ..., Cp1A,1-£=0, CiA, £=0.

Here, whereas the submanifold W is slightly different from one chosen in the precedent
part of the proof, its codimension is the same and the reasoning proving that the
transversality equation can be satisfied is very similar to that used in the precedent
case, so we will not go into further details.

Finally, we have to deal with the case where the rank of the family (/L . Z,Aj .
l flp - £) is equal to one. This sub-case subdivides in turn into three parts: we have
to distinguish wether ¢ represents the same direction as f(zg,ug) or not.

Case where rank(A;£, A€, Ayl) = 1 and rank(A;_1£,f;j_1) = rank(A,_14,fp_1) =|]
2 . In this case we consider the representation p defined through the evaluation
map ev, whose domain is G5 (a) x C®(X,R%) x X x UP x P""!, codomain is
XP+! x GL(n,R)? x L(R",R%)P~1 x P*~! x (P"~1)? and which is defined as

€Vp ! (f) h7xvﬁal) = ((xoaxla"'7xl))a(d@OW")d@p—l)?(dE’Oa"'ai’}’lv"'7dﬁp—1)7 I
l7 g)ijla fp*l)

where f;j_1 (resp. f,—1) represents in P"~! the local expressions of f(z;_1,uj_1)
(resp. f(xp—1,up—1)). The submanifold W is defined as the set of those elements

((ao, ey ap), (AO, . ,Ap_l), (Oo, ey gz, cey Op_l),g, fj—la fp—l)
such that
® a; = a; = a, and these two equalities are the only ones in the sequence
(o, xp); ) ) )
o the rank of the family (A;-¢, A;-¢, A, - ¥) is equal to 1;
e we have rank(A; 14, §;_1) = rank(A4, 14§, 1) =2
e and we have the equalities

Codo-£=0, ..., Cj1A;_1-£=0, Cj1Adj1-£=0
Cj+2Aj+2'£:O, ey ey Cp_lAp_l'EZO.
First, we will compute the codimension of W. The mapping ¥ from GL(n, R)? x
P~ to £(R? R") which maps (M, Ma, M3, c) to the three-columns matrix (M;c, Mac, M3c)j}
is a submersion. Denote by R; the set of rank 1 homomorphisms of £(R3, R"); as
¥ is a submersion, we have codim X ~}(R;) = codim Ry but this last codimension is
equal to 2(n — 1) (c¢f [3, Prop. 5.3]). Now, the mapping from GL(n,R)? x P"~! to
GL(n,R)? x P"~! which maps (Ao, ..., A, 1,£) to the triplet (A;¢, A;¢, A,¢) is also
a submersion, it follows that the codimension of the elements of the codomain of ev,
such that the rank of the family (A; - ¢, /ij A, flp -{) is equal to 1 is equal to 2(n —1).
These considerations together with the computation made in the first part of this
proof leads to the equality codimW = (p — 1)d, + 4n — 2. Due to the inequality
dy > d,, clearly we have that the codimension of W is greater than the dimension of
the domain of ev, provided that d,, < 2n.
The transversality equations are the same as in (3.14) plus two equations related
to the last two components of ev, (f, h, z, u,, ¢) . Here, we will consider a perturbation
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¢ of vector field f that we decompose into two parts: ¢ = ¢ + ¢o; the first part, ¢,
will be chosen in order to satisfy the first p transversality equations, and the second
one, ¢o, will be chosen in order to deal with the equations numbered from p + 2 to
2p+ 1, that is to say the equations related to d¢y, ...,d@,—1 and d@,—1 . Recall that
@2 is chosen to be zero along the trajectories of f passing through the points x;_1,
x;—1 and x,_1 and does not affect the values of the derivatives of p7.(x5) with respect
to A. Thus the first (p + 1) equations can be satisfied thanks to a judicious choice of
¢1 and the ay’s, this assertion has been proved in the first part of this proof.
Concerning the p following equations, we concentrate first on the equations related
to the indices j — 1 and p — 1; as in the first part of this proof, we take £ = 0 and
v = 0, these two equations then write
(3.17) 4 +A; 1=, 4 g +A, 1 =@

. dx Pi—1 0 Jj—1 = *Fj-1, d\ ¥p-1 \—o p—1 = *p-1-
Denote by B5_; (resp. B,_;), the term coming from the perturbation ¢5 (s = 1,2)
in the left-hand members of the first equation (resp. the second) in (3.17); these
equations can then be more specifically written as

TP A =D,
§i—1p—10 (B 1 +PBF ) +PBy 1 +Bo  + A1 =Py 1.

where 0;_1,1 = dap;"‘l 0---0 d(p?ﬁ . The points z;_; and z,_; are different, and

notice also that one cannot have u;_1 = u,_1 (because the equalities z; = x = 1z,
are suitable), so, the perturbation ¢; being fixed, we can choose the perturbation ¢o
such that ﬁfq and ‘Bg_l are arbitrary linear mapping satisfying ‘}3?71 . fj_l =0 and
‘Bg_l - fp—1 = 0. Thus, if we can choose A;_; and A,_; such that A;_; - f;_; and
Ap—1- fp,l are arbitrary, we are done with these two equations.

At this point, regarding the these choices of values for A;_; - fj,l and Ap_q -fp,l,
we have to be careful because, due to the additional relations between the vectors A, L,
flj - and flp -£ in the definition of W, some constraints exist on the part Ag, ..., A,_1
of the tangent vector at W, namely the vectors V; and V,, defined below must be zero

[

|
—
~

J

Vj: HS(Aj,AS>'£+Aj-L—Hj(ZHS(Ai,AS)'E-‘rAi'L)
s=0 s=0
p—1 _ _ 1—1 _ ~

Vp = D T (Ap, A - 4 Ay - £ = iy (3T (Ag A 04+ A+ £) 5
s=0 s=0

here the scalars x; and k, are such that Ay 0 =k,A; - € (s=j,p). In the expression
of V; above, the term A;_; appears only once, so a judicious choice for the value
of Aj_1A; 1 - € yields V; = 0. Then, as the vectors A;_; - £ and f;_; are linearly
independent, one can choose a given value for A;_ - fj_l independently from the one
chosen for f .Aj_lflj_l - £; the same is true for vector V,, and A,_; . Notice also that
the vectors As (s = 0,...,p — 2, s # j — 1) can be arbitrarily chosen. Thus, the
transversality equations corresponding to the terms dyg®,. .. dcp;p ~* can be solved,
following the same argument as in the preceding case, the next p — 1 equations have
also a solution. Finally the last three equations can be solved thanks to a judicious
choice of the last three components of the tangent vector (.

We have to deal now with the case A;_1¢ collinear to f;_; or A,_;£ collinear to
fp—l .
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Case where rank(A;£, A€, A,L) = 1 andrank(A;_1£,§;_1) = 1. Compared
to the preceding case, we have here to modify slightly the representation p and the
submanifold W. In this case we consider the representation p defined through the
evaluation map ev, whose domain is G5 (a) x C°>°(X, R%) x X x U7 x P"~1, codomain
is X9t x GL(n,R)’~! x LR",R%)7 x P~ x P"~1 and which is defined as

ev, : (f,h,x,&,l) — ((mo,gfl,...7xj),(d¢0,...7d¢j,2),(dﬁo7...,dﬁj,1),
lvfj—l)

The submanifold W is defined as the the set of those elements

((a07 .. 'aa/j)a (AOa .. '7Aj72)7 (CO7 .. '7Cj71)7£7fj717)

such that
e a; = a; and these two equalities are the only ones in the sequence (zo, ..., z;);

e we have rank(A4;_1¢,f;_1) =1
e and we have the equalities

Cody - £ =0, Cj1A; - £=0.

In the particular case j = 1, the value of ev, applied to (f,h,z,ui,l) is equal to
((zo,71),dh(x0), fo,1), the definition of submanifold W remaining the same (recall
that Ay = Id). In both cases, the codimension of W is equal to 2n — 1+ jd, and
so is greater than the dimension of the domain of ev,. Regarding the transversality
equation, there is an additional difficulty in comparison with the preceding case which
is due to the second equality satisfied by the elements of W. Let us denote by

(O[O,-.-,Oéj)7 (‘A07"'7‘Aj—2)a (607' "aej—1)7 'Cv 3:_7'—1

the components of ¢, the vector tangent to W at ev,(X). Denote by ¢ = ¢9 + ¢1 a
perturbation of the vector field f such that ¢;(z;—1,u;—1) = 0, then, the components
of ¢ being given, the last transversality equation can be solved by means of a judicious
choice of ¢o(x;_1,u;—1) . The vector field ¢g being chosen, the first j+1 transversality
equations are solved, as in the first case, by application of Lemma Lemma B.2 and
by means of an appropriate choice of the o, ; notice that, as the equality z; = x; is
suitable, u;—1 # u;—1, and so the perturbation ¢; which comes from this lemma can
be chosen such as to satisfy the equality ¢ (2;_1,u;—1) = 0. The remaining equations
are solved by means of an appropriate choice of the A; and £.

Case where rank(A;£, A€, Ayl) = 1, rank(A;_1£,f;_1) = 2 andrank(A,_1£,§,_1) =J}
1. This case being very similar to the preceding one, so we do not describe it anymore.

We conclude this part of the proof by noticing that one could have (x;,u;) =
(x,u;); in this case, we have to have to modify slightly the definition of representation
p by removing the term dg; in the definition of p and by adapting the definitions of
the various manifold W. This inequality can occur only in the presence of gaps in L’/
and when there is no equality among the points of 81 ;. In this case, in the definition
of p and W, we have to take this gap into account but the proofs are similar than in
the case handled above, the arguments and difficulties are the same.

Case corresponding to the assumptions of Lemma Lemma B.4. Recall that, in this
case, we are under Co configuration, and that one can find two equalities x;_1 = z;,
Tj_1 = x; with w;—1 = uj_; but z;_1 # z;_1 and if there exists an indice r such
that w, = w;_1 with z, on the trajectory of f(-,u;_1) passing through x;_; then

18



x. =x; and r > i—1. As above, we fix an atlas of manifold X with charts denoted by
(Uo, 6p), (U1,07),... To deal with this case, we consider the representation p defined
through the evaluation map ev, whose domain is §§ (a) x C°°(X,R%) x X x UI~1 x
P"! x R, codomain is X7t x GL(n,R)’ x L(R",R%)7=1 x P"~! and which is
defined as

CVp ! (fu h7x7uj717l7t) = ((%07‘@1;~‘-_7:L'j717gogj_l(xjfl))7(d@07"'7"'7d¢j71)7
(dho, ..., dh;_1),1)

here the notations are the same as above.
Together with this representation, we consider the submanifold W C X/+! x
GL(n,R)’ x L(R™,R%)7~1 x P"~! defined as the set of those elements

((ao, ey aj), (A(), ce ,Ajfl), (Co, ce ,g@ ey Cj,1)7€)
such that
® a;_1 = a; and a;_1 = a; and these two equalities are the only ones in the
sequence (ag, .. .,a;);
e we have the equalities
Codo - £=0, ..., Ci1Ai10=0, Ci1A;-L=0, ..., C;A;_f}t=0.

From Lemma Lemma A.2, it follows that the codimension of W is equal to jd, 4 2n
which is greater than 2n—1+(j—1)d,+1, the dimension of the codomain of ev,. Notice
that if ev, (f, h, x,u;,£,t) € W, then the trajectory of f(-,u;—1) passing through x;_,
is periodic and ¢ is a multiple of the prime period 7y (but ¢ is not necessarily equal
to T). As regard the transversality equation, it is very similar to the ones we dealt
with (¢f. the first part of this proof). This equation differs only by the following two
relations (¢f (3.16)):

d d
(318) adfi\ - al’?_l = %z - xi—h
A=0 A=0
d d
(319) al‘J )\70— a -1 )\70+Tf($j—1auj—l) ::{] _xj—l

where X, € T, . X (s =i —1,i,j — 1,j) are arbitrary tangent vectors. Here the term
7f(x;-1,u;_1) comes from the derivative of ;? " (z;_1) with respect to t. Now from
Lemma Lemma B.4, we know that, thanks to a good choice of the perturbation ¢,
the left-hand member in (3.18) can be made equal to X; — X;_; while the left-hand
member of the second equality (3.19) can be made equal to - (X; — X;_1) + X; where
X, is an arbitrary vector in the range of Id —dpy? ' (z;_1). As f € G5 (a), the range
of Id —dp? " (zj_1) and Rf(zj_1,u;j_1) are complementary subspaces, so one can
find a real 7, such that the left-hand member of equation (3.19) is equal to X; — X;_1.

The other relations in the transversality equation are treated exactly in the same
way that in the first part of this proof.

Conclusion. Arguing as in the end of the preceding part, we can conclude that
there exists a set R3® C I'y(X) x C°(X,R%) that is residual for the C°° topology
and such that if (f,h) € R3° and (z, u2,) is under Cy configuration relatively to (f, h)

then @%h is an immersion at (x, ugy,).
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3.8. Proof of Theorem Theorem 2.1. From the propositions Proposition 3.1—
Proposition 3.3, if the pair (f, h) belongs to the residual set R MR NRS°, then @%’h
is an immersion; moreover from the result proven in [2], there exists another residual
set Ry such that if (f,h) € Ry, then @é’h is one-t-one. Thus we can conclude that,
given a sampling time 7" > 0, the set of pairs (f, h) such that the mapping @%h is an
embedding is a residual set and so is everywhere dense, it remains to prove that this
set is also open. To this end, consider the mapping

b X x U2”+1 N COO(X % U2n+17 (Rdy)2n+1)

(fiuzny1) +— @%h

which is obviously continuous for the Whitney topology. Clearly ®(f, U2n+1 ) is an
embedding iff the mapping @%h(~,u2n+1) is an embedding for every finite sequence
ugny1 € U™ Now, since X and U are compact manifolds, the set of embeddings
from X x U?"*! to (Rdy)%Jrl x U?"*+L is open for the Whitney topology, so, due to

the continuity of ®, the set set of mappings @;«’hﬂ7 Uop+1) Which are embeddings for
every Usp41 1S open.

Appendix A. Some codimension computations. We will prove below two
lemmas that give the co-dimensions of some sets of matrices. Let r and k£ be two
integers such that 1 < k < r; in GL(nR)™*! x L(R",R%)™" x P! we con-
sider the subset Zrlﬁk defined as follows. Subset Z}’k is the set of of (2r + 3)-tuples
((AO, A, (Co,y .l CT),E) such that

e the rank of the family (floﬁ, fllé, e flk,lﬁ) is equal to k ;
e the family (floé, Al .., flkﬂ) is linearly dependent;
e we have the equalities

Col =0, C1AL =0, Cy Ayl =0, ey C A L=0.
Here the terms fls are defined as
Ay =1d, Ay = A, Ay =Ar Ay Ay.

Consider now 7, s and k three positive integers and fix a sequence of integers
i0,..-ik—2 € {0,...,r—1} and a sequence jo, ..., jk—1 € {0,...,s—1}. In GL(rR)" x
L(R",R%)" x P!, we consider the subsets Z2, , defined as follows. Subset Z?2_,
is the set of of (r + s+ 1)-tuples ((Ao, ..., Ar—1),(Co,...,Cs—1),€) such that

e the rank of the family (/106, Al .., flk,lﬁ) is equal to k ;
e the family ([105, Al ..., Akﬁ) is linearly dependent;
e we have the equalities

Cj, Ay = 0, Cj, A =0, Cip  Ap1=0.
Here the terms /L are defined as
Ap =1d, A = Ay, A1 = A, Ap_s.

The number of relations bearing on the Cj in the definition of Zi , may be greater

than k whereas this number is equal to the rank of the family (¢, A4, . .. ,flké) in the
definition of Z2, | but, in this last case, some terms (among the A, or the C;) could

be repeated. We then have
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PROPOSITION A.1 (Codimension of Z}, and Z;

r,s,k
fold of GL(nR)™ 1 x E(R”,Rdy)wrl x P~ whose codimension is equal to n — k +
(r+1)d,.

Subset Z7 . is a submanifold of GL(n,R)" x L(R™,R%)* x P* ! whose codi-
mension s equal to n — k + kd,,.

). Subset Z}, is a submani-

This proposition is a consequence from the three following lemmas.
LEMMA A.2. Consider the subset L, of E(R",Rdy)r+1 X (P”fl)r—H of 2r 4 2-
tuples (Co,...,Cr, Lo, ..., L) such that
Colp =0, Cit, =0, cee Clr=0.

Then L, is a submanifold whose codimension is equal to (r +1)d,, .

Proof. Consider the following mapping

(I)T : L(Rn’Rdy)T‘“rl % (Pn_l)’l"+1 — (Rdy)r+1

(Co,...,cr,go,...,fr) — (0050,0161,...,07”570

Computing the partial derivatives of this mapping with respect to the components of
Co,...,Cy, we find the following (r + 1)d, x rnd, Jacobian matrix

Idg, @05 0 0 0
0 Idg, €7 0 0
0 Idg, @CF¢

where Idg, denotes the d;, x d, identity matrix and ® denotes the Kronecker product.
As the ¢4 are in P"!, the rank of this matrix is equal to (r + 1) d,,, which prove that
®,. is a submersion. Thus, L, being the preimage of (0,...,0) € (Rdy)TJrl by ®,., it
follows that L, is a submanifold of the same codimension as (0,...,0), that is to say
(r+1)d,. O

LEMMA A.3. Let (vo,...vk—1) be a family of k linearly independent vectors of R™.
Let jo,...,jk—1 be a finite sequence of integers chosen in {0,...,r} (with r possibly
less than k). Consider the subset Ly, of E(R’HRdy)TJr1 of elements (Cy,...,Cy)
such that

CjOUQ :0, le'Ul :0, ey C’jk_lvk_l =0.

Then Ly, s a submanifold whose codimension is equal to kd,, .

Proof. Consider the mapping

O, LR™RY)T (R
(Co,...70r) — (CjO’Uo,le’Ul,...7Cjk_lvk,1)

It is linear and, as the family (vg,...,vg—1) is linearly independent, it is onto, so its
kernel has a codimension equal to the dimension of its codomain, that is to say kd,, .0
LEMMA A.4. Consider the set Gy i, of the r-tuples (Ao, ..., Ar—1,£) C GL(n,R)" x|}
P! such that
o the family (Agl, ..., Ap_10) is linearly independent;
o the family (Aol, ..., Awl) is linearly dependent.
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The set Gy is a submanifold of GL(n,R)" x P"~1 whose codimension is equal to
n—k.

Proof. The result in the case k = n being obvious, we will assume in what follows
that k£ < n.

Consider the set Vj of n-tuples (vg,...,v,—1) of vectors in R™ such that
e the family vg,...,vr_1 is linearly independent;
e the family vg,..., v is linearly dependent.

The set V} is a submanifold of R™*™ whose codimension is equal to n — k, this is an
easy consequence of [3, Prop. 5.3].

Denote by U;, i = 1,...,n the standard domains of charts in P*~!. For every
domain U;, we will introduce a mapping ¢; from GL(n, R)™ x U; to R"*" and we will
show that all of these mappings ¢; are transversal to Vj. Hereafter, we will prove the
result only for i = 1; consider the mapping

¢1: GL(n,R)"xU; — R™" )
(A(),...7Ar,1,€) — (Z_,Alg_w..,An,lg)

where £ is the element of R™ that represents ¢ and whose first component is equal to
1. We will see that ¢; is transversal to Vj ; to this end, we begin by describing the
tangent vectors to V.

Let vy, ...,v,_1 be an element of Vi, consider the matrix M whose columns are
the vectors v; (i =0,...,n — 1), from this matrix, we can extract an invertible k x k
submatrix. Without loss of generality, we can assume that this submatrix is obtained
by retaining the k first lines and columns of M. Hereafter, we introduce the nx (k+1)
matrix M’ obtained by retaining the k + 1 first columns of M we write this submatrix

as follows A
) b
w=(a )

where A is a k x k invertible matrix, C' is a (n— k) x k matrix and the column (bTd™)T
is equal to the vector vy. The sequence vy, ...,v,_1 belongs to V; iff d — CA=1b =0
[3, p. 60], so a vector tg,...,t,—1 will be tangent to Vi at vo,...,v,—1 if

(A1) g —HA'B+CA'HA'B-CA 'g=0

where H is a k x k squared matrix , H' is a (n — k) X k matrix, g a column matrix
with k lines and ¢’ a column matrix with n — k lines. These matrices are such that
the columns of the matrix

H g

H/ g/

are the vectors ty, ..., tx; notice that equality (A.1) can be rewritten as

(A.2) (~CA™Y I,y) {(5,) (g,) A—lB} =0.

Take now e = (Ay, ..., A,_1,1) an element of GL(n, R)" x P"~1 such that ¢ (e) €

Vi. We will consider the derivative of ¢; with respect to A4;, ,, evaluated at e.

dgi(e).(0,...,0,M,0,...,0) = (0,IL;,_, (Ay, M), ... TL;,_ (Ap_1, M),
MA, I+ Ay T, (Ag_y, M)D),...).
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Recall that TI;, ,(A,, M) is the expression obtained by substituting each occurrence
of 4;, | in A, by M; so if A, does not contain Aip 1, Hik_l(Ar,M) is zero, if not
it is equal to a sum of expressions involving terms as M Al with s < r. Denoting
by wo,...,ws_1 the vectors [, Agl, ..., Ay_1l, for every r < k — 1, the expression
Hik_l(fth) is zero or the sum of terms B;Mw;, the vectors wy,...,wr—1 being
linearly independent, the matrix M can be chosen such that Mw; = 0 for j =
0,...,k — 2, while the term M A1l can be arbitrarily chosen. In matrix notation,
we then have

0 h * ...
dgol(e).((),...,0,M707-~~70):(O(nk:)kxk o ox )

the column vectors h and b/ being arbitrary in R¥ and R"~* respectively. Substituting
this expression for dpi(e).(0,...,0,M,0,...,0) in (A.2), we obtain

(—CA™Y ) <£> = CA 'R+

This last expression reduces to h’ if h is chosen equal to zero. Let us choose the

vectors (hT, (h’)T)T to be equal to the vectors eg41,...,e, of the canonical basis of
R™, the above equality shows that none linear combination of these vectors belongs
to the tangent space to Vi. We have shown that there exists a n — k£ dimensional
subspace that is transversal to the tangent space to Vi, this proves the transversality
of P1. O

Remark A.5. The same result remains true if one considers the set G of the
r-tuples (Ag, ..., A,_1,¢) C GL(n,R)" x P"~! such that
e the family (Ajé, ..., Ap_10) is linearly independent;
e the family (121]-6, .. ,flké) is linearly dependent.
Namely the codimension of this set of invertible matrices is equal ton — k + 5.

Appendix B. Technical lemmas . Given z € X and a sequence of controls
u; € U7, we consider here the following list issued from zg := =z

Lj = (.I(),’LLO)7 (xl,ul), ey (l‘j,Uj)

where we recall that the z,’s are recursively defined as z, 11 = @77 (2,),r =0,...,j—1.
We will state three lemmas related to the perturbation of vector field f but before
that, we will introduce the following assumption. The trajectory of the vector field
f(-,u;j—1) passing through z;_; may be periodic, in this case we denote by mg its
prime period and we write T' = gmp + 7 with ¢ € N and 0 < 7 < 7.
Assumption B.1. In the case where the trajectory of the vector field f(-,u;_1)
passing through x;_, is periodic, we assume that
e if 7 = 0, there does not exist an index j, < j — 1 such that u; = u;_; and
xj, on the trajectory of f(-,u;_1) passing through x;_1;
e if 7 £ 0 and if 7 is commensurable with 7y, then one cannot find more than
4 equalities between the terms of the list (zo,...,z;) N L.

The notations in the lemma below are defined in section subsection 3.3.

LEMMA B.2. Take a vector field f € §Y(a) (@ > T) and let X; € T, X be
an arbitrary tangent vector to X at x;. Assume that list L; satisfies the following
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assumptions: for every index js < j—1, we have (x;,,u;,) # (xj—1,uj—1) . Moreover,
if the trajectory of the vector field f(-,uj_1) passing through x;_1 is periodic, we
assume that there does not exists any inder j, < j — 1 such that u;, = u;_1 and x;,
on this trajectory.

Then one can find a perturbation ¢ € Ty (X) of vector field f such that

dz? dz?
1 d ) =0,...,j—1.
dA A=0 g . dA A=0 ’ f07” ' ’ !

Recall that if L is under Co configuration, we can find two suitable equalities in
list (zo,...,xp), which we write z; = z; and x, = z, (or x; = x; = x,). We then
have.

LeEMMA B.3. Take f € G5 (a) (a > T) and assume that list L is in Co configu-
ration (cf section subsection 3.2) and that Assumption Assumption B.1 is satisfied,
and let X; and X, two arbitrary vectors tangent to X at x; and x, respectively then
one can find a perturbation ¢ € Ty (X) of vector field f such that

A
dxj

dr

A
dazp

B dxf‘ azy
dX

dA

_ dog
X

=X;, and

- = x,.
A=0

A=0

A=0 A=0

In the second equality above, the index k has to be replaced by j in the case where the
two equalities resulting from configuration Cg involve only 3 elements.

In the case where the above assumptions are not satisfied, the conclusion of
Lemma Lemma B.2 is not ensured but we can obtain a slightly weaker result.

LEMMA B.4. Assume that f € G5 (a), point x and sequence u; are such that

o the trajectory T;_1 of the vector field f(-,uj_1) passing through Tj_1 18 peri-
odic;

o there exists an index i < j such that u;—1 = uj_1 and x;—1 lies on this
trajectory;

o we then have the equalities T;_1 = x; and r;_1 = x;, and we assume moreover
that if (z,,u,) is such that u, = u;—1 and x, € T;_1, theni—1<r < j and
Ty =25 .

Then one can find a perturbation ¢g of vector field f such that

da
dA

da
A=0 di

A A
dx; B dxj_y

. _—7
i dA dA

:7~3E7;+3€j
A=0

A=0 A=0

where v is an invertible linear mapping from Ty, X to Ty, X and .';Ej s any vector in
the range of the linear mapping Id —dpy? ™ (2,-1) .
Proof. To prove this lemma, we have to use some results obtained through the

proof of Lemma Lemma B.2, so the proof of this lemma is postponed after the proof
of Lemma Lemma B.2. ]

B.1. Proof of Lemma Lemma B.2. The derivative of :L';‘ with respect to A
can be written as

d A

(B.1) x;
(D N N

—A;+B

7o
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where A; is zero or a sum of terms of the form 5§S+1(st), with J;, is an integral that
can be written as

T
(B.2) Jj. :/0 dpii =t (pr=a(w5,)) - Sl o (x;,),uj—1)do,

where the subscripts j; in A; are less or equal to j — 1 and are such that u;, = u;_1;
moreover 5; 41 is the mapping defined as

;o J1d if jo=3j—1,
Js+1 d(gagwj_l 0. ow;j”l)(iﬂjsﬂ) if js <j—1.

it is zero or the sum of terms &’

As for the term B; [

I
integrals that we write

(J3,), where the J; are

T
g, = / A (g (2)) - Do (25.), ;. )do

with uj, # u;j-1.
The derivatives of the terms z;), where » < j — 1, are written in the same way.
We will see that ¢ can be chosen such that
e the terms B, s =1,...,7 are zero;
e all the integrals J;, are zero but the one corresponding to the subscript js =
7 — 1, which can be arbitrarily chosen.

To this end, the perturbation ¢ that we will consider will be zero outside some
neighborhood of u;_1; to be more precise, given ¢g a vector field defined on X, it is
possible to find ¢ € I'y(X) such that

® ¢(,uj—1) = do;
o for s=0,...,2n, ¢(-,us) =0 as soon as ug # Us_1.
With this choice of ¢, we have B, = 0, for every s =1,...,7.

Now, we split the points x;, that appear under the integrals J; into two classes:
the first class, denoted by P1, contains the points x;, (js < j — 1) that belong to the
trajectory of the vector field f(-,u;_1) passing through z;_; (and so P; contains the
point x;_1 itself); the second class, denoted by P2, contains the points z;, that do
not belong to this trajectory. We denote by T7 and T, the union of these trajectories
restricted to the interval [0, 7], namely

Ti={p " (2)|t€[0,T],2€P;} i=12.

The sets T1 and T3 being disjoint and compact, we can find two open sets Uy, Us C X
such that T; C U; (¢ =1,2) and U3 N Uy = &. In the sequel, we will assume that the
vector field ¢ is zero when restricted to Usg; this implies that the integrals J; such
that z;, belongs to P, are zero. Denote by ji,...,jq (0 <1 <--- <j,=j—1) the
subscripts such that z;, belongs to P; and let 1, ... ,t, be such that z;, = @?j’l (xp—1)
(s=1,...,a).

Notice that, excepted when js = j — 1, we cannot have t; = 0 since this would
imply that (x;,,u;, = (xj—1,u;—1) with js < j—1, which contradicts the assumptions
of the lemma.

The trajectory related to the vector field f(-,up—1) passing through z;_; may be
periodic or not, hereafter we will distinguish between these two cases but we first deal
with the particular case where x;_1 is a singular point of the vector field f(-,u;_1).
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B.1.1. Case where z;_, is a singular point. In this case, we have z;_; = x;,
so the subscript ¢ is equal to 7 — 1; moreover, due to the assumption made in the
statement of the lemma, set P; contains the only point z;_;.

Now dpg’ ' (zj-1) = e where A is the differential of f(-,u;_1) at ;_1 ; notice
that, as f € GY(a), A does not have any purely imaginary eigenvalue (and so is
invertible). Hence we can compute explicitly integral J;_;:

Jj1 =A™ —1d) - go(x;1);
as €74 does not admit 1 as an eigenvalue, e74 — Id is invertible, which proves that
Jj—1 can be made equal to any tangent vector of T, , thanks to an appropriate
choice of ¢g(x;_1); the other integrals J;, being zero.

B.1.2. The trajectory passing through x,_; is aperiodic. Assume that
the trajectory of the vector field f(-,u,—1) passing through z,_; is not periodic.
Taking into account that, with our notations, ¢(-, up—1) = ¢o, the terms J;, appearing
in A; and (possibly) in A,, with r < j — 1 can also be written as

T—tg
Jj, = de " (xy) - / dpi=t o ¢g o @y (xj-1)do .

—ts

We set
Tin =min{ts | s=1,...,a}, Tmax =max{T +ts | s=1,...,a}

and we introduce the set 7 = { ;" " (2;-1) | Tinin <t < Tiax }- Forz = ¢, " (z;_1) €l]
T, we define ¢p(z) as

do(2) = p(t) do’ 7 (x;) - X;

where p is a smooth function with compact support in [Tiin, Tmax] and X; is an
arbitrary vector tangent to X at x;. As the trajectory passing through x;_; is not
periodic, ¢ is unambiguously defined on T, moreover ¢ can be extended to a smooth
vector field defined on the whole manifold X (and which is zero on Usy). With this
choice of ¢g, the integrals occurring in A4;, A;, A, and A, write

T—t, _ T+t, _
Jj, = </ w(T — o) dU) d@t.jfl(xp) X = </ p(o) da) d@t,jfl(xp) X5
t

—t, .
recall that all the t,’s are non-zero but t,. Choose now a smooth function M with
support in [Tiin, Tmax] and such that

e M(T) = M(2T) = --- = M(cT) = 1; here ¢ denotes the integer part of

Tmax/T;

e M(T+ts)=M(ts)=0,s=1,...,a—1,ifts £AaT, a=1,...,¢;

e and M(0) = M'(0) =0;
We take now p(t) = M’(t), with this choice of y, all the integrals .J;, are zero except
Jj—1 which is equal to X;.

Notice that M satisfies the equalities M(T) = --- = M(cT') = 1 because, it could

happen that one of the t; be equal to a multiple of 7. Notice also that M can be
chosen such that M’(0) = p(0) = 0.
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B.1.3. The trajectory passing through xz;_; is periodic . We will show
now the same result in the case when the trajectory of the vector field f(-,u;_1)
passing through z;_; is periodic; in other words, we assume that the mapping ¢
e (xj—1) is periodic and we denote by ¢ its prime period. In this case, the function
1 which appears in the definition of ¢y must be periodic. We write T' = gqmy + 7 with
geNand 0 <7< mg.

We will transform the expressions of the integrals J;_, taking into account that
the points x;, (js = j1,-..,Ja) are on the periodic trajectory passing through z;_1,
we have

T
Jj, = / dpli=t o go 0y~ (w;,)do
0

(I+1)mo T
:Z/ dp=* o ¢g 0 i a(:c]g)da—k/ dpli=t o ¢g oy~ (zj,)do
1=0 7 1m0 amo
q—1 0
= > de2 N er (@) - /0 A=t o ¢g 0 o~ 2w, )do
=0
(B.3) o ) [ et oo g oo

Now the ;,’s in the above integrals are such that z;, = ¢;” " (z;_1) ; moreover,
as the trajectory of f(-,xz;_1) passing through z;_; is periodic, we can assume that
0 < ts < mp. Writing the z;,’s in terms of x;_; and taking into account that

or ’tl (x;,) = x;, the above integrals between 0 and 7o can be re-written as.

Tro—ts

o
/ dgg?=" 0 o 0 o'~y (x,)do = dg, /™ (z5) - / dgg?=" 0 ¢o 0 oy, (wj-1)do
0

—ts
In the same way, the integral between 0 and 7 in (B.3) can be written as
T T—ts
/ A=t 0 o 0 oyl (5, )do = dep,” (ch)/ dpi=1 o ¢ 0 o 2 (zj-1)do .
0

—ts

It follows from these considerations and from the equalities 7' (1) = z; and
@, " (xj) = o' (x.), that we can write J;, under the form

q— To—ts
Z @?ﬁoit /t dtpqo‘_bj*1 o (bo o 80370_—1({1;])(10'
1=0 —ts
—tg
dp®i-t . ’ dp®i—1 Y1 \d
+ dPgro+t. (z;) Pyt opg o pl  (xy)do
—tg

7To—t3
= dp 7 (w5) - (Q / dpii=1 o ¢y 0 " (x5)do

—ts

T—tg
(B.4) + 6. / dpgi=t o g 0 " (wj)dff) ;
—ts
where we let
qg—1
(B.5) d=dpt () and Q=)0
1=0



Notice that, as f € G¥(a), mapping @ is invertible; in fact, more generally, any
mapping which is the sum of consecutive powers of ¢ is invertible.

We introduce also the following notation, let ¢t € [0, 7] and denote by I; the
integral

t
(B.6) I = / dpi=t o ¢g o 9011];1($j)d0.
0
We now rewrite J;, in terms of integrals I, from (B.4), we get
o ifty, <,
(B.7) Jj, =de Hay) - (Qod™ " + 6171 Iy =61 - Iy g, + 07 I y,) .
o ift, >

(Bs) st = d@::_l(ﬁj) ’ (Q o6t Iﬂo -0 I7|'O*ts + 5t I7ro+'rft5) 5
notice that, in each case, my — ts and my + 7 — 5 belong to [0, 7o) ;
Notice also that J;_; corresponds to the case t; = 0 and so
Jio1=(Qod " 467 Iy — 6 Ly 407 L, =Q - Iy +67- 1,
These formulas can be obtained by noticing that

To—ts
/ dpi=1 o ¢y 0 It (xzj)do = (Id —571)Iﬂ0_ts + 5711}0 ,

—ts

Tt | Iy, — 1 I ;
/ dp®i=1 o ¢ 0 qui]ofl(xj)do' = 0 1( o mo—t,) T Lr—t, casets <7
—ts 57 (Iﬂ0+7—ts — Iﬂ-o_ts) case ts Z T.

We consider first the simplest case where 7 = 0.
Case where 7 = 0. . In this case, the trajectory of the vector field f(-,u;_1)
passing through x;_; is periodic. Now, from relation (B.8), we get

Jj, = d‘:ptuj_l(xp) og "t (Q - Iy + (07 = 1d) Iy, ) 5

for t4 = 0, this formula becomes

Jp-1=Q In, .

From assumptions of the lemma, it follows that set P; reduces to z,_; and so the
integral corresponding to ¢; = 0 is the only one. Hereafter (case when (o + 1)7 and
mo are commensurable), we will see that the perturbation ¢ can be chosen such that
I, can be made equal to an arbitrary tangent vector in T, X.

Case where T # 0.. We consider first the most general case where 7 # 0.

We choose ¢ as follows, for z = ¢ " (z;) with o € [0, 7], we define ¢o(z) as

(B.9) o(2) = dp"" (x) - (o)

where ¥ : R — T, X is a mapping to be determined. Vector field ¢g being so defined,
we get

It/otﬂ(a)da.
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For every positive integer «, let us introduce now the following sets.

To={ts;,1<s<a—-1]t;=—ar (modm)}.

If Ty = @, we set ag = 0, if not, we denote by ag the largest integer « such that
T, £, Ty £3,..., Ty # 2. If ap # 0, we introduce the integers v, = [a7/mo] + 1
(where [2] denotes the integer part of z); so if t5 € T\, we have tg = v,m9—a 7. Notice
also that if 1 < 8 < ag, we cannot have §7 = 0 (mod my) because this would imply
the existence of an index s < a — 1 such that ¢, = 0 and so (z;,,u;,) = (Tj—1, uj—1)
which contradicts the assumptions of the lemma; thus if 1 < o, o’ < ap and « # o/,
we cannot have a7 —a’T =0 (mod 7). Nevertheless, it could happen that 7 and g
be commensurable and that (a9 + 1)7 = 0 (mod 7p); hereafter, we will distinguish
between these two cases.
Case where (ag + 1) Z 0 (mod o) . In this case, there exists a mapping

V:R— T_TjX such that

e V is mg-periodic and V(0) =0, VW (0)=0for I =1,...,r + 1;

o V(r)=6"79-%,, and

V() §~ L. v(r) ifm<2r
T) =
0-9-V (1) if mg > 27,

5797 V(ar) if yame < (a+ 1)T

(B.10) Vle+1)7) = {5q V(r) if yamo > (a+ 1)7

5797 V(agr)  if yaumo < (o + 1)T

V((ao + 1>T> = {6(1 . V(OZOT) if YaoT0 > (040 + 1)7_;

o ift, ¢ Ty U---UT,, then my —ts #Z a7 (mod mp) and also 7 —ts # ot

(mod mg) for every @ = 1,...,a9 + 1; in this case, we let V(my — t5) = 0,
V(r—ts) =0 (case ts < 7) or V(mg+7 —ts) =0 (case 7 < ty);

o ift; e T1U---UT,,, then my — t; = a7 (mod mp) for some o € {1,..., a0}
and 7—t;, = a7 (mod mp) for some « € {2,..., ag+1}, in this case V(mg—ts),

V(r —ts) (case t; < 1) or V(mg + T — ts) (case ts > 7) are defined by the
formulas (B.10).
Notice that V is unambiguously defined because a7 # 0 (mod my) for every a €
{1,...7a0 + 1}

We take then the mapping 9 equal to the derivative of V', with this choice, all the
integrals J;, are zero but Jp_; which is equal to X;; this implies that A; is equal to
X; while A, =0forr=0,...,5—1.

Case where (ag + 1)T = 0 (mod 7). In this case, there exists a subscript j,
such that uj, = uj_1 and zj, = @} (x;_1) = o' " (xj—1) = ;.

Now, we have ;11 = o7’ '(z;.) = ¢’ " (x;) and it could happen that u;, 1 =
uj_1, if this is not the case, then there exists a subscript j, such that u; , = u;_1
and z; , = @ij(;lo,l)f(xj—ﬁ = ¢’ '(x;) = zj,+1. More generally, assume that ¢; is
the greatest positive integer such that

Uj, = Ujg41- = " = Uj40, -1 = Uj—1,
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then we have

(B.11) T, = x5, Tj,+1 =07 (2)), e Tjpe, = 07 (25)

and uj ¢, 7# Uj—1 Or Uj 41 = u;. Hereafter, we will distinguish the two following
cases
1. When (1 = ag + 1, then, 2j, 40, = ¢ 1), (x;) = z;, in this case, j, =i
and j = js + 41 =i+ ag + 1. Moreover, in this case the cardinality of every
set T is at least one; actually every such set contains exactly one element.
Assume indeed that there exist j < i such that u; , =u;_ and ty = —87
(mod mg), then we have

Uj—1

Tj, = ‘Pljﬁ_; (“Tj*l) = W(a0+1,5)7($j*1) = @agiﬂ)-,—(xj) = Titao—p

moreover

Tj,+1= O T5,) = Titao—p+1-
These two equalities together with the equality z; = x; give us three equali-
ties, which violates the assumptions of the lemma.
2. When ¢; < ag+1, we have the equalities (B.11) and xj,1¢, = @le;l (x) # z;.
From the definition of the sets T's, there exists j;» < j—1such that u; , = u;_1
and ty = ({1 — ap)7 (mod 7p), so

Tj = Py ey (Ti=1) = P o1y (7)) = 00071 (25) = 540, -

Now let /5 be the greatest positive integer such that

Uj, =Uj,+1 = " = Uj,40,—1 = Uj—1

s

We then have the following equalities

— . . — pHi-1 . . — pHi-1 .
T = Tjs+La> Tja+1 = ‘P(@l+1)7(37])7 cees s Tggdle—1 = ‘P(z1+42—1)7($3)a
it ‘
Ljorttby = @(61“2)7(1‘]) |

together with w; , s, # uj_1 or uj,4¢, = u;. Now if z; 44, # x;, then
{1 + 2 < ag + 1 and there exists jg» such that u; , = u;_1 and

L Uit . — pli—-1 ) =
T = 90(@1+g2,a0)7.(x371) = Qo(glJrgz)-r(xJ) = Tj+Lo
Thus we have three equalities
T, = Ty, Tj 40, :xjsla $j31+€2 :xjsu

which contradicts the assumptions of the lemma.
For the sake of readability, in the sequel, we will adopt the following notations:
i:=js, k:=js+ 1, p:=jg,s0 wehave i € Ty,,....,k—1€ Tyy_r,+1 as
well as p € Toy—py,...,p+ ¥ —2 =35—2 €& T;. Notice, moreover, that
1<k<p<jy.
These two cases are slightly different but can be handled very similarly. In the
first case, xg\ can be written in the following simpler way:
¥} =i (@) = e (@)
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therefore we have

(B.12)
d:n;\ (co+1)T .
a = /O ds@ i—=1 o ¢0 o (p(ao_j’_l)T U(le) do’ “+ d@(a +1)T( ) . a .
A=0 o

Now, due to the assumption made on 7, (ap—+1)T is a multiple of 7 and so (wp+1)T =
g m with ¢ € N. So the integral in the right-hand member of (B.12) writes

(a0+1)T w - ™0 w N
[ et otmopit e (o) de =@ [ dpptoomop®, (0 do = Q- In
0 0

where Q =Id+0 +--- + 0771 (¢f. (B.5)).
In the second case, we have

uj_1, Uj_1,\ G—1,A Uj_1,\
o) =gyt ox ot Nad),  a) = xMoppi N @), ad =it @) .
where x* = ;7" ocp up=2A o cp;’“ so we have
dz? £T dx]’o\
B13) G2 = [T omo vl (o) do ey o) | F
A=0 A=0
dx) da
B.14) —Z =T dx®(z) - [ =&
ma T = (G|
A=0 =
dap aT da}
B.15 Tk _ dp%i-t i d d Uj—1 i) - 4
( ) d)\ "0 \/0 SD OQSOOSDZT o'(x) 0-+ 90 ( ) <dA >\:0>

where I', ;, denotes a sum of integral like J;_, this sum is zero if none of the z, , with
r==%k,...,p—1,1is in P;. We will show that ¢y can be chosen such that all the
terms in the equalities (B.13)-(B.15) are zero but the integral between 0 and ¢»T in
the right-hand member in the first equality. We begin by rewriting these integrals.
Hereafter, we write ;T = ¢;mo+7; (i = 1,2) with ¢; € N and 0 < 1; < 7 ; notice that
as f1+ s = ag+ 1, 71 + 7o must be a multiple of mg. As 0 < 7 + 79 < 279, 71 + T2 i8
equal to 0 or my but 71 = 75 = 0 implies that z; = x, = x), = z;, these three equalities
violate the assumptions of the lemma; thus we have m + 75 = my. Performing the
same manipulations as those leading to the expression of J;_, we obtain easily

0T
Jp = dpg?~t o g o ‘P?;f“ia(xp) do = Q2 In, + 61,
0
ZlT
Ji:= [ dpl 1 oggoppint () do =dp@ -t (z;) - (071 + Q1) In, — 6711y,
0

where § has been defined in (B.5), Q; =Id+5+---+ 6%~ (i = 1,2) and I, is defined
by (B.6).

Let X; an arbitrary vector in T, X, clearly in order to have Jo = X; while J; = 0,
it suffices to have

L,y=Q7 ' %;, and I,=(1d+60Q;)0Q " X,

with Q defined above. We will see that we can find a perturbation ¢ can be chosen
such that these two equalities are satisfied as well as the equalities I'p;, = 0 and
dz}/dA =0 at A = 0.
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We choose vector field ¢p as in (B.9), the mappings ¢ and V being chosen as
follows:
I(t) = '( ) and V (t) = Vo(t) + tvg where Vj is mp-periodic with Vy(mp) =
Vo(0) = 0; notice that this choice of ¥ implies I; = Vy(¢) + tvo ;
V5(0) = ( :—voandVO()—VO(k)( m) =0withk=2,...,r+1;
® vy = ﬂlo Qm %
o Vo(rj) = (Id+é0 Ql)Qil X - QX
This choice for the values of V' at t = my and ¢ = 73 ensures that Jo, = X; and J; =0,
it remains to show that V; can furthermore be chosen such that dz}'/d\ = 0 in both
cases and I', ;, = 0 in case 2. However, while every set T, has a cardinality equal
to one, it could happen that there exist some points zs in Py such that t; ¢ Ts; as
the values of I', ;, and of the derivative of x? depends on these points, we have to
carefully choose the value of V' at the corresponding times ¢, in order to have these
two quantities equal to zero.

Hereafter, we call chain of length c (¢ > 2) a sequence of ¢ pairs ((z;, ,ts,)-- -, ()., ts.))}
such that
e the points z;, ,...,z;, belong to Py and the subscripts js,,...Jjs. are all
distinct;
e the times ¢,,...,1s, are such that
ts, =ts, +7 (mod mg), ... ,ts, =ts, +(c—1)7 (mod mp).
Hereafter we will be concerned only with chain such that ¢s, ¢ T; U---UT,,, so the
points in the considered chains are all distinct from w;,...,x; in case 1. and from
TiyeorsTh_1, Tp,y...,T; I case 2.
if (5., ts1),- -+ (7j,.,ts.)) is a chain of maximal length; in order the integrals

Js,, appearing in I', ;, and in the derivative of x} be equal to zero, we must have

(Q06_1+6q_1) —6 L. ﬂ'() tso +(5q -,— [ —O, if tsa <T,
Qo 5. Iﬂ-o -6 1. Iﬂ—o_ts + 69~ L. 7r0+7- o, — 0, if 7 < ts,
for every 1 < a < ¢. These equalities can also be written as
(B.16)
(Q o1 =+ 5q_1> . [ﬂ—o —6 L. (‘/()(71’0 — ts,,) =+ (ﬂ'o — tsa>vo)

00 (Vo(r = ty,) + (T = to,Juo) =0, ifty, <7,
Qod ™t Iny — 071 (Volmo — ts,) + (mo — ts, )v0)
+0697 1 (Vo(mo + 7 — o) + (Mo + 7 —ts,)vo) =0, if 7 <t

As the times occurring in the different chains are all distinct, it is possible to find

a C"™*! mapping Vj satisfying equalities (B.16), which implies that all the integrals
A
L —(in

dA

Jj, with j, < k are zero. Thus, in particular, we will have I,

the relations (B.14) and (B.15).

We end the proof of this lemma by noticing that perturbation ¢ can be chosen to
be zero not only at point z; but also at points of P;, that is to say we can choose ¢
such that ¢(zs,uj_1) = ¢o(zs) =0for s=1,...a

B.2. Proof of Lemma Lemma B.3. The second lemma is an easy consequence
of the first one. From the considerations following the definition of configuration
C, it follows that the lists (xo,...,z;) and (zo,...,xp) satisfy the assumptions of
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Lemma Lemma B.2, so there exists a perturbation ¢, of f such that,

dx) _0 dxg\ _x,
=0, 'l =%;.
|, |

This perturbation has also an effect on the derivatives of 23 and x;‘, so we also have

dm? da?)
"k — x/ 71) — x/
dr |, F DN

with (possibly) X}, # 0 or X; # 0. Now, applying Lemma Lemma B.2 for a second
time, we obtain the existence of a perturbation ¢ of f such that

dxf‘ =0 dix;\ =0 @ =0 % =X
dX |y, x| dX |, | T

the tangent vector %Z being arbitrary. Under the action of the perturbation ¢ =
¢1 + ¢2, we then have

dz? da? da? dz?
J o az _ oy P Az _ oyl )
N D, X, iy N - X+ X, - X
A=0 = A=0 =

Here X, and X}, depend on ¢; but, X7, which depends on ¢z, can be chosen in such
a way that X + X}, — X}, = X,

B.3. Proof of Lemma Lemma B.4. We consider a perturbation ¢ of vector
field f such that ¢(-,uj_1) = ¢o € I'(X) and ¢(-,u,) =0if u, #uj_q (r=0,...,j5—
1). Taking into account the assumptions of the lemma and the computations made in
the proof of Lemma Lemma B.2, we obtain the following expressions of the derivative
of z; and x; with respect to this perturbation.

dfo dz? o
d>\1 =0, d)j :QO'/ dps 0 ¢ © p_o(xi—1)do,
\—0 A=0 0
dx§‘71 dx;‘ o
ax =Ty N :51'Fj,i+Q1'/ dps o oo p_g(xj_1)do
A=0 A=0 0

Here mg denotes the prime period of trajectory T;_1, Qo = Id+dp + ... (58_1 where
do = dr,(z;) and ¢ is such that T = gmg; moreover 61 = dyg,(z;) and Q1 =
Id+6; + - + 097", The term I';; depends only on the integral between 0 and m
appearing in the expression of dfcg\ /dA, to be more precise, this term is equal to

)
L =doy *(zj_2) 0 odpy™ (xi11) - / dps 0 ¢g o p_g(zi—1)do,
0

when all the terms (., u,) between (z;,u;) and (z;j_1,u;—1) are such that u, # uj_1
or u, = uj_1 but z, ¢ T;—1; otherwise, I';; is a sum of such terms. Let z;_; =
@) (xj-1) (where 0 < ty < m); the integral occurring in the expression of dz/dA
can be rewritten as follows

o
/ dps 0 dg 0 oo (wi—1)do = dp? " (1) - (67 Iy + (Id =671) - Iyt -
0
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The reader is refereed to the proof of Lemma Lemma B.2 for the details of computation
and we recall that I; denotes the following integral

t
I, = / dps0ppop_o(xj_1)do.
0

As shown in the above-mentioned proof, the integrals I, and I.,_;, can be chosen
independently from each other. So, to obtain dz}/d\ — dz ;/d\ equal to X;, it
suffices to choose I, _¢, equal to dgozz’_lto (zj_1) 0 Qal <X+ (Id—01) - Irg—t,- With
this choice of I,_;,, we obtain

A A
dz; B dxj_y

A\ d\
A=0 A=0

= Qrodpy =, (25-1)0Qqy X+ (61 —1d) T i+ (1d =61)0Q1 - Iy ¢,

in this equality I'; ; depends only on X; and I
proved the result.

o—t, can be freely chosen, so we have
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